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Emotion Recognition Using Large Language Model 
 
 

ABSTRACT 
 

Emotion recognition is the process of recognizing human emotions from facial 

expressions, voice patterns, or text, utilizing various techniques like Machine 

Learning or Natural Language Processing. It is a crucial aspect of human 

interaction that has drawn a significant amount of attention, particularly with the 

emergence of natural language processing (NLP) techniques. This paper explores 

the use of transformer based large language models in the field of emotion 

recognition due to their ability to capture complex contextual relationships in data. 

Large Language Models are an important development in the field of emotion 

recognition as they can accurately analyze and interpret complex human emotions 

from textual data. This innovation has enhanced the context-sensitivity of 

emotional analysis, opening new possibilities in various fields like mental health 

care, and customer services, where understanding complex emotional states is 

crucial. This research provides an overview of the current development and 

approaches of emotion recognition using Large Language Models (LLMs). It 

explores the recent methodologies in LLM-based emotion recognition, 

emphasizing the models' unparalleled capabilities to understand and interpret the 

complex emotions in text. It explores how well transformer architectures adeptly 

capture and model the nuances of emotion in textual data. Through extensive 

experimentation and comparative analysis, this research evaluates various model's 

performance in precisely identifying and classifying emotions.  The research 

further delves into the challenges and limitations faced by current LLMs in emotion 

recognition. Additionally, addresses the research gaps and outlines possible future 

paths. The outcome of this work improves the understanding of LLM based 

techniques for emotion recognition and provides important new information about 

their usefulness in various real-world contexts. 
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CHAPTER 1  

INTRODUCTION 

1.1 Overview 

Understanding the emotional undercurrents of written communication is paramount 

for achieving natural and engaging human-computer interaction. This ability holds 

immense potential for transforming fields like customer service, mental health 

support, and targeted content delivery. Traditionally, emotion recognition relied on 

methods that were limited in scope, often utilizing sentiment dictionaries or 

rudimentary machine learning algorithms. However, a new era has dawned with the 

rise of deep learning, particularly the emergence of Large Language Models 

(LLMs) [1]. LLMs, trained on vast troves of text and code, possess an exceptional 

ability to decipher complex human emotions within textual data. These powerful 

models, equipped with sophisticated architectures and fueled by massive datasets, 

achieve superior results compared to traditional approaches. This thesis delves into 

the potential of LLMs to revolutionize the field of emotion recognition from text 

[2]. We will embark on a journey that explores the limitations of earlier methods, 

unveils the capabilities of LLMs, and analyzes their transformative impact across 

various domains. By venturing into this exciting frontier of research, we aim to 

contribute to the development of more refined and nuanced methods for computers 

to understand the emotional tapestry woven within human text [3].This thesis 

delves into the world of LLM-based emotion recognition, exploring its potential 

and limitations [4]. We will examine how these advanced models, capable of 

complex interpretations akin to human comprehension, are transforming the way 

we analyze emotions in text. By drawing insights from leading research in this field, 

we aim to provide a comprehensive understanding of this rapidly evolving 

technology. 

The Large Language Models have wide range of application including sentiment 

analysis. LLMs have reflected promising performance domain specific emotion 

recognition like finance and health [5]. The ability to find valuable insights from 

the texts for emotion recognition by LLMs has improved the decision-making 

processes. The potential for recognizing emotions in a diverse range of situations 
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makes the models versatile across various contexts. In recent years, various deep 

learning based techniques has been pivotal in solving many real-life and business 

problems such emotion recognition, medical imaging, social network analysis, 

computer vision, and many others [5-10]. 

Furthermore, LLMs possesses fascinating capability in mimicking human-like 

emotional interactions. This can be helpful in various applications where 

understanding and responding to emotional cues is crucial, such as customer service 

[11]. 

This research will comprehensively explore the application of LLMs for emotion 

recognition. We will delve into their cutting-edge capabilities, analyze the 

challenges and ethical considerations they present, and finally, offer an insightful 

overview of the current state of this field. By examining both the potential and 

limitations of LLM-based emotion recognition, we aim to contribute to its future 

development and responsible application across various domains. 

1.2 Motivation 

The amazing progress in AI and language processing has fueled research into using 

large language models (LLMs) to understand emotions in text. These models are 

performing better at figuring out complex feelings from text data. This has huge 

potential in areas like finance, customer service, and anywhere else where 

understanding emotions can improve interactions and decision-making. However, 

with any new technology, there are challenges and questions to consider. This 

report will explore both the exciting possibilities and the issues we need to address 

as LLM emotion recognition keeps developing. Through this study, we aim to 

explore:  

 

1) Various large language models and approaches for emotion recognition 

2) Datasets availability for training of the models 

3) Applications of emotion recognition utilizing LLMs in various domains 

4) Challenges occurring while performing emotion recognition with LLMs  
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1.3 Objectives 

The primary objective of conducting emotion prediction using Large Language 

Models is to understand human emotions better from written text using powerful 

language models. This research aims to explore and develop robust and accurate 

techniques for emotion detection, classification, and prediction, and eliminating the 

limitations of traditional sentiment analysis. This could be a game-changer for 

fields like mental health support, understanding customer feelings, and tracking 

trends on social media. Additionally, this study seeks to explore the potential of 

Large Language Models to provide personalized recommendations and 

interventions based on an individual's emotions, ultimately enhancing well-being 

and user experiences in applications across domains. Through an investigation of 

methodologies, data sources, and model architectures, this research endeavors to 

unlock the transformative power of Large Language Models in deciphering the 

complex tapestry of human emotions, offering novel insights and practical 

applications. 

1) To conduct an extensive literature review on the recent research in the field 

of emotion recognition, specifically focusing on the application of large 

language models. 

2) To implement a LLM-based model for human recognition and classification 

using textual data. 

3) To validate how effectively the model works using different performance 

evaluation metrics like accuracy, precision, recall, and F1-Score and how it 

performs stands up against the traditional methodologies. 

1.4 Thesis Organization 

The thesis is structured into six distinct chapters as follows: 

 Chapter 1 covers the introduction of the topic, outlines the motivation behind 

the research work, and sets forth the objectives of the study. 

 Chapter 2 offers a comprehensive review of the existing literature on 

methods for emotion recognition using Large Language Models. It also 

highlights the limitations of these methods and examines the datasets 
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employed in prior research works.

 Chapter 3 is dedicated to the development of the model, describing the 

implementation process.

 Chapter 4 evaluates the results achieved and discusses the hyper-parameters 

used in the experimental framework. 

 Chapter 5 concludes the study, discussing potential future research and the 

industrial relevance of this specialized field.
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CHAPTER 2  

LITERATURE REVIEW 

2.1 Background 

2.1.1 Emotion Recognition 

Emotions are psychological states comprised of a variety of feelings, ideas, and 

physical responses to external events or stimuli. They have a significant impact on 

behavior, judgment calls, and interpersonal relationships throughout the human 

experience. Understanding emotions is essential to human existence as it is an 

integral part of social interaction and communication [12]. Understanding emotions 

facilitates the development of empathy and deep connections by enabling us to 

recognize and react suitably to the emotions of others. Consequently, Emotion 

Recognition is an important field within Natural Language Processing (NLP), 

which is concerned with the extraction and analysis of subjective data from various 

sources. Its main goal is to comprehend the emotions and views expressed by a 

writer or speaker regarding a specific topic or to discern the overall sentiment 

within a document.  

2.1.2 Emotion Recognition Techniques 
 
From lexicon-based approaches in the early phases of emotion recognition, the area 

of computational linguistics and artificial intelligence has advanced to the further 

developed and complicated use of Large Language Models (LLMs), as shown in 

Fig 2.1, as AI developed over time, more sophisticated methods became available. 

A recent major accomplishment in this field is represented by Large Language 

Models. Due to their extensive training on large datasets, LLMs like GPT 

(Generative Pre-trained Transformer) models are able to process and produce 

language in a contextually rich and complex manner. 

a) Lexicon-based method: Initially, lexicon-based methods were the 

foundation of emotion recognition. These early methods made use of 

lexicons with emotional valences annotated. The procedure was simple: 

look for these words in the text, then use their cumulative scores to 

determine the sentiment. This method was limited in its ability to 
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comprehend colloquial language, sarcasm, and context. 

b) Rule-based Systems: Rule-based systems rely on predefined rules or 

patterns to determine sentiment. These rules can include linguistic rules, 

syntactic patterns, or regular expressions. While they may lack the 

flexibility of machine learning approaches, they can be useful for specific

domains or languages where labeled data is scarce.

Fig.2.1 Evolution of Emotion Recognition Techniques

c) Machine Learning: As technology evolved machine learning more 

specifically, supervised learning models became increasingly significant. 

Using labeled datasets, these machine learning models were trained to 

identify patterns corresponding to various emotions. This was a key 

development which made it possible to analyze text in a more complex way, 

but feature engineering remained crucial. 

d) Deep Learning and Natural Language Processing: Substantial progress 

was made with the introduction of Deep Learning, particularly with neural 

networks. More sophisticated text processing could be achieved by models 

such as Recurrent Neural Networks (RNNs), which are capable of 

Emotion 
Recognition 
Techniques

Lexicon Based 
Technique

Dictionary Based 
approach

Corpus Based 
approach

Machine Learning 
Techniques

Supervisd Methods, 
Like  SVM, Naive 

Baiyes

Unupervisd Methods

Deep Learning and 
NLP Techniques 

Neural Networks 
approach, like CNN, 

RNN

Transformer based 
method

Large Language 
Models

Aspect based 
emotion 

recognition

Zero Shot learning 
method

Few Shot learning 
methodTransfer Learning 

approach
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interpreting sequences and contextual data. This change was crucial for 

expressing the nuances and complexity of language [6]. With the emergence 

of transformers, the transformer-based models have emerged as powerful 

tools in sentiment analysis. These models, such as BERT (Bidirectional 

Encoder Representations from Transformers) and its variants, leverage self-

attention mechanisms to capture long-range dependencies in text 

efficiently, allowing them to better understand the context and semantics of 

language. By fine-tuning transformer-based models for emotion recognition 

tasks, researchers have achieved state-of-the-art performance in accurately 

identifying and classifying emotions expressed in text. 

 Transformers  

 Transformers are powerful deep learning models that use a special 

technique called self-attention [17]. This lets them focus on the most 

important parts of incoming data, like words in a sentence or features in an 

image.  They're commonly used for tasks in natural language processing 

(like understanding text) and computer vision (like analyzing images or 

audio). Transformers have two main parts: 

 Encoder: This processes the input data, uncovering its deeper meaning 

and relationships. 

 Decoder: This uses the encoder's insights to generate an output, such as 

a translation or a description. 

The key to a Transformer's success is its self-attention mechanism [18].  

This allows it to pay closer attention to specific parts of the input data that 

are most relevant to the task at hand.  By calculating each input element's 

relevance in relation to each output element, this method scores each pair 

of elements. Higher scores show that the model is paying more attention. 

Several types of the attention mechanism can be used: self-attention, in 

which the model focuses on its own input or output; and cross-attention, in 

which the model simultaneously evaluates its input and output. Fig. 2.2 

shows the architecture of the transformer including self-attention 

mechanism. 

 Early advancements in AI combined deep learning with Natural Language 

Processing (NLP). Combining these techniques led to better understanding 

of language structure (parsing), meaning (semantics), and even the ability 
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to generate human-like text.  This progress was crucial for unlocking the 

subtleties of human language, particularly emotions. 

Today, generative AI and large language models (LLMs) are the cutting 

edge. LLMs, like GPT (Generative Pre-trained Transformer) models, are a 

major leap forward in language comprehension [7-8].  These models are 

trained on massive amounts of text data, allowing them to create content 

that is both coherent and relevant to the situation. LLMs excel in various 

NLP tasks, including recognizing emotions. They can effectively capture 

the complexities and nuances of human communication. 

 

 
Fig.2.2 Architecture of Transformer [18] 

 

 Large language models 

Large language models (LLMs) are game-changers for natural language 

processing (NLP). They excel at understanding complex language patterns, 

learning effectively, and drawing from massive stores of information.  

These models are remarkably good at understanding context and 
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representing difficult ideas.  They use statistical methods and computer 

algorithms to analyze and generate text that's almost indistinguishable from 

human language. 

The secret sauce behind LLMs is their size and sophistication.  The more 

parameters an LLM has (like GPT-3's mind-boggling 175 billion!), the 

better it can mimic human brain functions when creating text.  OpenAI, a 

leader in AI research, is a key player in developing these powerful models.  

Their GPT-3 model, for example, uses a special architecture called a 

transformer to produce text that's incredibly close to human language.  Since 

GPT-3 was trained on a vast amount of internet data, it can generate 

coherent and relevant phrases, even if its performance can vary depending 

on the task. 

The potential applications of LLMs are vast and ever-growing.  Their ability 

to generate human-quality text makes them useful for a variety of tasks, 

including machine translation, summarizing text, creating chatbots, and 

even understanding complex emotions in language. 

Large Language Models (LLMs) which are crucial to NLP research, are 

constantly evolving to handle a broad spectrum of tasks. Organizations 

leading the way in this breakthrough are such like OpenAI, with GPT-3.5. 

Our methodology based on GPT-3.5 represents a major advancement, 

particularly in the analysis of social media information. 

Overall, the area has progressed from straightforward keyword-based techniques to 

complex models that can comprehend and imitate human language, providing 

insights into the emotional states expressed through text. The progression as shown 

in Fig.2.1 reflects broader trends in AI and NLP, showcasing the enormous 

improvement in our capacity to interpret and comprehend human language and 

emotions. 

 
2.2 Literature Survey 

Emotion recognition using Large Language Models (LLMs) is an emerging field 

that has garnered significant attention and research across a range of approaches, 

uses, and theoretical frameworks, which has resulted in significant advancements 
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in artificial intelligence and natural language processing. This survey reviews the 

application of large language models (LLMs) and cutting-edge artificial 

intelligence (AI) to the recognition of emotions. It highlights the progress in this 

area but also points out the challenges and ethical issues that come with it.  Based 

on significant research findings in this area, we try to provide an overview of the 

current state of emotion recognition with LLMs, including its applications, issues, 

and potential future developments. The research papers were searched using the 

subsequent criteria: 

 Time Period: This paper explores the latest developments and uses of 

emotion recognition, particularly in relation to Large Language Models 

made in this area from 2021 to 2024. 

 Keywords: This research employs a focused keyword search approach that 

others. This approach ensures precise and thorough analysis of the most 

current advancements. 

 Inclusion/Exclusion Criteria: The research exclusively included 

conference and journal papers written in English. The studies that explored 

the intersection of LLMs and emotion recognition emphasizing impactful 

and relevant developments in the field were prioritized. 

 

In this survey, we look at a variety of techniques used by researchers using diverse 

datasets to optimize the performance of LLMs across several domains like, the 

study by Guven et al. [19] investigated sentiment analysis in Turkish by utilizing 

a number of language models, including DistilBERT, ELECTRA, BERT, and 

ALBERT. It presented a text filtering technique that eliminates words that run 

counter to the text's general sentiment in order to improve sentiment analysis. The 

study showed that the ELECTRA model, in conjunction with the suggested 

filtering procedure, obtains the best result, indicating the effectiveness of this 

methodology for emotion recognition. The paper presented by Üveges et al. [20] 

fine-tuned the BERT model (huBERT) for emotion analysis of political text in 

Hungarian literature. HunEmBERT, a refined model, was designed to classify 

sentiment as well as emotion in political communication, tackling the difficulties 

of identifying different emotions in a language with a complex morphology like 
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Hungarian. The work proved HunEmBERT's effectiveness and shed light on the 

particular classification flaws and restrictions of BERT-based models for 

language-specific sentiment and emotion recognition. Using transformer based 

BERT model given by Patel [5], delved into emotion recognitions in the airline 

sector. This study demonstrated how effectively BERT not only works but 

outperforms other ML based algorithm in the airline industry for processing and 

well, where an enhanced retrieval-based LLM framework for financial sentiment 

analysis was presented in a study by Zhang et al. [21]. It enhanced emotion 

classification accuracy by utilizing retrieval-augmentation and instruction-tuned 

LLMs, which outperformed traditional models and LLMs like ChatGPT and 

LLaMA. This method addressed the issues with directly applying LLMs to 

financial sentiment research by supplying more context from other sources and 

matching LLM predictions to user intentions. Another application of Large 

Language Models such as GPT-3 and PaLM for financial sentiment analysis was 

explored, where it used LLMs in a semi-supervised learning approach to produce 

imprecise financial sentiment labels for articles on Reddit [4]. The study depicted 

improved accuracy when LLMs were prompted with Chain-of-Thought 

summaries. Furthermore, the studies have also addressed the challenges with LLM 

for emotion recognition proposing techniques for performance optimization. Mao 

et al. [16] looked into the biases inherent in pre-trained language models (PLMs) 

when used for emotion recognition.  It explored the effects of the factor like model 

architecture, prompt templates, and label-word selection on performance of the 

task. It revealed major differences in performance between several PLMs and 

highlighted the importance of fine-grained emotion taxonomies can have on the 

results of emotion recognition. As an application of LLM in e-commerce, the 

effectiveness of BERT and RoBERTa in conjunction with the GPT-3.5 and 

LLaMA-2 models was compared for emotion recognition in e-commerce product 

reviews. The study done by Roumeliotis et al. [23] attempted to investigate the 

influence of LLMs on customer satisfaction analysis as well as the ability LLMs 

in comprehending consumer satisfaction in e-commerce. 

 
 

 

 



 

12 | P a g e  
 

Table 2.1 Literature Survey for Emotion Recognition using LLM 

Authors
, Year 

Description  
Model 
Used 

 
Dataset 

Performance  Pros  Cons 

Rui Mao 
et al. , 
2023 
[13] 

Studied the 
biases of pre-
trained 
language 
models in 
prompt-based 
sentiment 
analysis 

BERT, 
RoBER
Ta, 
ALBER
T, 
BART 

Amazo
n 
product 
reviews 
for 
electron
ic 
devices. 

RoBERTa 
model was 
more effective 
in  emotion 
detection than 
other BERT 
based PLMs. 

Provides 
insights 
into 
biases of 
PLMs in 
affective 
computin
g tasks. 

Biases in 
PLMs that can 
affect the 
reliability of 
their outputs in 
sentiment 
analysis  

Xiang 
Deng, 
2023 
[12] 

Presented a 
semi-
supervised 
learning 
approach 
using LLM 
for market 
sentiment 

GPT-
3/PaLM 

Reddit 
posts 
with 
financia
l 
content 

Produced 
stable and 
accurate 
labels, with 
the final model 
outperforming 
on par with the 
existing 
supervised 
models 

Effective 
in 
generatin
g stable 
and 
accurate 
financial 
sentiment 
labels. 

Ethical 
consideration
s limit its 
application in 
high-stakes 
areas like 
investment 
decisions 

Boyu 
Zhang et 
al. , 2023 
[4] 

Introduced 
retrieval 
augmented 
LLM 
framework for 
financial 
sentiment 
analysis, 
integrates 
external 
knowledge 
retrieval and 
instruction 
tuning 

LaMA 
7B with 
a 
Retrieva
l-
augment
ation 
module 

Twitter 
Financi
al News 
dataset 
and 
FiQA 
dataset 

Achieved 15% 
to 48% 
performance 
gain in 
accuracy and 
F1 score 
compared to 
traditional 
models  

Improved 
model 
understan
ding of 
sentiment 
in 
financial 
news 
using 
instructio
n tuning 

Reliance on 
textual 
similarity for 
information 
retrieval, 
overlooking 
macro and 
micro 
economic 
information 

István 
Üveges 
et al. , 
2023 
[15] 

Created a 
fine-tuned 
transformer-
based model 
for emotion 
analysis of 
Hungarian 
political texts. 

Hungari
an 
BERT 
(huBER
T) 

Hungari
an 
Parliam
entary 
speech 
transcri
pts 

Sentiment 
classification 
model 
achieved 
0.866 macro 
average and 
0.9149 
weighted 
average F-
Score. 

Contribut
ion to the 
field in 
political 
communi
cation 
using 
Hungaria
n 
literature 

Challenges in 
detecting 
linguistic 
phenomena 
like irony or 
sarcasm in 
Hungarian 
language. 
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Zekeriya 
Anil 
Guven et 
al. , 2022 
[14] 

Compared 
various pre-
trained 
language 
models for 
emotion 
recognition in 
Turkish 
language, 
introduced 
text filtering 
method to 
enhance 
sentiment 
analysis 
accuracy. 

 BERT, 
DistilB
ERT, 
ELECT
RA, and 
ALBER
T 
specific
ally 
trained 
for the 
Turkish 
languag
e. 

Turkish 
hotel 
and 
movie 
review 
datasets 
from 
Hacette
pe 
Univers
ity. 

BERT model 
achieved 
highest 
accuracy of 
98.38% for 
hotel dataset, 
while 
ELECTRA 
model 92.21% 
for the movie 
dataset 

Robust 
against 
reduction 
in 
training 
data 

The method's 
effectiveness 
is depend on 
the specific 
characteristic
s of the 
dataset, like 
prevalence of 
opposing 
sentiment 
words 

Konstan
tinos I. 
Roumeli
otis et 
al., 2024 
[16] 

Evaluated 
effectiveness 
of various 
models for 
sentiment 
analysis in e-
commerce. 

GPT-
3.5, 
LLaMA
-2, 
BERT, 
RoBER
Ta 

Product 
reviews 
dataset 
from 
Amazo
n and 
EBay 

After fine-
tuning 
process, the 
GPT-3.5 
model 
exhibited 
better 
performance 
to the 
LLaMA-2 
model by a 
margin of 
2.39% in 
predicting star 
ratings for 
product 
reviews. 

High 
accuracy 
post fine-
tuning 

Conclusions 
are based on 
a randomly 
selected 
sample of 
product 
reviews, 
which do not 
fully 
represent the 
diverse e-
commerce 
landscape. 

Akash 
Patel et 
al., 2023 
[5] 

Studied 
emotion 
recognition on 
customer 
feedback for 
an airline 
using machine 
learning and 
transformer 
based 
techniques. 

BERT, 
Naive 
Bayes, 
SVM, 
Decisio
n Tree, 
Random 
Forest, 
Adaboo
st 

Airline 
reviews 
dataset 
from 
Kaggle 

BERT model 
outperformed 
traditional ML 
models eith an 
accuracy of 
83% 

Applicati
on of 
emotion 
recogniti
on in 
Airline 
Sector 
with high 
performa
nce using 
transform
er based 
models 
like 
BERT 

Limitations 
in text 
generalizatio
n and 
translation 
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2.3 Dataset Studied 

In the survey, we explored the diverse range of datasets that have been used in the 

studies to implement LLMs for emotion recognition, these datasets play important 

role in developing the field of emotion recognition across multiple domains. This 

section provides a summary of the datasets that are currently available and have 

been majorly utilized by the researchers for emotion recognition task using LLMs. 

Table 2.2 depicts the dataset accompanied by the features and emotion categories 

that were employed in the studies displayed in Table 2.1. 

 

Table 2.2 Datasets covered in this Literature Survey 

Dataset Emotions category 
Total 
count 

The data were sourced from 
Twitter, proposed on WASSA-
2017 Shared Task on Emotion 
Intensity [17]. 

Anger, Fear, Joy, Sadness, 
Ambiguous 

7097 

Reddit posts with financial 
content 

Positive, Neutral, and Negative 20000 

Twitter Financial News dataset 
Bearish, Bullish, or Neutral. 
11928 

9540 

FiQA Positive, Neutral, and Negative 961 

Hungarian Parliamentary speech 
transcripts (2014-2015) 

Neutral, Fear, Sadness, Anger, 
Disgust, Success, Joy, Trust 

19002 

Turkish hotel review dataset 
proposed Hacettepe University 

Positive, Neutral, and Negative 53400 

Turkish movie review dataset 
proposed Hacettepe University 

Positive, Neutral, and Negative 11600 

Product reviews dataset from 
Amazon and EBay of 616 
distinct products 

Positive, Neutral, and Negative 5029 

Airline reviews dataset from 
Kaggle 

Positive, Negative Neutral 14768 

 
 

2.4 Limitations in Existing Works 

 
a) Social Bias: Large amounts of text data are used to train the models, which 

may unintentionally introduce the existing biases from the training set into 

the model's results [24]. Such biases can perpetuate and amplify societal 

prejudices, leading to unfair or skewed results. Addressing social bias in 
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models is essential for promoting fairness, inclusivity, and unbiased 

decision-making.  

b) Working with Multimodal Data: Subsequent research ought to investigate 

the incorporation of text-based emotion recognition with different data 

formats, like auditory and visual inputs. This multimodal method, which 

integrates verbal cues with non-verbal ones like tone of voice or facial 

expressions, can result in a more detailed understanding of emotions by 

offering a richer and more comprehensive picture of emotional states [25]. 

c) Working with Multilingual Data: As per the observation, most of the 

application of LLMs used majorly English language, which narrows the 

opportunity to implement LLMs at various tasks [26]. Deficiency of 

multilingual text corpus is also one of the factors for the same. 
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CHAPTER 3

PROPOSED METHODOLOGY

In this chapter we discuss about the proposed methodology for the emotion recognition 

for textual data using Large Language Models. Here, we have utilized pre-existing 

labeled datasets gathered from various social media platforms available on kaggle and 

used state-of-the-art BERT, ALBERT and ROBERTA models to for the emotion 

recognition task. In the upcoming sub-sections we have discussed about overall process 

of proposed including data acquisition, pre-processing, model training and validation. 

The Fig 3.1 shows the overall process of proposed methodology.

Fig 3.1 General workflow of proposed methodology

3.1 Data Acquisition

In the data collection step for emotion recognition task, we have used pre-existing

labeled datasets gathered from various social media platforms [30] available on 

kaggle which consist of nearly 58000 entries. These datasets contain samples of 

Data Collection

Data Preprocessing

Data Cleaning Tokenization Class Labelling

Model
Training

Emotion
Classification

Performance
Evaluation
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text, paired with corresponding emotion labels such as positive, neutral and 

negative etc.  

 

3.2 Data Validation and Cleaning 

The data validation process involves checking the standards of the data for the 

research ensuring its completeness. The cleaning step involves checking whether 

the collected data error free and do not consist of incorrect or irrelevant entries. 

This step ensures that only high quality data is utilized for the model training for 

achieving better performance. Post validation and collection, the final dataset 

undergoes through different data preprocessing steps which are discussed in next 

sub-sections. 

 

3.3 Data Preprocessing 

Data preprocessing is an important phase in preparing the raw data for training the 

model for emotion recognition task. The data preprocessing stages for emotion 

recognition is broken down as follows: 

3.3.1 Text Cleaning:  

Raw text data contained noise in the form of special characters, punctuation, emoji, 

and non-standard encoding. To ensure that the text is in a clear and consistent 

structure, text cleaning was done involving elimination of the extraneous 

components. This included removing hashtags, mentions and links, and converting 

text to lowercase, and eliminating punctuation. 

3.3.2 Text Analysis:  

After cleaning the raw data, the text data was analyzed using various techniques, 

such as creating visual graphs and plots to assess various aspects of the text. This 

helped to clean all the irrelevant data. Such as, finding out texts where the word 

count was below 10 and removing them considering their relevance. Fig. 3.2 shows 

the distribution of texts having word count less than 10.

3.3.3 Tokenization:  

Tokenization is the process of dividing the text into smaller pieces known as tokens. 

Tokens in the context of natural language processing (NLP) are usually characters 

or words. Since transformer models function at the token level the input text was 

tokenized. 
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3.3.4 Padding and Truncation: 

BERT requires fixed-length input sequences. If the input text is longer than the 

maximum sequence length supported by BERT, it needs to be truncated. 

Conversely, if the input text is shorter, it needs to be padded with special tokens to 

match the maximum sequence length. 

3.3.5 Label Encoding: 

Sentiment labels (e.g., positive, negative, neutral) need to be encoded into 

numerical format suitable for model training. This may involve assigning numerical 

values to each sentiment class (e.g., 0 for negative, 1 for neutral, 2 for positive). 

 

 

Fig. 3.2 (a) Count of tweets having word count less than 10 in Training set 

 

 

Fig. 3.2 (b) Count of tweets having word count less than 10 in Test set 

3.3.6  Class Balancing: 

In order to achieve better performance of the models without being impacted by 
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any bias, we checked whether the dataset is evenly distributed into the three 

categories of the emotions. As the dataset was found to be unbalanced, we used 

Random Oversampling technique to resulting in equal data count for each class: 

 Fig. 3.3 shows the distribution of data before 

and after class balancing. 

 

.  

Fig. 3.3 (a) Data Distribution before balancing 

 

 

Fig. 3.3 (b) Data Distribution after balancing 

 

3.3.7 Train-Test Split:  

Distinct training and testing sets are created from the preprocessed data. The testing 

set is used to assess the model's performance on untested data, whereas the training 

set is used to train the model. In addition, a validation set is made to adjust the 

hyper-parameters while training the model. The distribution of training, validation 

and testing dataset is given in table for our dataset.  

Table 3.1 Final Distribution of Training Dataset, Validation dataset, and testing dataset 
 

Dataset Count 

Training Data 48597 

Validation Data 5400 

Testing Data 3793 
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3.4 Model Architecture Selection 

In this study, we have selected transformer based BERT model and its variant to 

implement emotion recognition task. Depending upon the computational resources 

available, we have used BERT, ROBERTA and ALBERT model, also Naïve Bayes 

machine learning algorithm is used as base to compare the performance of the 

models with traditional techniques. 

 

3.4.1 Transformer Models 

Transformer models are a new type of architecture for understanding language. 

They're different from older models because they can look at entire sentences at 

once, instead of needing to process words one by one [28]. This makes them faster 

to train and allows them to better understand how words relate to each other, even 

if they're far apart in the sentence. Here's what makes transformers special: 

 

i. Self-attention: This is a superpower that lets transformers focus on the most 

important words in a sentence, depending on what other words are around 

them. It's like being able to listen to a conversation and pay attention to the 

speaker who matters most at any given moment. 

ii. Process whole sentences at once: Unlike older models that take turns 

looking at each word, transformers can consider all the words together. This 

is like being able to read an entire sentence instead of just one letter at a time. 

 

Because of these features, transformers are really good at understanding complex 

language and are used in many powerful NLP models like BERT, GPT, and T5. 

These models can do things like translate languages, understand emotions in text, 

and even write new text themselves.

 

a) Bidirectional Encoder Representation from Transformers 

BERT is a powerful language model created by Google that's really good at 

understanding the meaning of words in text [27, 30 34, 37]. It transformed the 

NLP tasks by applying attention approaches and transformer architecture. It's 

like a super-smart reader that can not only understand individual words but 

also how those words connect to each other in a sentence. Here's what makes 
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BERT special: 

i. Attention superpower: BERT uses something called "self-attention" to 

focus on the most important words in a sentence, depending on the other 

words around them. Imagine you're reading a paragraph - BERT can pay close 

attention to the key words and how they relate to each other, just like you 

would to understand the main points. 

ii. Bidirectional reading: This way, it can understand how words at the 

beginning of a sentence connect to words at the end, which is crucial for 

getting the full meaning. BERT consists of multiple layers of transformer 

encoders. After conducting self-attention on the input embeddings, or word 

representations, each encoder layer feeds the attended representations through 

feed-forward neural networks. BERT has the ability to capture multiple levels 

of contextual information, ranging from syntactic to semantic, because of the 

self-attention mechanism in each layer [32]. 

iii. Pre-training on tons of text: BERT is trained on extensive text corpora in 

the pre-training phase through two unsupervised learning tasks: next sentence 

prediction (NSP) and masked language modeling (MLM). In MLM, a model 

is trained to predict masked words in the input text by using the context 

provided by the surrounding words. By using pre-training, BERT acquires 

rich contextual representations that can be fine-tuned for tasks like text 

classification, emotion recognition, and question answering with less task-

specific training data [40]. 

Because of these features, BERT can be fine-tuned to perform many kinds of NLP 

tasks, like classifying the sentiment of text, recognizing emotions in writing, and 

even answering your questions 

 

b) Robustly Optimized BERT Pre-training Approach 

RoBERTa (Robustly optimized BERT approach) is a fine-tuned version of BERT, 

created by Facebook AI [35]. It takes the core ideas of BERT's architecture and pre-

training, but adds some improvements to make it more robust (better performing) 

and faster. There are a few key technical differences between BERT and RoBERTa, 

which are mentioned below: 

 

i. Masking strategy: BERT uses a static masking approach, where the same 
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tokens are masked throughout the entire pre-training process. RoBERTa uses 

dynamic masking. In each training epoch, different tokens are masked on the 

fly. This exposes the model to a wider variety of masked tokens and helps it 

learn better from the massive amount of unlabeled text data. And, instead of 

employing the next-sentence prediction job that BERT included, RoBERTa 

refines the hyper-parameters and eliminates them, concentrating only on 

masked language modeling (MLM) and improving the training objectives 

[11]. 

ii. Batch size: RoBERTa uses larger batch sizes during pre-training. Batch size 

refers to the number of training examples processed together. This allows 

RoBERTa to take advantage of parallelism better, meaning it can utilize more 

computing power to train faster. Imagine BERT training on one exercise bike 

at a time, while RoBERTa has access to a whole spin class. 

Overall, these technical tweaks in RoBERTa's pre-training process help it achieve 

better performance and efficiency compared to BERT 

 

c) A Lite BERT 

ALBERT also known as A Lite BERT, is a leaner and faster version of BERT, 

designed for efficiency and handling bigger tasks [36]. While BERT is powerful, it 

can be computationally expensive due to its large number of parameters (adjustable 

values the model learns). There are few differences between ALBERT and BERT 

such as parameterization method. While BERT requires a large number of 

parameters, ALBERT uses parameter reduction techniques such parameter sharing 

and factorization, which significantly lower the number of parameters without 

sacrificing performance. ALBERT is plays a significant role for large-scale 

applications since it uses less memory and can be trained faster in comparison to 

BERT, and since it needs fewer parameters ALBERT is more parameter-efficient 

[37]. The differences between both models are given below. 

 

i. Parameter sharing and factorization: Instead of having separate 

embedding matrices for word embeddings and transformer encoder layers, 

ALBERT utilizes parameter sharing. This means it uses the same 

embedding vectors for both tasks. This reduces redundancy and lowers the 

number of parameters significantly [38]. 
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ii. Sentence-order prediction: ALBERT adds a new training step where it 

predicts if two sentences follow each other logically. This helps it grasp 

context even better. Despite these changes, ALBERT keeps the core BERT 

structure: 

iii. Transformer encoder layers: These layers process information step-by-

step, allowing the model to build understanding. 

iv. Self-attention: This lets ALBERT focus on important words based on their 

connection to others in the sentence, similar to how you focus on key parts 

of a conversation. 

 

Overall, ALBERT achieves similar or better results than BERT on various NLP 

tasks, but with less processing power. This makes it a good choice for large-scale 

applications where efficiency is crucial. Table 3.2 compares the various aspects of 

the transformer-based models  BERT, ALBERT, and RoBERTa [39]. 

  

Table 3.2 Comparison of BERT, ALBERT, and RoBERTa 

Parameter BERT ALBERT RoBERTa 

Architecture Transformer Transformer Transformer 

Pre-training 
Whole Word 
Masking (WWM) 

Sentence-order 
prediction 
(SOP) 

Dynamically 
Masked Language 
Modeling 
(DMLM) 

Training 
Objective 

Masked Language 
Model (MLM) 

Masked Language 
Model (MLM) 

Masked Language 
Model (MLM) 

Parameter 
Sharing N/A 

Cross-layer 
parameter 
sharing 

Cross-layer 
parameter sharing 

Parameter 
Size 

110 - 340 million 12 - 235 million 125 - 355 million 

Training 
Efficiency Slower Faster Faster 

Performance 
Strong performance 
on diverse tasks 

Comparable 
performance to 
BERT 

Improved 
performance over 
BERT 

Notable 
Implement
ations 

BERT, DistilBERT 

ALBERT, 
TinyBERT, 
ALBERT- 
xxlarge 

RoBERTa-large, 
RoBERTa-base, 
RoBERTa-xxlarge 
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3.5 Model Training and Validation 

3.5.1 Model Training 

Loading Pre-trained BERT Model and the model weights. These weights are 

typically trained on a large corpus of text data for a language modeling task. Adding 

Classification Head specific to the emotion recognition task. This head usually 

consists of one or more dense layers followed by a Softmax layer for multi-class 

classification (positive, negative, neutral). This step further includes configuring 

training parameters such as learning rate, batch size, number of epochs, and 

optimizer for model training. Iterate over the training dataset for multiple epochs. 

In each epoch, feed batches of tokenized and padded input sequences along with 

their corresponding sentiment labels to the model. Compute the forward pass to 

obtain model predictions. Calculate the loss between the predicted sentiment and 

the ground truth labels using the chosen loss function. Perform back-propagation 

to compute gradients and update the model parameters using the chosen optimizer. 

Monitor training metrics such as loss and accuracy on the training set. 

 

3.5.2 Model Validation 

After each training epoch, evaluate the model's performance on the validation 

dataset. Feed batches of tokenized and padded input sequences from the validation 

set to the trained model. Compute the forward pass to obtain model predictions. 

Calculate the validation loss and accuracy. Monitor validation metrics to assess the 

model's generalization performance and prevent over-fitting. 

 

3.5.3 Hyperparameter Tuning 

Perform hyperparameter tuning using techniques like grid search or random search 

to optimize model performance. Tune parameters such as learning rate, dropout 

rate, and the number of layers in the classification head. For the implementation of 

the emotion recognition task, we used Cross-entropy loss function, Adam 

optimizer, softmax classifier, batch size of 32, and trained for 10 epochs. 

 

3.6 Model Testing and Evaluation 

Once training is complete, evaluate the final trained model on the test dataset to 

assess its performance on unseen data. The model was then evaluated using various 
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performance metrics such as accuracy, precision, recall, and F1-score to assess the 

model's effectiveness in emotion classification. This step in the implementation of 

the research is explained in next chapter of the thesis.
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CHAPTER 4 

EXPERIMENTAL SETUP & RESULT ANALYSIS 

 

In this section, we discuss the experimental setup of the implementation of the 

models, the libraries used for the task, software programs and hardware components 

used to run the model and, at last 

performances and the overall result analysis of the implementation of the research 

work. 

4.1 Experimental Setup  

4.1.1 Software Requirements 

1. Platform: The models are implemented within the Google Colab 

environment using Python.  

2. APIs and Drivers: To ensure smooth operation and compatibility within Google 

Colab, essential APIs and drivers are installed. 

3. Software: Google Colab is the chosen software platform due to its 

accessibility and integration with various Google services. 

4. Language: Given its extensive use and strong support within the data science 

community, Python 3.9 was selected as the programming language for this project. 

 

4.1.2 Hardware Requirements 

1. Processing Power: To run the LLMs we used Tensor Processing Units 

(TPUs) provided by Google Colab, which offer high-speed computation 

capabilities  required for processing large datasets and complex algorithms. 

2. Memory: Memory allocation is managed on demand by Google Colab, 

allowing for flexible scaling based  requirements. 

3. Secondary Storage: A hard disk or Solid-State Drive (SSD) that meets the 

requirements of Windows OS 10 is recommended for local storage needs. 
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4.1.3 Libraries/Packages 

i) Numpy: NumPy is a library used for scientific computing in Python. It is a 

powerful tool for numerical operations and data analysis. 

ii) Pandas: Pandas provides specialized data structures and  various tools 

specifically designed for manipulating numerical tables and time series 

data. 

iii) Matplotlib: Matplotlib is the core plotting library for Python. It works 

seamlessly with NumPy and allows you to create various visualizations, 

including static charts, interactive plots, and even animations. 

iv) Seaborn: Seaborn builds on top of Matplotlib, offering a high-level 

interface specifically tailored for creating statistical graphics. It simplifies 

the process of generating visually appealing and informative visualizations 

that effectively communicate insights from data. 

v) Re: Python's built-in re module provides powerful tools for working with 

text through regular expressions. These expressions are like search patterns 

that can identify, extract, and manipulate text data based on specific rules 

you define. 

vi) String: The string module is another built-in Python library that offers a 

variety of functions for working with strings. It covers common operations 

like combining strings (concatenation), splitting strings into parts, searching 

for substrings, and modifying string data. 

vii) NLTK: The Natural Language Toolkit (NLTK) is a popular library 

specifically designed for natural language processing (NLP) tasks in 

Python. It provides a comprehensive set of tools for various NLP 

applications, including splitting text into meaningful units (tokenization), 

converting words to their root forms (stemming/lemmatization), classifying 

text by category, and more. 

viii) Demoji: Demoji is a specialized library designed to handle emojis within 

text data in Python. It provides functionalities for detecting emojis, 

replacing them with text descriptions, or even translating them to different 

languages. This can be extremely useful when working with data that might 

contain emojis. 

ix) TensorFlow: TensorFlow is an open-source library widely used for 
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numerical computations, particularly in the realm of deep learning, a 

powerful subset of machine learning. It allows you to efficiently build and 

train complex models for various tasks. 

x) Scikit-learn (sklearn): Scikit-learn (often abbreviated as sklearn) is a 

popular and versatile Python library for machine learning. It offers a 

comprehensive set of tools for the entire machine learning workflow, 

including data preprocessing, classification (grouping data), regression 

(predicting continuous values), clustering (finding groups in data), and 

model evaluation. It's known for its user-friendly interface and extensive 

documentation, making it a great choice for beginners and experts alike. 

xi) Transformers: Transformers is a powerful open-source library specifically 

built for Natural Language Processing (NLP) tasks. It provides pre-trained 

models that have already learned from massive amounts of text data. These 

models can be fine-tuned for various NLP tasks, such as classifying text by 

category, answering questions based on text, and summarizing large chunks 

of text. 

 
This comprehensive setup ensures that the model is well-equipped to handle the 

computational demands for the emotion recognition task. 

 

4.2 Dataset Description 

The dataset used for the implementation of the research work is taken from Kaggle, 

it consists of tweets, where users shared their opinions and feelings on the COVID-

19 outbreak on Twitter. The dataset is carefully designed to include a wide range 

of tweets from different geolocation, which have variety of linguistic and cultural 

differences. Fig. 4. shows count of tweets from various locations. The dataset was 

divided into training, validation, and testing sets after data preprocessing. The 

distribution of all the datasets is shown in Table 4.1. 
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Fig.4.1 Distribution of tweets from different geographical regions 

Table 4.1 Distribution of data 

Dataset Count 

Training 48597 

Validation 5400 

Testing 3793 

 

4.3 Performance Evaluation Matrices 
 

Performance evaluation matrices are systematic tools which are used to assess the 

performance of models. We have used various metrics, such as precision, recall, 

accuracy, and F1-score in order to evaluate the performance of the models. These 

metrics are defined as follows: 

 

4.3.1 Confusion Matrix 

A confusion matrix is a table that breaks down how well your classification model 

performed. It shows how many data points were correctly and how many were 

mistaken for other categories.  

i. Axes: The confusion matrix has two axes:  

 Rows: Represent the actual labels (ground truth) of the data points. 

 Columns: Represent the labels predicted by your model. 
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ii. Cells: Each cell in the matrix represents the number of data points that belong 

to a particular category: 

 True Positives (TP): These are data points correctly classified as 

positive by the model. They fall on the diagonal of the matrix (where 

the row and column labels match). 

 True Negatives (TN): These are data points correctly classified as 

negative by the model. They also fall on the diagonal. 

 False Positives (FP): These are data points incorrectly classified as 

positive by the model (predicted positive but actually negative). 

 False Negatives (FN): These are data points incorrectly classified as 

negative by the model (predicted negative but actually positive). 

 

  
Predicted Class 

  
Positive Negative 

Actual 
Class 

Positive 
TP                                

True Positive 
FP                                

False Negative 

Negative 
FP                              

False Positive 
TP                                   

True Negative 

Table 4.2 Confusion matrix 

By analyzing the distribution of values in the confusion matrix, you can gain 

insights into your model's performance. High values on the diagonal indicate good 

overall classification accuracy, as the model is correctly identifying most data 

points. Whereas, High values off the diagonal indicate errors in classification. High 

FP suggests the model is over-predicting a particular class, while high FN suggests 

it is under-predicting it. 

 

4.3.2 Precision 

Measures the proportion of positive predictions that were actually correct (avoiding 

false positives). Think of it as how good your model is at being precise with its 

"positive" labels. It is computed as: 

Precision =  
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4.3.3 Recall/Sensitivity 

Measures the proportion of actual positive cases that were correctly identified 

(avoiding false negatives). This reflects how well your model captures all the true 

positive cases. It is calculated as 

Recall =  

 

4.3.4 Specificity 

This parameter represents the fraction of correctly predicted absence samples 

relative to the aggregate of absence samples. It is defined as: 

Specificity=  

 

 
Fig. 4.2 Various Performance Parameters: Confusion Matrix, Precision, Recall, 

Accuracy, Sensitivity, Specificity, and Negative Predicted Value 
 

4.3.5 Accuracy  

Overall percentage of correctly classified data points (both positive and negative). 

While simple, it can be misleading in imbalanced datasets. It is expressed as: 

Accuracy =  

 

4.3.6 F1 Score 

F1 Score combines precision and recall into a single metric, providing a balanced 

view of model performance. It penalizes models that excel in one metric but 

  Predicted Class  

  Positive Negative  

True 
Class 

Positive 
TP                                

True Positive 
FP                                

False Negative 

Sensitivity 

  

Negative 
FP                              

False Positive 
TP                                   

True Negative 

Specificity 

  

  
Precision 

 

Negative Predicted 
Value   

  

Accuracy 
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struggle in the other. It is calculated as: 

F1 Score =  

 

4.4 RESULT ANALYSIS 
 

Initially, the dataset was subjected to preprocessing steps, including tokenization, 

lowercasing, and data cleaning, which included handling null values, and 

categorical values, and removing outliers, hashtags, links, mentions, emoji, and 

special characters.  

Pre-trained models were imported from the HuggingFace transformer library during 

the model-development phase. These models were then trained using the provided 

dataset, incorporating a fine-tuning approach whereby the Adam optimizer and 

Softmax classifier were employed. The models' performance was assessed using 

the testing dataset using performance metrics like accuracy, precision, recall, F1-

score, classification report, and confusion matrix. Fig presents the confusion matrix 

for all the models implemented in chapter 4. Table 4 presents the results for emotion 

recognition task using Naïve Bayes, BERT, ROBERTA, ALBERT models, which 

show that transformer-based models perform better than conventional machine 

learning (ML) methods.   

In particular, RoBERTa outperforms BERT and ALBERT in terms of F1 scores 

among the transformer models evaluated. These results demonstrate the 

effectiveness LLMs, in particular RoBERTa. 

  

Fig. 4.3 Confusion Matrix for emotion recognition using BERT 
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Fig. 4.4 Confusion Matrix for emotion recognition using ROBERTA 

 

Fig.4.5 Confusion Matrix for emotion recognition using ALBERT 

Table 4.3 Performance evaluation of the models 

Model Label Precision Recall F1-score 

 Negative 0.7 0.78 0.74 

Naïve Bayes Neutral 0.6 0.47 0.53 

  Positive 0.73 0.72 0.72 

 Negative 0.88 0.91 0.89 

BERT Neutral 0.89 0.75 0.81 

  Positive 0.89 0.91 0.90 

RoBERTa 
Negative 0.91 0.92 0.91 

Neutral 0.74 0.84 0.79 

  Positive 0.92 0.92 0.92 

  Negative 0.86 0.89 0.87 

ALBERT Neutral 0.89 0.78 0.83 

  Positive 0.86 0.89 0.87 
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CHAPTER 5 

 

CONCLUSION, FUTURE WORKAND CHALLENGES 

 

This section discusses the overall conclusion of the research work carried out in 

this thesis, and outlines the challenges and future work for the emotion recognition 

task utilizing LLMs. 

 
5.1 Conclusion 

In this thesis, we explored the potential of Large Language Models (LLMs) for 

emotion recognition through sentiment analysis. It provides an analysis of various 

fine-tuned LLMs across different domains and languages. It critically examines 

how different LLMs, such as BERT, GPT-3, and other Transformer-based models, 

are adapted and fine-tuned for specific emotional recognition tasks We began with 

a comprehensive literature survey, examining existing emotion recognition 

techniques and the role of LLMs in sentiment analysis. The survey in this study 

highlights the effectiveness of the models in diverse sectors, including social media 

analysis, customer service, and mental health assessment, showcasing their 

versatility in processing and interpreting emotional content. Additionally, the 

survey delves into the performance of LLMs on datasets in multiple languages, 

underscoring the challenges and successes in capturing the nuances of emotional 

expression in non-English languages [42]. Notably, LLMs exhibit an outstanding 

ability for processing and understanding emotional expressions in a variety of 

languages. The efficacy of LLMs over other traditional models is due to their 

extensive pre-training on vast corpora covering a broad spectrum of linguistic and 

cultural nuances, combined with advanced techniques for fine-tuning that 

customize performance in recognizing emotions, these strategies allow the models 

to fine-tune their understanding of emotional expressions within particular 

linguistic and cultural context the models for particular emotional recognition tasks 

and datasets[43,44]. The survey also highlights various innovative approaches for 

fine-tuning that have been devised to enhance LLM, offering insights into the 

models' capabilities and limitations in global applications. 
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Following the survey, we conducted an experiment employing various LLM 

architectures for sentiment analysis tasks. The experiment analyzed the 

effectiveness of these models in identifying emotions within textual data. This 

study explored the effectiveness of utilizing various transformer models, 

specifically BERT, RoBERTa, and ALBERT, for the emotion recognition task. 

Through extensive experimentation and evaluation, the paper showcased the 

remarkable abilities of these models to recognize and categorize human emotions 

from a variety of textual inputs. The findings of this paper highlight the potential of 

leveraging self-attention mechanisms and pre-trained representations to achieve 

state-of-the-art performance in emotion recognition tasks. Moreover, by contrasting 

the performance and computational efficiency of each model, this work provided 

significant findings regarding the comparative benefits and compromises of every 

model concerning emotion identification. Pre-trained transformer models, such as 

ALBERT, RoBERTa, and BERT, are important developments in language 

processing that allow machines to understand as well as interact with human 

language in a variety of ways.  

Furthermore, the thesis discusses the evolving nature of emotion recognition 

technology, including ethical considerations and future prospects. It suggests areas 

for further research, emphasizing the need for more inclusive and representative 

datasets and the exploration of multimodal emotion recognition approaches [45]. 

This thesis serves as a valuable resource for understanding the current state and 

future potential of emotion recognition using fine-tuned LLMs in a global context. 

 
5.2 Challenges and Future work 
 
Large Language Models (LLMs) based emotion recognition is a burgeoning area 

that offers an incredible number of opportunities, problems, and new directions for 

further research. Although LLMs have transformed our capacity to understand and 

evaluate human emotions in written communication, they also introduce 

challenges that need to be appropriately addressed [47,48]. This study explores 

many challenges, opportunities and future scope in the field of emotion recognition 

using LLM which are mentioned below sections. 
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5.2.1 Challenges 

1. Privacy: A key challenge for models is ensuring data privacy. These models 

often require access to extensive datasets, potentially containing sensitive 

information, to make accurate predictions. This raises significant concerns 

about data confidentiality and the risks associated with improper data use 

or management. Balancing the benefits of models with the need to protect 

user privacy is a critical issue, necessitating robust privacy safeguards and 

clear data management policies. 

2. Social Bias: Large amounts of text data are used to train LLMs, which may 

unintentionally introduce the existing biases from the training set into the 

model's results. Such biases can perpetuate and amplify societal prejudices, 

leading to unfair or skewed results. Addressing social bias in is essential for 

promoting fairness, inclusivity, and unbiased decision-making. Ongoing 

efforts include incorporating diverse and representative datasets to reduce 

bias transmission and developing techniques for identifying and mitigating 

bias during the model's training phase. 

3. Computational and Financial Costs: Deploying GPT models involves 

substantial computational resources, including extensive processing time, 

data storage requirements, and energy consumption. This makes them 

computationally intensive and financially demanding, posing a challenge 

for their widespread application and development. Enhancing the efficiency 

and cost-effectiveness of these models remains a crucial area of focus in the 

field. 

4. Interpreting lengthy texts: These models are effective at identifying 

patterns in the data that they have been trained on, but they may not perform 

as well in complex scenarios requiring in-depth understanding across 

lengthy text passages. This restriction may lead to inaccuracies in tasks 

involving complex comprehension. This difficulty highlights the distinction 

between recognizing linguistic patterns and understanding or reasoning like 

a human, particularly in circumstances that need a sophisticated 

understanding of the subject matter throughout a larger story. 
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5. Insufficient training datasets for specialized domains/language: 

Nevertheless, their effectiveness may be limited when utilized in highly 

specialized domains or languages that lack sufficient training datasets. This 

is due to the possibility that these models, even with their intensive training, 

do not have the specialized vocabulary, knowledge of particular 

terminologies, or subtleties particular to certain domains. Their efficiency 

at tasks involving domain-specific knowledge or subtle linguistic 

differences may be impacted by this constraint. To address this limitation, 

domain-specific fine-tuning can be done where the models are fine-tuned 

on a corpus of text that is specific to the domain in question, this training 

dataset can be enhanced using techniques like data augmentation to create 

additional synthetic samples relevant to the domain. Also, new models can 

be developed that are extensively pre-trained on domain-specific corpora, 

which ensures the alignment of the model's foundational knowledge with 

the requirements of the domain or language. 

 
5.2.2 Future Work 

1. Enhancing Model Robustness: Subsequent investigations ought to put 

emphasis on enhancing the robustness of large language models (LLMs) to 

accommodate diverse data quality and contextual variations. Improving 

LLMs' accuracy in deciphering complex or ambiguous emotional signals is 

the objective. This involves creating models that can effectively understand 

complicated and nuanced emotional cues, which are frequently present in 

natural language, in addition to being skilled with obvious emotional 

indicators. 

2. Cross-Cultural and Multilingual Studies: Extending the research's reach 

to include a larger range of languages and cultures is another important 

subject for future research. It is essential to comprehend how different 

linguistic and cultural backgrounds portray emotions in different ways. 

More inclusive and globally applicable emotion recognition systems that 

are mindful of cultural variations in emotional expression are required. 

3. Bias Considerations in LLM: It is crucial to address at potential biases in 
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LLM-based emotion recognition and to establish standards to address them. 

This assures that technology is used ethically by taking privacy concerns 

into account and attempting to lessen biases that can result from the model's 

design or training set. Creating these standards will aid in the development 

of more equitable and accountable AI systems. 

4. Integration with Multimodal Data: Subsequent research ought to 

investigate the incorporation of text-based emotion recognition with 

different data formats, like auditory and visual inputs. This multimodal 

method, which integrates verbal cues with non-verbal ones like tone of 

voice or facial expressions, can result in a more detailed understanding of 

emotions by offering a richer and more comprehensive picture of emotional 

states. 

5. Real-time Processing and Applications: For practical applications, 

techniques for quick, real-time emotion recognition must be developed. 

This covers applications such as monitoring mental health, improving 

interactions with customers, and assisting with instructional programs. In 

domains where instantaneous feedback or contact is critical, real-time 

emotion recognition can greatly help, opening the door for more adaptable 

and responsive artificial intelligence systems. 

 

5.3 Social and Industrial Application 
 

The advancements made in emotion recognition using LLMs, as explored in this 

thesis, hold promise for various applications across social and industrial sectors. 

Here are some potential areas where this technology could be implemented: 

 

5.3.1 Social Applications: 

1. Mental Health Support: LLMs can analyze text from chat bots or online 

support groups to identify users expressing negative emotions. This could 

enable early intervention and referral to mental health resources. 

2. Personalized Education: Educational platforms can leverage LLM-based 

emotion recognition to gauge student engagement and adjust teaching styles 

based on their emotional state.  

3. Enhanced Social Media Interactions: Social media platforms could 

utilize LLMs to detect cyberbullying or hateful content, fostering safer 
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online communities. 

4. Improved Customer Service: Chatbots powered by LLMs can analyze 

customer sentiment during interactions, allowing for more empathetic and 

personalized service. 

 

5.3.2 Industrial Applications: 

1. Market Research: Businesses can analyze customer reviews and social 

media posts using LLMs to understand emotional responses to products and 

services, informing marketing strategies. 

2. Human Resource Management: LLMs can be used to analyze employee 

sentiment during surveys or exit interviews, providing valuable insights into 

company culture and employee satisfaction. 

3. Product Design and Development: LLMs can analyze user feedback on 

prototypes or product designs, helping companies identify emotional 

responses and refine products accordingly. 

4. Personalized Advertising: Advertising platforms can leverage LLM-based 

emotion recognition to tailor ad content based on a user's emotional state, 

potentially increasing engagement and effectiveness. 

 

Overall, the research on emotion recognition using LLMs offers a powerful tool for 

understanding human emotions within various social and industrial contexts. As the 

technology matures, its applications have the potential to revolutionize how we 

interact with each other and with technology itself. 
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