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Abstract

The exponential growth of technology has led to massive increase in the use of images

and videos as the main medium of sharing information, flooding most of the internet.

However, this growth has also brought about various set of challenges, which include an

increase in crimes such as identity theft, privacy invasion, and the spread of fake news

through manipulated media. Generative adversarial networks (GANs) and certain kinds

of data augmentation techniques are utilized to construct a face dataset comprising both

real and fake examples for training the classification model. The proposed approach is

a highly versatile model with very low inference and training costs, leveraging transfer

learning with MobileNet and E�cientNet architectures. Evaluation is performed on two

popular datasets: 140k Real and Fake Faces, and Real and Fake Face Detection, both

used as popular benchmarks. The model achieves accuracy exceeding 99.5% and 75% on

them. This show the e↵ectiveness of this CNN-based approach combined for detecting

digitally altered images.
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Chapter 1

INTRODUCTION

1.1 Deepfakes and e↵ectiveness of current SOTA deep-
fake generation models

In recent years, the field of deepfake generation[3] has undergone remarkable advance-
ments, pushing the boundaries of what is possible in the realm of synthetic media. Deep-
fakes, which are highly convincing, manipulated digital content, typically video or audio,
have sparked both fascination and concern across various sectors, from entertainment to
cybersecurity.

Deepfakes are named so due to their generation via deep learning methods. Deep
learning [4]itslef is a subset of machine learning and it biggest breakthroughs in deepfake
generation can be attributed to the development of deep neural networks, particularly
generative adversarial networks (GANs) [5] and recurrent neural networks (RNNs) [6].
When GANs were introduced they created a major impact in creating deep fakes by letting
two neural networks named generator and discriminator.In such a model the generator
produces synthetic content, and the discriminator evaluates its authenticity, leading to
a continuous improvement in the quality of deep fakes. This pitting of the two models
means it makes it easier to beat existing detection models.

One of the most popular and perhaps important applications of deepfake technology is
in the entertainment industry, where it has been used to superimpose the faces of actors
onto other individuals or even manipulate historical footage to bring long-lost figures
back to life all without the audience knowing the edit. This has enabled a new era of
storytelling, where visual e↵ects and character replication can be achieved with incredible
realism. Additionally, deepfake technology has found its way into voice synthesis and
audio manipulation, allowing for the creation of convincing voice forgeries, raising concerns
about the potential for identity theft, misinformation, and privacy infringement.

However, this technology brings with itself some major challenges and ethical concerns,
that need to be tackled immediately. The increasing accuracy and speed of deepfake meth-
ods has the potential to deceive, manipulate, and create confusion in the less technically
educated masses, which has triggered public and regulatory concerns regarding their mis-
use. As a result, researchers, governments, and organizations are working tirelessly to
develop countermeasures and detection systems to mitigate the adversely negative e↵ects
of deepfake technology.

Further we explore the current state-of-the-art methods in deepfake generation, high-
lighting details about them that include key advancements, ethical dilemmas, and the
ongoing e↵orts to address the potential risks associated with these technologies. By pro-
viding a comprehensive overview of the current landscape of deepfake generation, we aim
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Figure 1.1: Left to Right a) Non-Tampered Image, b) Added a sign by splicing, c) Person
duplicated using copy, d) Removal of person.

to equip people with a deeper understanding of the field’s capabilities and challenges, and
current detection solutions as well as the broader implications for society. The report
also features our own solution based on previous research in order to provide deepfake
detection using very few resources while maintaining a competitive advantage with latest
methods.

1.2 Introduction to the Need for Deepfake Detection

In an age where digital manipulation and artificial intelligence have reached unprecedented
heights, the emergence of deepfake technology has given rise to a compelling and urgent
need for e↵ective deepfake detection methods. Deepfakes, convincingly fabricated audio
[7], video, or text content created using advanced machine learning techniques, pose a
multifaceted challenge to our society. As we navigate the digital landscape, it has become
increasingly essential to address the pressing need for deepfake detection to preserve trust,
security, and authenticity in various domains.

1.2.1 Imperative for DFD

The need for deepfake detection arises from several factors:

• Deceptive Manipulation [8]: Deepfake technology enables the creation of highly
realistic content that can convincingly impersonate individuals or fabricate events.
This deception can have terrible consequences, from causing reputational harm to
spreading disinformation and reducing our trust in the media.

• Information Integrity: With spread of deepfake content, the authenticity of infor-
mation is at risk. The ability to distinguish genuine content from manipulated
material is crucial for maintaining information integrity and reputation in areas
such as journalism, politics, and public discourse.

• Identity Theft[8]: Deepfakes can be used for identity theft, allowing malicious actors
to impersonate individuals for fraudulent purposes, such as financial scams or social
engineering attacks. Detecting such impostors is essential for safeguarding personal
security.
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• Privacy Concerns: Deepfake technology has the potential to impact personal pri-
vacy. The creation of fake audio or video recordings can lead to the unauthorized
dissemination of sensitive or compromising content. Detection methods are neces-
sary to protect individuals from privacy violations.

• National Security [3]: In the context of national security, deepfakes can be employed
to manipulate audiovisual content for political and geopolitical purposes. Accurate
detection is crucial for identifying potential threats and preventing misinformation
campaigns.

• Preservation of Trust: Trust in the authenticity of media is paramount in society.
Deepfake detection is essential for preserving trust in various domains, including
journalism, entertainment, and social interactions, where the lines between fact and
fiction can blur.

• Emerging Threats[9]: As deepfake technology continues to evolve, so do the tech-
niques employed by malicious actors. The need for proactive detection methods is
essential to stay ahead of these emerging threats.

• Legislative and Regulatory Responses: Governments and regulatory bodies are rec-
ognizing the need for regulations regarding deepfake content. Detection mechanisms
play a critical role in enforcing compliance with these regulations and holding wrong-
doers accountable.

• Research and Innovation: The ongoing development of deepfake technology neces-
sitates a concurrent focus on detection methods. Researchers, technologists, and
organizations must continuously innovate to stay ahead of new and evolving deep-
fake techniques.

The need for deepfake detection is both an immediate and ongoing concern. The de-
ceptive power of deepfakes, coupled with their potential for misuse and manipulation,
underscores the critical role of detection in maintaining trust, privacy, and security in the
digital age. This introduction highlights the various reasons why deepfake detection is an
indispensable element of our technological landscape and a crucial tool for mitigating the
adverse e↵ects of synthetic media.

1.3 Objectives

Our objectives are to provide a comprehensive overview of the state of the art in deepfake
detection techniques, highlighting the key challenges and trends in the field, and o↵er
insights into potential future directions. At the same time we build our own approach
inspired by current research in order to tackle this problem

3



Chapter 2

LITERATURE REVIEW

2.1 Sources and Time-line for chosen research papers

We accumulate a total of approximately 60-70 papers with a focus on 17 very solid, rep-
utable and diverse studies from our determined sources within six years of the publication
period from 2018-2023. These particular studies are based on solving pretty much most
of the deepfake variations including but not limited to voice, video, picture etc. While
the main focus on our report was on image deepfakes (partly due to resource constraints),
studying various fields informs us about the variety of models, and how either they could
be employed on completely di↵erent types of data or how combining them could possibly
lead to a very e↵ective model for detecting complex deepfakes.

2.1.1 Publication Period

The Deepfake related research primarily emerged in 2018 [10]. Therefore, the publication
period which had our main focus mainly starts from the beginning of 2018 until 2023. Over
the span of these 5-6 years the number of publications has increased at an exponential rate
. For example during the first half of 2-18 only three publications with relevant research
were published ,which doubled over the second half and continues to double every six
months. This trend continues over the year, indicating the acknowledgment of research
need on deepfake detection.

2.1.2 Source of Publications

Mainly we considered eight to ten di↵erent publication sources from recognized confer-
ences, workshops, journals, and archives. According to our observation, most of the
articles were published as archived papers, and only a few papers were issued in the con-
sidered journal. We didn’t include the source in the table if the publication count is below
two.

In the following text we have di↵erent researches according to the applied techniques
and quick summaries respectively.

2.2 Quick overview of various methods and techniques

A comprehensive overview of various methods and techniques employed in the field of
Deepfake detection spanning both image and video domains. Researchers have explored

4



a multitude of approaches, ranging from traditional computer vision techniques to ad-
vanced deep learning architectures. Summary of various ways deepfake detection has
been enhanced over the years is given below

• Deepfake Detection in Images : Introduction of a GAN simulator replicating
GAN-image artifacts for training a classifier. For Feature Extraction there are mul-
tiple kinds of proposals of networsk for extracting standard features from images.
Deep Learning-Based Video Detection for example have used lates CNN models like
MesoInception-4 [11]with mean squared error (MSE) loss for training.

• Feature Extraction Techniques : Implementation of extracted handcrafted fea-
tures for input to networks. Spatiotemporal Features have also been used as features
for detection. Common Textures in images along with Face landmarks frequently
used for biometrics are also very useful for artifact detection

• Enhancements and Innovations : Data Augmentation, Super-Resolution Re-
construction [12] better feature extraction are commonly used for input dataset
enhancement. Localization Strategies like pixel levels for frame analysis and Maxi-
mum Mean Discrepancy (MMD) Loss are used by some papers for discovering more
general features.

• Advanced Architectures and Techniques : Attention Mechanism [13] was in-
troduced to some models for better performance. Capsule-Network (CN) [14] is av-
ery interesting architecture, which requires fewer parameters for training. Ensemble
Learning techniques have of course frequently been used for increased performance.

• Frame-by-Frame Analysis in Videos : RNN-Based Networks [6]help extracting
features at various levels. Another model uses Optical Flow-Based Technique [15]
for analysis. Autoencoder-Based [16] architectures have been used with other archi-
tectures to address overfitting.

• Frequency Domain Analysis: Frequency Domain Analysis have been explored
for analyzing image latent patterns.

• Training types : Some papers use Siamese networks [17], also commonly known as
twin networks, are a type of neural network architecture commonly used for tasks
that involve finding similarities or di↵erences between two comparable data inputs.
The term ”Siamese” comes from the analogy of Siamese twins, where two identical
sub-networks share the same weights and parameters. The main idea behind these
networks and this kind of training is to learn a similarity metric from the data
itself, rather than relying on predefined, hand-crafted similarity metrics. This is
especially useful in domains where it is di�cult to define an appropriate similarity
metric making it a great fit for deepfake detection because when the similarity metric
needs to be learned from the data itself.
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This summary highlights the diversity of approaches in the field, including traditional
methods, deep learning architectures, and novel techniques to improve the e�ciency of
current Deepfake detection systems. Researchers have explored various aspects, such as
feature extraction, attention mechanisms, and frequency domain analysis, to improve the
accuracy and reliability of detection systems. The following table is a quick well detailed
summary of our literature review focused around the papers with most impact.
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Chapter 3

METHODOLOGY

3.1 Convolutional Neural Networks

Convolutional Neural Networks (ConvNets) [35]: ConvNets are a class of deep
neural networks designed for processing structured linear data ( usually represent in form
of matrices), such as images. They typically consist of one or more layers with convolution
operation performed between them, followed by pooling and fully connected layers.

• Convolution Operation: Convolution is a linear operation where a filter array
(also known as a kernel) is slid over the data represented as matrices, performing
element-wise multiplication between the filter values and the input values at each
corresponding position. The result is then summed to produce the output. This
operation is the major part of extracting features from the input data.

• Conv2D Layer: The Conv2D layer is a very common type of convolution operation
used in ConvNets, especially for image processing tasks. In Conv2D, we take a 2D
filter (kernel) and move it linearly over the 2D input data (e.g., an image in form
of a matrix) or 3D data (the same image but now in di↵erent color channels ),
and perform element-wise multiplication. The output of this operation is called a
”feature map” which represents the detected features by the model in the input
data.

• Filter (or Kernel): The filter is a 2D array of weights that represent the impact
of each cell while sliding over the input data and defines the pattern to be detected
in the input data. It applies the same operation over the entire input matrix.

• Depth and Channels: Both input data and the filter need to have the same
number of channels, i.e depth. For example, if the input image has the commonly
used 3 channels representing the RGB channels, then the corresponding filter used
for that image must have 3 channels too.

• Feature Extraction: Conv2D layers are used for feature extraction in ConvNets.
These layers learn important features from the input data without human super-
vision, making them e↵ective for the most obvious image processing tasks such
as image classification, object recognition, segmentation, and in this case, image
forgery detection.

Our proposed method relies on Conv2D layers, more specifically pretrained model
layers for feature extraction in a ConvNet architecture. By learning important features
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Figure 3.1: Proposed Model Architecture

from the input data, the proposed model can detect image forgeries regardless of image size
and tampering type, highlighting the e↵ectiveness of Conv2D layers in image processing
tasks. We stuck to this particular model after realising the high e↵ectiveness of the
CNN architectures on binary classification of any king even though they were trained
for multiclass classification. This makes sense given that with a deep model the kind of
features that end up in the weights are a very diverse and e↵ective set.

3.2 Proposed Model

3.2.1 Model Architecture

The proposed ConvNet architecture in Figure 2, is designed with simplicity in mind,
aiming to e�ciently detect image manipulation while minimizing model complexity by
leveraging pre-trained models and modifying the outputs for good detection of manipu-
lated images. Here’s a breakdown of the key components:

1. Feature Extractor : We will use a pretrained CNN model without its final dense
layer for feature extraction. The input data is fed to a pre-trained model of our
choice with the parameters set for maximum e�ciency in binary classification tasks,
since our detection task is binary in nature (Fake and Real). The initial weights
are imported from the model trained on ImageNet [21] dataset with the weights
set to trainable. Batch normalization [36]is applied to the output from this model
with parameters momentum set to 0.99 and epsilon (a small float variance to avoid
division by zero during training) to 0.01.

2. Dense layer 1: The output of the feature extractor is thenfed to a dense layer of
size 256 with L2 regularization for the kernels and L1 regularization for activity and
bias. ReLu is used as the activation function for the output of this layer.

3. Dense connected binary layer (Output Layer): Dropout is applied to the
output of previous layer with the parameter set to 0.4 (the fraction of values to be
dropped during training). The final classification task is represented in 2 neurons
in this layer using a softmax activation function

The model is compiled with Adamax as the optimizer and Categorical crossentropy is
used for loss calculations.
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Table 3.1: Pre-trained CNN models used

S.no Model Type Parameters
1 MobileNetV3-small 1.0 M
2 MobileNetV3-large 3.3 M
3 E�cientNetV2B0 6.3 M
4 E�cientNetV2B1 7.3 M
5 E�cientNetV2B2 9.1 M

Figure 3.2: (The MobileNet architecture and [1].

3.2.2 Pre-Trained Models used

The initial goal of the model was to be highly e↵ective even with the use of low number of
parameters. For such a case we relied on relatively very small pre-trained ConvNet models
called MobileNet [1]and E�cientNet [2]. Both these models have shown high performance
metrics for general binary classification tasks.

MobileNet

MobileNet [1]is an e�cient convolutional neural network architecture designed for mobile
and embedded vision applications. It was developed by researchers at Google with the
goal of building lightweight deep neural networks that can achieve near state-of-the-art
accuracy while being computationally e�cient and requiring fewer parameters.

MobileNet versions include MobileNet V1 which is the original MobileNet architecture
introduced in 2017. MobileNet V2 [1] is an improved version released in 2018, which intro-
duced linear bottleneck layers and shortcuts to improve performance. Finally, MobileNet
V3 is the latest iteration released in 2019, with additional architectural improvements
and two variants (MobileNetV3-Large and MobileNetV3-Small) for di↵erent resource con-
straints. For our proposed model we focus on the use of MobileNetV3-Large and Small
models (3.3 and 1.0 million parameters respectively).

E�cientNet

E�cientNet [2] is a family of convolutional neural network models developed by re-
searchers at Google AI. It was designed to achieve better accuracy and e�ciency than
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Figure 3.3: The E�cientNet architecture [2].

previous models like MobileNet, while also being scalable and capable of leveraging the
benefits of model scaling.

There are several versions of E�cientNet models (E�cientNet-B0 to B7), with increas-
ing model size and accuracy. The larger models achieve better accuracy but also have
higher computational requirements. For our proposed model we focused on E�cientNet-
B0 [37], B1 and B2 models with (6.3 , 7.3 , 9.1 million parameters respectively).

3.2.3 Optimizer

We have used Adamax (Adaptive Moment Estimation with Infinitely Huge Updates) as
the optimizer which is is a variant of the Adam [38]optimization algorithm for stochastic
gradient descent. It was proposed by researchers at Stanford University in 2015. Like
Adam, Adamax is a combination of two other extensions of stochastic gradient descent:
the momentum optimizer and the RMSProp optimizer [39]. The learning rate for each
parameter is adjusted based on the average of recent gradients in the layers and the
average of their recent squared gradients. In our testing Adamax had better performance
metrics compared to the more conventional Adam optimizer.

The biased first moment estimate is updated as:

mt = �1 ·mt�1 + (1� �1) · gt (3.1)

The biased second moment estimate is updated as:

ut = max(�2 · ut�1, |gt|) (3.2)

The parameters (✓) are updated using these moment estimates:

✓t = ✓t�1 �
⌘

1� �t
1

· mt

ut + ✏
(3.3)

3.2.4 Activation functions

We have used the Rectified Linear Unit (ReLU)[40] for every layer, except for the last
classifier dense layer.Here’s a summary of its key characteristics and advantages:
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1. Non-linearity: ReLU introduces non-linearity to the network by ”rectifying” aka
modifying the values of inputs less than zero to exactly zero.

2. Vanishing Gradient Problem: ReLU helps to address the vanishing gradi-
ent problem plaguing larger neural net architectures, which can occur in deep net-
works during training phase. By allowing positive gradients for positive inputs and
zero gradients for negative inputs, ReLU helps propagate gradients more e↵ectively
through the network, preventing them from vanishing or exploding.

3. Faster Execution:The biggest advantages of ReLU is its computational e�ciency.
Compared to other activation functions, ReLU involves only simple operations like
comparison and selection. This results in faster execution and reduced computation
time.

As mentioned, the mathematical representation of ReLU is

relu(z) = max(0, z). (3.4)

Finally for the binary classification in the last layer we use sigmoid activation function
.This activation function is a classic activation function used in neural networks which is
non-linear in nature, and performs particularly well in the context of binary classification
tasks. It reduces the input values to the range [0, 1], making it suitable for models like
ours where the output needs to represent probabilities or binary decisions.

the mathematical representation of Sigmoid is

s(z) =
1

1 + exp(�z)
. (3.5)

Overall, our proposed architecture is a minimal CNN model architecture suitable for
detecting image manipulation e�ciently. It employs convolutional layers for feature ex-
traction, max-pooling layers for dimensionality reduction, dropout for regularization, and
finally the two dense layers for a reduced set of features and classification. The archi-
tecture strikes a balance between simplicity and e↵ectiveness in image forgery detection
tasks.

3.3 Experiments

The model is evaluated on both the datasets and performance is analysed using standard
metrics (Precision, Recall, F1-score).

3.3.1 Datasets

The first dataset, 140k RFF [41], is available on Kaggle as an open-source dataset. It
consists of 140,000 images that are evenly divided between real and fake face images.
140k RFF is primarily used for image forgery detection tasks, specifically in distinguishing
between real and fake faces. The second dataset Real and Fake face[42] detection was
developed by the Computational Intelligence and Photography Lab in Yonsei University.
The dataset contains photoshopped images divided into 960 fake and 1061 real images to
train from.
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Figure 3.4: Sample images from 140k RFF dataset

Figure 3.5: Sample images from real and fake faces datasett

3.3.2 Loss function and training settings

The Model is implemented using Python 3.11 with The help of multiple libraries such as
Tensorflow[43], Keras [44], Pandas, Numpy etc. The Network is trained on 2 x T4 GPUs
available on Kaggle. Batches of 32 images of size 128 × 128 × 3 are used.

In the proposed work, ADAM emerges as the optimizer of choice for its e�ciency
and low memory requirements, making it well-suited for the task at hand. The binary
classification problem, with its two distinct classes (’real’ or ’fake’), lends itself naturally
to the utilization of binary cross-entropy as the loss function. This loss function, also
known as log loss, computes the negative average of the logarithm of corrected predicted
probabilities, e↵ectively capturing the model’s performance in distinguishing between the
two classes.

LBCE(y, ŷ) = � 1

N

NX

i=1

[yi log(ŷi) + (1� yi) log(1� ŷi)] (3.6)

The model is run for a certain number of epochs upto saturation of performance for
every dataset, which is futher continued until we reach a saturation in terms of model
accuracy. For the MobileNet models we run it for 15 and 20 epochs on 140k RFF and
Readl Fake faces, while it is 10 and 15 for E�cientNet models for the respective datasets.
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Chapter 4

RESULTS and DISCUSSION

Our model demonstrated exceptional performance on both 140k RFF and Real and fake
faces dataset, achieving accuracies of nearly 99.5% and 77% respectively, either matching
performance of other models on these datasets. This high level of accuracy underscores the
robustness and reliability of our model across diverse datasets. These results validate the
strength of this approach for practical applications. Furthermore, the solid performance
across both datasets reinforces the generalizability of our model, showcasing ability to
e↵ectively learn and adapt to other data distributions.

As a final observation, strong CNN architectures can have very solid learning capabil-
ities, even with a relatively small number of parameters for a complex task of deepfake
detection.

Table 4.1: Performance metrics for 140k RFF(Macro Avg.)

Model Type Precision Recall F1-score Missclassification count
MNet-small 0.9819 0.9881 0.9850 790
MNet-large 0.9917 0.9988 0.9952 922
ENet-B1 0.9987 0.9987 0.9986 25
ENet-B2 0.9962 0.9950 0.9970 30

On the 140k RFF dataset, both the models perform extremely well quickly approaching
saturation performance withing a few epochs. At the same time the dataset is pretty large
as compared to the real fake face dataset. Therefore, the two architectures are ran for

Figure 4.1: MobileNNetv3 performance on 140k RFF dataset
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Figure 4.2: E�cientNet performance on 140k RFF dataset

Figure 4.3: MobileNNetv3 performance on Real and Fake faces dataset

14 and 10 epochs respectively in order to fit in within our available runtime allocated by
kaggle. The 10 epochs for E�cientNet compared to 14 for MobileNet is based on the fact
that the previous is almost 8x bigger in parameters and hence more di�cult to train.

On the other hand we are able to run both models for a few more epochs on the Real
and Fake Faces dataset. Saturation is observed here too.

4.1 Performance Metrics

Performance metrics are crucial in evaluating the e↵ectiveness of machine learning models
and algorithms. They provide quantitative measures to assess how well a model performs
on a given task. The performance metrics that we have relied for the evaluation of our
model are precision, recall, support and accuracy.

• Precision is a measure of the accuracy of positive predictions made by the model. It
calculates the proportion of true positive predictions out of all positive predictions
made. A high precision value indicates that the model is making very few false
positive predictions, which is desirable in applications where false positives are costly
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Figure 4.4: E�cientNet performance on Real and Fake Faces dataset

or unacceptable, such as fraud detection or medical diagnosis.

• Recall, on the other hand, measures the ability of the model to correctly identify
positive instances. It calculates the proportion of true positive predictions out of
all actual positive instances. A high recall value suggests that the model is e↵ec-
tively capturing most of the positive instances, which is important in applications
where missing positive instances is undesirable, such as spam filtering or anomaly
detection.

• Accuracy is a more general metric that measures the overall correctness of the
model’s predictions. It calculates the proportion of correct predictions (both true
positives and true negatives) out of all predictions made. Accuracy is a useful metric
when the classes are balanced, and the costs of false positives and false negatives
are relatively equal.

• Additionally, the support metric simply provides us information about the number
of instances of each class in the dataset. For a dataset, this can be helpful in
understanding the class distribution and interpreting the other performance metrics
in the especially when we consider the context of class imbalance or skewed data, a
very common occurence in image based datasets.

For all the model and datasets the performance metric tables are given below

Table 4.2: Performance metrics for 140k RFF(Macro Avg.)

Model Type Precision Recall F1-score Missclassification count
MNet-small 0.9819 0.9881 0.9850 790
MNet-large 0.9917 0.9988 0.9952 922
ENet-B1 0.9987 0.9987 0.9986 25
ENet-B2 0.9962 0.9950 0.9970 30
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Table 4.3: Performance metrics with MobileNet architure on 140k RFF

precision recall f1-score support

fake 0.9951 0.9989 0.9970 10000
real 0.9989 0.9951 0.9970 10000

accuracy 0.9970 20000
macro avg 0.9970 0.9970 0.9970 20000
weighted avg 0.9970 0.9970 0.9970 20000

Table 4.4: Performance metrics with MobileNet architure on Real and Fake Faces

precision recall f1-score support

fake 0.7000 0.8021 0.7476 96
real 0.8000 0.6972 0.7451 109

accuracy 0.7463 205
macro avg 0.7500 0.7497 0.7463 205
weighted avg 0.7532 0.7463 0.7463 205

Table 4.5: Performance metrics with E�cientNet architure on 140k RFF

precision recall f1-score support

fake 0.9983 0.9990 0.9987 10000
real 0.9990 0.9983 0.9986 10000

accuracy 0.9987 20000
macro avg 0.9987 0.9987 0.9986 20000
weighted avg 0.9987 0.9987 0.9986 20000

Table 4.6: Performance metrics with E�cientNet architure on Real and Fake Faces

precision recall f1-score support

fake 0.7500 0.8021 0.7426 93
real 0.7950 0.6972 0.7251 105

accuracy 0.7465 202
macro avg 0.7500 0.7497 0.7463 197
weighted avg 0.7532 0.7463 0.7463 197
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Chapter 5

CONCLUSION AND FUTURE SCOPE

Deep learning models have emerged as powerful tools across various domains, demon-
strating remarkable capabilities in tasks such as image recognition, natural language pro-
cessing, and decision-making. However, as the complexity and specificity of these models
increase, so does their computational cost. This chapter explores the existing research gap
and problem statement surrounding the challenges posed by the expense and specificity
of deep learning models.

5.1 Conclusion

Through our work we have highlighted the critical research gap in addressing the com-
putational cost and specificity challenges associated with deep learning models. The
problem statement emphasizes the need for innovative solutions that make deep learning
more cost-e↵ective, accessible, and adaptable to diverse tasks and datasets. As we found
through our research and e↵orts in building a good deepfake detector deeper we have
identified some key challenges in doing so.

The CNN model presented in this study demonstrates great performance with a sig-
nificantly lower number of parameters compared to larger ones. This size and simplicity
make it an attractive choice for resource-constrained environments, it is still obvious that
there exists a performance gap between our model and much larger counterparts. Al-
though this performance gap if bloated by the fact that models have gotten exponentially
bigger.

Despite its limitations, our model’s ability to achieve competitive results highlights
the potential for further optimization and refinement. Future research could focus on en-
hancing the model’s capacity to extract more intricate features to bridge the performance
divide between compact models and their larger counterparts.

In summary, while our CNN model may lag behind bigger models in certain metrics,
its e�ciency and e↵ectiveness in scenarios where computational resources are limited
underscore its practical utility. Continued exploration and innovation in model design and
optimization are essential for pushing the boundaries of performance while maintaining
computational e�ciency.

5.2 Research Gap

Despite the significant advancements in deep learning, a notable research gap exists in
addressing the practical limitations associated with the high computational cost and speci-
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ficity of these models. As deep learning architectures become increasingly complex and
tailored to specific tasks, several critical challenges arise:

Computational Expense: Deep learning models, particularly large neural networks,
demand large computational resources (both in terms of memory and energy) for training
and inference. High computational costs hinder the accessibility and scalability of deep
learning solutions, especially for researchers and organizations with limited resources.

Specificity and Overfitting: Specialized deep learning models tend to excel in specific
tasks but may su↵er from overfitting issues when applied to diverse datasets or broader
domains. The lack of generalization in overly specific models limits their adaptability
and robustness in real-world scenarios. The research problem addressed in this chapter
revolves around finding solutions to mitigate the challenges associated with the cost and
specificity of deep learning models.

• Cost-E↵ective Deep Learning: There is obviously a need to develop tech-
niques to reduce the computational expenses associated with training . Deploying
deep learning models without compromising performance is clearly a need especially
for edge computing devices like mobile phones. There is also potential in finding
methods to optimize existing architectures or devise novel algorithms that achieve
comparable accuracy with reduced resource requirements.

• Enhancing Generalization: In the context of task-specific models,there is need
enhance their ability to generalize across diverse datasets or tasks. Like the model
presented here, we can find if there are transfer learning or domain adaptation
strategies that can make specific deep learning models more versatile without losing
out on performance, mostly due to exponentially increasing sizes of models. As
presented in the literature review there almost no model which can generalize audio,
video and semantic deepfakes together.

• Scalability and Accessibility: Deep learning needs to be made more accessible to
a wider audience, including researchers and practitioners with limited computational
resources. Models are quickly approaching billions of parameters in size, and as
generators scale up so does a need for similarly performing detectors. Meanwhile
we need to find approaches to scale deep learning solutions for deployment on edge
devices or in resource-constrained environments.

• Balancing Specificity and Generality:Its a good goal to find methodologies
help strike a solid balance between task-specificity and generalization, ensuring that
deep learning models remain adaptable across various scenarios. We also need to
develop frameworks that allow for dynamic adjustment of model specificity based
on real-time demands or evolving datasets.
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