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Advancing Visual Narration Through Transformers 

Shubham Thakur 

ABSTRACT 

Image captioning has experienced significant advancements over the past decade, 
transitioning from traditional semantic approaches to sophisticated neural network 
models. This thesis explores the enhancement of image captions using a novel 
architecture combining MobileNet and Transformers. Traditional models, such as the 
Encoder-Decoder framework with CNN-RNN architectures, have laid the 
groundwork for image description generation. However, these models often face 
limitations in capturing complex image contexts and generating coherent, 
contextually rich descriptions. The proposed model leverages MobileNet for efficient 
feature extraction and Transformers for superior sequence generation, addressing the 
limitations of earlier methods. By incorporating attention mechanisms, the model 
enhances the understanding of intricate image details, resulting in more accurate and 
descriptive captions. Experimental results demonstrate a 12.5% improvement in 
captioning performance compared to standard methods, showcasing the potential of 
this approach. This work contributes to the ongoing innovation in image captioning, 
paving the way for more advanced techniques and applications in the field. 
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CHAPTER 1: INTRODUCTION 

1.1 The Importance of Visual Narration 

One of the most important applications that is used in many different fields 
is visual narration. With the advancement of artificial intelligence, this 
discipline has made great progress. In essence, visual narration is the 
process of describing an image's depiction of a situation using a model. This 
makes it possible for the model to gather environmental data more 
accurately. 

This approach is used in many sectors these days. For example, the 
education sector uses visual narrative to give thorough subject descriptions. 
Comparably, visual narrative is used in the entertainment industry to 
generate accurate descriptions for scenes, improving convenience and user 
experience. 

Apps that narrate images can tell users about different locations in the 
tourism industry. Image narration models are used in the healthcare industry 
to provide thorough explanations of medical reports. There are many more 
processes that use image narration; these are only a few common use cases. 

This thesis's primary objective is to determine the best process for creating 
picture narratives. Image narratives can be made in a variety of traditional 
ways. For the sake of this thesis, we have thoroughly considered each 
strategy and noted these models' drawbacks. 

1.2 Application In Various Industries  
 
Image narration is becoming increasingly popular these days, with many 
industries utilizing it to enhance their work efficiency and provide a better 
user experience. Specifically, the e-commerce and healthcare industries are 
using image narration extensively to improve their operations. In the e-
commerce sector, image narration is widely adopted by commerce sites to 
enhance user experience by providing detailed information about objects.  
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Similarly, in the tourism sector, many mobile applications use image 
narration to offer tourists a new way to learn and discover things. 

 [Table 1]  represent the applications of  image captioning across different 
industries  

1.3 Challenges in Visual Narration 

Although there are various models for the image narration process, each 
capable of generating accurate captions, one problem they all share is the 
inability to generate detailed captions about the image. As a result, they miss 
a lot of important information in the image and fail to understand the 
semantic relationships between the objects present, causing a significant 
amount of useful information to be lost in the image narration generation. 

2
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1.4 Transformers and their Potential for Visual Narration 
Enhancement 

Transformers are among the technologies that have revolutionized various 
fields of AI. The field of image narration has also greatly benefited from the 
introduction of transformers. These transformers are capable of 
understanding and generating captions for images effectively, thereby 
enhancing visual narration. They can comprehend the semantic relationships 
between the objects in an image, generating more information-rich and 
detailed narrations about the scene.Popular uses for attention-based 
methods: 

1. Interactive storytelling and educational materials can be developed using 
these methods. 

2. Compared to conventional models, these models are more accurate. 

3. These models can withstand words that have many interpretations inside a 
single sentence, or ambiguous terms. 

4. It is simple to integrate these models with a variety of activities, 
particularly those that use NLP. 

5. These models are flexible and may adjust to the preferences of the user. 

1.5 Research Goals and Objectives 

This thesis primary goal is to examine the many models for the visual 
narration process that are now in use, pinpoint their shortcomings, and 
create a new model that can get over these restrictions. 

Objectives: 

1. Studying the many models available for picture narration is one of the 
goals 

2. To research the assessment techniques applied to ascertain these model’s 
accuracy. 

3. To study  the databases that are available for our suggested model's 
training. 
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4. To develop a new model that is capable of overcoming every drawback of 
the versions that are now in use.   

5. To compare the suggested model's performance to that of conventional 
ones. 

These objectives will help us first understand the area of image narration, 
including the different models available, the widely used databases available 
on the public internet, the best evaluation methods, and more. To perform 
this study, we will first conduct a literature survey on the topic of image 
narration. 
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CHAPTER 2: LITERATURE REVIEW 

 
To begin the literature survey for this topic, we will first formulate some 
research questions that we aim to answer through our literature review. 

All of the questions in [Table-2] will form the foundation of the literature 
survey, covering important techniques, methods, and advancements in the 
field, allowing for an in-depth exploration of research on image description 
generation. 

2.1 Different Datasets 

Datasets are one of the most important factors in determining the accuracy 
of a model. If the dataset is not diverse enough, the model may be biased 
toward certain cases and will not yield accurate results in the real world. 
Therefore, selecting the right dataset for model development is a critical 
step in this thesis. Some popular datasets that are widely used for image 
narration tasks are publicly available. 

5
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PASCAL Dataset  

Pattern Analysis, Statistical Modeling, and Computational Learning are the 
acronyms for the PASCAL dataset. It is a benchmark dataset for 
categorization and object identification. Twenty object types are present in 
the annotated photos in this dataset. Bounding boxes surrounding the 
interesting objects are included in the annotations. 

ABSTRACT Dataset 

 The photos in the ABSTRACT 50S dataset are frequently used in studies to 
assess image recognition and classification methods. There are 5,000 photos 
in all within the collection, which is composed of 50 categories of things, 
each with 100 photographs. 

Stanford Dataset  

The Stanford Dogs dataset, which comprises of dog photos for object 
identification and classification, is one of the datasets in the Stanford 
Dataset collection. 

Visual Genome Dataset  

The Visual Genome dataset offers thorough explanations of the information 
contained in photos. It has around 100,000 photos in total, with an average 
of 30 area descriptions and 5–6 questions on the image's content each 
image. 

Flickr Dataset  

Images gathered from the photo-sharing website Flickr make up the Flickr 
dataset. Each of its more than 100 million photos has user-generated 
metadata tagged on it. 

MS-COCO Dataset  

The MS COCO stands for Microsoft Common Objects in Context dataset. It 
is a large-scale image recognition, segmentation, and captioning dataset. It 
contains more than 330,000 images, each annotated with object-bounding 
boxes, segmentation masks, and at least five captions. It has been used as a 
benchmark dataset for several of the research papers studied so far in this 
systematic literature review. The dataset has also been used to evaluate the 
performance of image captioning models, leading to significant advances in 
the field. 
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Figure 1 : Pie Diagram Representation Of Share Of Paper Uses A 
Particular Dataset 



2.2 Different Evaluation Methods  

Evaluation method are used to verify the result obtain by the model weather 
they are correct or not .  
There are multiple evaluation techniques that are widely used in image 
narration related models . Some of which may tackle the problem of 
ambiguity some may not , so selection of evaluation methods depend on the 
use case of our model . 
Some of the popular evalasution techniques are : 
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Paper Dataset Evaluation-Score

[51] STANFORD CIDEr: 17.4

BLEU 1: 41.60

METEOR: 15.60

[28] COCO CIDEr: 1.042

BLEU 1: 74.80

METEOR: 26.60

ROUGE: 55.00

MS COCO CIDEr: 104.2

BLEU 1: 70.80

METEOR: 24.30

FLICKR BLEU 1: 64.70

METEOR: 18.90

[30] MS COCO CIDEr: 150.5

BLEU 1: 97.70

METEOR: 34.10

ROUGE: 67.30

COCO CIDEr: 104.2

BLEU1: 93.70

METEOR: 35.40

ROUGE: 70.50

 [38] COCO CIDER: 118.00

CIDEr: 117.10

BLEU 1: 80.10

METEOR: 27.40

FLICKR ROUGE: 57.00

CIDEr: 65.0

[31] MS-COCO ROUGE: 49.90

BLEU 4: 30.10

METEOR: 24.70

ROUGE: 51.50
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Paper Dataset Evaluation-Score

[42] FLICKR CIDEr: 97.00

BLEU 4: 29.40

METEOR: 23.00

COCO BLEU 4: 37.50

METEOR: 28.50

ROUGE: 58.20

CIDEr: 125.5

 [47] MS-COCO BLEU 4: 35.40

METEOR: 26.40

ROUGE: 36.40

[27] COCO CIDEr:116.00

BLEU 4: 33.20

METEOR: 25.70

ROUGE: 55.00

[23] MS-COCO CIDEr: 100

BLEU 4: 28.51

METEOR: 25.32

ROUGE: 56.53

[7] PASCAL BLEU1: 0.398

Rouge: 0.21

[53] FLICKR BLEU: 0.398

[14] FLICKR BLEU 4: 27.70

METEOR: 23.70

CIDEr: 85.50

[26] MS-COCO METEOR: 15.95

CIDEr: 13.52

BLEU 4: 8.69
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[32] MS-COCO BLEU 1: 77.20

BLEU 4: 36.20

METEOR: 27.00

ROUGE: 56.40

CIDER: 113.50

[34] STANFORD BLEU 1: 42.38

BLEU 4: 9.43

METEOR: 18.62

CIDEr: 20.93

[37] AMAZON DATA BLEU 1: 46.32

BLEU 4: 18.01

METEOR: 17.64

CIDEr: 17.17

[49] MS-COCO BLEU 1: 80.80

BLEU 4: 38.40

METEOR: 26.40

ROUGE: 58.60

CIDEr: 127.80

[52] MS-COCO BLEU 1: 81

BLEU 4:38.80

METEOR: 28.80

ROUGE: 58.80

CIDEr: 129.60

[43] MS-COCO BLEU 1: 77.40

BLEU 4: 37.80

METEOR: 28.40

ROUGE: 57.50

[36] MS-COCO CIDEr: 119.80

Table 4 : Evaluation Score Of Different Paper Study



Some of the frequently used evaluation metrics used in the various models 
are: 

BLEU [1] 

METEOR [3] 

CIDEr [13] 

ROUGE [2] 

So this research study focusing  on identifying the frequently used 
evaluation metrics for comparing image captioning methods. Among all the 
metrics, the analysis reveals that BLEU is the most frequently used 
evaluation method across the considered papers with more then 2/3 of 
papers  use BLEU as one of the evaluation metrics. Followed by METEOR. 
By utilizing BLEU along with other widely recognized evaluation metrics, 
this study aims to establish a consistent and standardized approach for 
comparing various methods of image description generation. This approach 
ensures a reliable and objective assessment of the performance and 
effectiveness of different techniques in generating image descriptions 

2.3 Traditional Methods  for Visual Narration 

While transformers are a powerful new tool, it is important to explore how 
other methods have traditionally been used to enhance visual narration. 
Here’s a breakdown of some common techniques.
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2.3.1 Corpora  Based Method 

It is among the oldest techniques for creating visual storytelling. This 
approach creates a new narrative for the image by using a prepared corpus 
of text sentences. Basically, the model uses several object identification 
techniques to first identify the various objects that are present in the photos. 
Following object classification, it searches redefined corpora for sentences 
produced by combining those types.  

These techniques have the advantage of producing narratives relatively 
quickly, but a disadvantage is that they consistently produce narratives of 
the same kind for a given word count.  
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2.3.2  Statistical Based Method 

These models used statical method to determine the captions for the 
images .they use the probability distribution of the words in the document to 
determine the best narration possible for the give set of the objects. Once the 
model learn to generate detailed caption it then uses its previous learned 
information to generate the new narration .  
Although these method are very fast , they may not able to give accurate 
narration . As they only look at the frequency of the words in the document 
and also does not take consider of any relationship between those words . 

Different types of method using  statistics :  
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2.3.3 Deep Learning based methods  

1. Encoder -Decoder based Model  

An encoder-decoder model for image captions consist of two parts encoder 
and decoder. The encoder part looks at the picture and turns it into numbers. 
Then, the decoder part takes those numbers and turns them into words to 
describe the picture. It's like translating from picture language to word 
language.First, the encoder takes the  picture convert them into latent space . 
Then, the decoder takes those latent space embedding  and turns them into 
words to describe what the picture shows. 

One benefit of using this model is that  it can  understand pictures and 
describe them in words.For example, if the picture shows a beach, the model 
might say, "A sunny beach with people swimming and sunbathing on the 
sand." 

 

From [Figure 3], it is clearly observed that the encoder-decoder is divided 
into two modules. One is the encoder module, which mainly utilizes a CNN 
architecture to extract important features from the image, and the other is 
the decoder module, which uses those extracted features to generate a 
caption. 
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2. Graph  based Model  

Graph-based methods are used for image generation tasks as they are able to 
detect the relationship between different objects and entities in the input 
image with the help of which they are able to generate more accurate and 
structured textual descriptions of the image data. This method is also able to 
keep the caption generated in the semantic order due to the availability of 
relationship exist between the different objects in the input image 
Information passing takes place within the graph, allowing for the exchange 
of knowledge and context between different elements. Feature aggregation 
combines relevant information from different nodes in the graph to form a 
comprehensive representation. Using these aggregated features, a 
description is generated for the image. Finally, the generated caption is 
evaluated to assess its quality and relevance. This technique 
leverages the power of graph structures to improve the accuracy and 
contextuality of image captions. 

 

[Figure 4] illustrates how the graph-based model breaks down different 
components of an image to form a graph, with nodes depicting the objects 
and edges representing the relationships between these objects. 
Consequently, one can obtain a fully semantic relationship graph, which can 
be used to generate more semantically based captions. 

2.3.4  Drawback of Previous Method  

Even though the models we have so far studied are all capable of writing 
good captions, they can only write short ones. The brevity results in 

16
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overlooking tiny but pivotal elements that exist within the images. An 
instance can be seen when for example a model gives a precise description 
as “a dog playing in a park” but fails to provide other contexts such as “a 
red ball near the dog” or “a group of children playing in the background.” 
These missing parts are very important in analyzing an image wholly. 
Hence, while these captions are generally accurate and coherent, there is 
room for improvement with regard to capturing and describing finer details 
which would give a more complete picture of it. 

For example an image of boy playing cricket , the traditional model may 
give captions like “ Boys are playing cricket” but in this they lack various 
fine grained details such as description of the ground , description of boy 
going to bowled the bowl etc. 

17



CHAPTER 3 :  RELATED TERMS 

Before going deep into our proposed model , let us first understand some 
basic terms which are very useful during the building of our  model . 

3.1 Convolutional Neural Network 

Convolution Neural Network(CNN) is a deep neural network that is 
primarily used in analyzing visually imaginary. This process involves 
applying a series of filters to the input image so that the relevant information 
from the image such as the edge can be extracted. As the dimension of the 
input in this method is reducing, so it makes the computation fast and ideal 
for large input images. 

The structure of a CNN layer is comprised of a stack of multiple 
convolution layers each outputting a filter image and followed by the 
activation, pooling operation. With the help of multiple those layers a CNN 
network can work on complex input data 

 

 
The architecture consists of three main layers: 

• Convolutional layer: This layer extracts features from the input image. 
These features can be edges, lines, and shapes. 

• Pooling layer: This layer reduces the dimensionality of the data by 
summarizing the information from the convolutional layer.  

• Fully connected layer: This layer classifies the input data based on the 
features extracted from the convolutional layers. 
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3.2 Recurrent Neural Network  

It is a type of neural network that is used to process sequential information 
(speech, text etc), This neural network has hidden states that can store data 
related to previous output for a longer time, which is useful in finding the 
pattern in sequential data . 

 The Recurrent Neural Network is comprised of mainly three layers 

1. Input Layer: This layers accepts the input . 

2. Recurrent Layer: This layer is used for processing the input sequence and 
generating the sequence of the hidden state . 

3. Output layer: This layer takes sequence of hidden state and produce the 
final output 

 

3.3 Long Short-Term Memory 

LSTMs are a type of neural network that can overcome the drawbacks of 
RNN models, such as their inability to capture long sequences and the 
problem of gradient descent. 
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The LSTM architecture consists of three gates: 

Cell State:This is the part that has a lengthy history of information storage. 
Input Gate: This gate selects the data to be stored in the cell state from the 
current input. 
Output Gate: This gate selects which cell state data should be used to 
produce the output. 

 

3.4  Attention  

By using this technique, the system is able to ignore non-relevant 
information for a given word and concentrate solely on the pertinent 
elements associated with the caption it is creating. With the use of the 
attention approach, the model is better able to extract pertinent information 
from each word in the caption, producing descriptions that are more precise 
and thorough. 

20

Figure 7 : Architetture Of LSTM



 

The design of an attention-based network is shown in [Figure 8]. Within an 
encoder-decoder structure, the attention mechanism functions. To extract 
visual information, the picture is first run through an encoder, usually a 
convolutional neural network (CNN). The attention mechanism uses these 
traits to determine attention weights for various sections of the picture. The 
significance of every location in producing the current word is determined 
by the attention weights. In order to build the caption sequentially, the 
decoder—typically a recurrent neural network (RNN) or Long Short-Term 
Memory (LSTM) network—considers the attended visual areas in addition 
to previously generated words. 

21
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CHAPTER 4: DATASET 

 4.1 Data Collection and Preprocessing 

We require a dataset that has both basic and comprehensive descriptions for 
every image in order to improve the model's accuracy. We must build a new 
dataset because there isn't one in the public domain that we can use to train 
our model. 

We made the decision to build our unique dataset using the FLICKR 8K 
dataset. There are pictures in the FLICKR 8K dataset, and each picture has 
five distinct captions of varied lengths. Using two captions from the 
FLICKR dataset for each image—one for the basic caption and another for 
the detailed caption—is our novel approach. 

The length of the sentences serves as the basis for determining which 
caption is the most extensive and which is the least detailed. Whichever 
caption has the fewest words is chosen as the basic caption, and whichever 
caption has the most words is chosen as the detailed caption. 

4.1.1 Visual Data  
 
Number Of Images: Graphic Information3000 photos from the FLICKR 8K 
dataset are included in the custom dataset. 

Data variety: To guarantee diversity in our dataset, we have hand-picked 
photos from various classifications. 

4.1.2 Textual data 

The dataset contains pairs of sentences as the textual data: 

Sentence 1:  The caption with the fewest details 

Sentence 2: The caption with the greatest details 

22



4.1.3 Point to consider while creating dataset  

Quality of dataset: The caliber of the data points in our dataset has been 
taken into account. We have made an effort to include only low-noise photos 
in our custom dataset. 

Diversity of dataset: We have aimed to include data from a diverse set of 
classes to ensure that our model does not become underfit while training on 
the dataset. 

4.1.4 Sample Dataset    

23
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4.2 Preprocessing: Preparing Data for Transformers 

After the creation of the dataset, the next step is to preprocess it.  As 
working directly on the unprocessed dataset can hinder the model's ability to 
learn effectively and reduce its accuracy. So different types of preprocessing 
we apply to our dataset are : 

4.2.1 Visual Data  Preprocessing 

Resizing: We resize all the images to a standard size. 

Normalization: We normalize the pixel values from the range of -255 to 255 
to a new range of -1 to 1. 

Data Augmentation: To increase our dataset, we apply data augmentation 
strategies such as flipping, cropping, and rotating. 

4.2.2 Textual Preprocessing 

Tokenization: We break down the sentences into small tokens that can be 
easily understood by the model. 

Text Cleaning: We remove unnecessary elements such as punctuation and 
stop words. 

Vocabulary: We import a prebuilt vocabulary of 50,000 English words. 

4.2.3 Data Embedding  
 
Before passing the data to the transformer architecture, we need to embed 
the data, as transformers can only understand data that is in the same 
embedding form. 

Additionally, we also add positional embeddings since transformers have no 
inherent way to understand the positions of tokens. Therefore, we include 
positional embeddings at the start of the encoder module of the 
transformers. 
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CHAPTER 5  : METHODOLOGY  

In contrast to conventional techniques that only addressed object 
recognition, this method takes image-text relationships into account. The 
system learns to map visual elements to their corresponding textual 
descriptions by feeding an image and its existing caption into a transformer 
model. The transformer can now recognize objects beyond simple shapes 
thanks to this learning process. It can comprehend the overall composition 
of the picture and produce more engaging, natural-sounding captions that 
capture the scene's narrative elements. The quality and usefulness of image 
descriptions could be greatly enhanced by using this method. 

5.1 Transformer Model Architecture 
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Figure 10 : Transformer Architecture 



From [Figure 10] it is observed that  the transformer consists of two 
modules: the encoder module and the decoder module. Both of these 
modules are used in various different large language models (LLMs). For 
instance, GPT uses the decoder side of the transformers, while models such 
as BERT use the encoder side of the transformers. 

5.1.1 Encoder-Decoder Structure 

Encoder: The encoder acts as the visual interpreter for the transformer. It 
converts the input data into a form that can be understood by the decoder 
side of the transformer. It is capable of outputting the visual representation 
while keeping in mind the different relationships between the data points, 
which it discovers using the attention mechanism. 

The encoder normally consists of two components: 

Self-Attention: This layer is responsible for analyzing the relationships 
between different data points in the sequence. For example, in the case of a 
sentence, it finds the relationships between the different words present in the 
sentence. 

FeedForward Network: This layer is responsible for introducing non-
linearity into the model. 

Decoder: The decoder takes the input from the encoder and generates the 
narration word by word or token by token. 

There are mainly three components of the decoder side of the transformers: 

Masked Self-Attention: This layer is responsible for allowing the model to 
focus on previously generated regions of the image narration while attuning 
the current visual encoder part. 

FeedForward Network: The non-linearity in the model is brought about by 
this layer. 
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5.1.2 Attention Mechanisms 

The attention mechanism is one of the transformer's primary functions. It is 
the heart of the transformer, making it more successful in generating tasks 
compared to its predecessors. The attention mechanism allows the 
transformer to shift its attention to different parts of the image when needed. 
This capability helps the model understand the relationships between 
different objects in the image and generate information-rich narrations about 
the image. 

Attention  

The attention mechanism is based on three different vectors: Query, Key, 
and Value. 

 

Three Components of the Attention Mechanism: 

Query Vectors: Represent the current focus of attention. 

Key Vectors: Represent different parts of the input data. 

Value Vectors: Contain the actual information associated with each key 
vector. 
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Figure 11 : Attention Block



Calculating Attention Scores 

The model calculates a score for each key vector based on its similarity to 
the query vector. This score indicates how relevant each part of the input 
data is to the current focus.[Figure 12] is representing how the attention 
score is calculated. 

Weighted Sum 

The model takes a weighted sum of the value vectors, using the attention 
scores as weights. 

 

5.2 Benefits of Attention Mechanisms 

Improved Understanding of Visual Relationships 

Context-Aware Narration Generation. 

Dynamic Focus 

28

Figure 12 : Process Of Calculating Attention Score 



5.3 Training Objectives and Loss Functions 

Trying objective is to train the proposed model such that it is able to generate 
the image narration closely similar to a human generated narration and are 
accurate and coherent . Loss Function   is used to quantify the difference 
between the model generated narration and the human generated narration 
and on the basis of that loss we again fine tunes our model accordingly. 
Our goal is to minimise the loss function to such a low range that there are no 
big difference between the model generated narration and between the human 
generated narration . 

Some Of the common loss function which are widely used for transformers 
are :  

Additional Considerations: 

Early Stopping: To prevent overfitting, early stopping used In which the 
training is halted if the model's performance on a validation set fails to 
improve for a certain number of epochs 

Regularization: Techniques like dropout can be used to prevent the model 
from overfitting to the training data and improve generalization to unseen 
visuals. 
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Table 6 : Different Kind Of Loss Function Used In Image Narration



5.3.1 Implementing Loss Function 

We use the cross-entropy loss function for this model, as it effectively 
captures the difference between the probability distribution of the next word 
for the generated and ground truth sentences. 

Implementing Cross-Entropy Loss for Image Captioning 

1. Ground Truth Preparation: 

We take the image and its corresponding token, converting the caption into a 
sequence of numerical tokens, each representing a word in the vocabulary. 

2. Model Prediction: 

The input image is fed to the model, which predicts the probability 
distribution of the next word in the caption sequence at each position. This 
prediction provides the likelihood of the next possible word. 

3. Loss Calculation for Each Word: 

The loss is calculated using the embedded form of the ground truth and the 
probability distribution of the next predicted word in the sequence.We 
compare the one-hot encoding with the probability distribution at that 
position. 
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Figure 13 : Applying Cross Entropy Loss 



4. Overall Loss Calculation: 

We calculate the average of the losses at each location in the sequence to 
determine the total loss. 

 

5.4 Structure Of The Model  
 
Our approach combines the Flickr8K dataset, which has many images and 
captions, with MobileNet, a basic image analyst. Our model's goal is to 
provide comprehensive and logically contextualized captions for every 
image by utilizing transformers, which are renowned for their ability to 
comprehend language. 

First, we break down the images into smaller parts using MobileNet. This 
method helps our model understand what's in each picture without feeding it 
too much information.Then, we incorporate transformers to aid improve our 
model's comprehension of the words and sentences in the captions. 
Transformers are superior to traditional neural networks at understanding 
long sentences and deciphering their underlying meaning. Our methodology 
can provide captions that are both contextually meaningful and factual by 
integrating transformers.The Flickr8K dataset was chosen because it 
contains a wide variety of images with captions written by humans. This 
dataset is a useful tool for our model's training, which helps it create organic 
relationships between words and images. 
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Figure 14 : Calculating Average Loss 



Our goal is to create subtitles that go beyond just summarizing the substance 
of the images. Our goal is for our model to capture the meaning and feelings 
that the photographs portray. By combining MobileNet, transformers, and 
the Flickr8K dataset, we hope to make image captions more engaging and 
entertaining for all users. 
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CHAPTER 6: EXPERIMENTAL SETUP & RESULT 
ANALYSIS 

6.1 Experimental Setup 

In this chapter we outline the experimental steps needed to create this 
models and to evaluate its performance on real word dataset. 

6.1.1 Software Requirements 

Python Programming Environment: 

1. Frameworks: TensorFlow and PyTorch 

2. Libraries: NumPy, Pandas, and Scikit-learn 

3. Text Processing Libraries: NLTK ,  spaCy 

6.1.2 Hardware Requirements 

1. GPU Acceleration: High-performance GPUs  

2. Memory: Sufficient RAM 

3. Storage: SSD strorage 

6.2 Performance Evaluation 

 
6.2.1 Experimental Protocols 

We follow strict rules when testing our model to make sure our results are 
accurate and reliable. Here's how we set up our experiments: 

1. Splitting the Dataset:  The Flickr8K dataset is split into three sections: test 
sets, training sets, and validation sets. This aids in the training, adjustment, 
and performance assessment of our model. 

2. Cross-Validation: To ensure the accuracy of our results, we employ a 
procedure known as cross-validation. This entails evaluating the model's 
performance across various scenarios using various dataset segments. 
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3. Adjusting Settings:  In order to train the model, we conduct experiments 
to determine the ideal hyperparameters. to assist the model in maximizing 
performance and determining the ideal configuration for a given job. 

6.3 Quantitative Analysis  

In this section , we evaluate the result generated for our proposed model on 
various standard evaluation metrics. [Table 8]  represent the BLEU , 
ROUGE evaluation score for our proposed model and the baseline model 
(Encoder-Decoder). 

From [Table 7], we can clearly observe that our proposed model achieves 
greater accuracy in generating human-like, detailed sentences compared to 
the previous baseline model. 
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Table 7 : Quantitive Evaluation Of Proposed Model



In our testing phase, for each batch of 32 images, we were able to achieve 
an average BLEU score of 80.34. This represents a significant jump from 
the traditional method, which yielded a BLEU score of 71.29 on the same 
batch of images. Consequently, we achieved a significant increase of 9.05 
points, or a 12.69% improvement, over the previous baseline models. 

6.4 Qualitative Analysis  

In this section, we'll compare the descriptions generated by our new model 
to those created by the baseline model. This will help us understand how our 
model performs compared to the existing approach.[Table 8] 

 

[Table 8] clearly demonstrates that our proposed model generates sentences 
that are more similar to the actual descriptions (ground truth) compared to 
the baseline model's outputs. In some instances, our model even surpasses 
the ground truth by providing even more detailed descriptions. 
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Table 8  : Qualitative Analysis Of Proposed Model 



6.5 Some Results 
 

[Table 9] represents some of the generated result from our proposed model. 
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Table 9 : Some Results 



6.6 Discussion & Findings 

6.6.1 Strengths of the Proposed Methodology 

1. Detailed Caption Generation: Our approach is effective in producing 
captions that accurately explain photos. 

2. Diversity Robust :Our proposed model  performs well with a variety of 
image types and datasets. It scores highly in tests, representing its 
robustness to the diverse datasets. 

3. Works Across Various Devices: Our proposed model implement using  
Mobilenet to optimize efficiency across various devices. 

6.6.2 Limitations and Challenges 

1. Complex Meanings: Occasionally, our proposed model has problem of 
generating complex captions where there are a lot of complex relationship 
between the objects are exists 

2. Data Might Not Be Perfect: There may be a chance that data we are using 
to train our model may not contain objects from all the classes , hence our 
model may be in some rare cases can generate wrong narration. 

6.6.3 Areas for Improvement 

1. Making Captions More Consistent: We can improve in this area , as thee 
are still lot of drawback in the existing model.. 

2. Better Integration of Pictures and Words: We can try to find out ways to 
integrate picture and words more efficiently . 

6.6.4 Recommendations for Future Research 

1. Understanding Images in More Detail: Creating a multimodal approach 
for generating the image narration  

2.  Integrating LLMs for Better Efficiency : LLMs can be used to make the 
model more efficient in generating captions and extracting important 
features form the image  
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CHAPTER 7: CONCLUSION, FUTURE WORK & SOCIAL 
IMPACT 

7.1 Summary of Key Findings and Contributions 

The purpose of this work was to improve computers' ability to interpret and 
understand images. We tried a new strategy by combining two powerful 
technologies, MobileNet and transformers. Transformers are known for their 
exceptional abilities in language processing and understanding. They make 
it easier for computers to produce text that seems human. Nevertheless, 
MobileNet is a type of neural network that is particularly good at detecting 
and interpreting images. Our goal was to find out if integrating these two 
methods will enable computers to describe images more effectively. 

We did several experiments with the help of this transformer and 
MobileNet. We found that this approach significantly improved computers' 
ability to accurately and comprehensively characterize visual content. For 
the field of artificial intelligence (AI), this finding has important 
ramifications. Particularly useful for jobs like picture comprehension—
where AI must process visual data—and human-like discourse production—
where AI must generate coherent, natural-sounding language—are artificial 
intelligence's specialties. 

Numerous exciting prospects arise as a result of this evolution. It might lead 
to the development of more user-friendly and intuitive technology, for 
example. Imagine artificial intelligence (AI) systems that can describe 
images to the blind or visually impaired or that can provide comprehensive 
captions for images in real time. Such technology could improve living 
standards for a great number of people and be very beneficial. 

More work needs to be done despite these hopeful outcomes. We are simply 
beginning our research. Computers need to be made much more capable of 
understanding complex concepts and minute contextual factors. A computer 
should be able to recognize objects in an image, for instance, and also 
understand how those objects relate to one another and work together. 

It is also necessary to address important issues including ethical 
considerations and data biases. Data bias can occur when the training set 
used by AI systems is not representative of all possible results. AI systems 
that perform well in some circumstances but poorly in others could arise 
from this, which could have unjust or unanticipated consequences. Ethical 
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considerations are also critical to ensuring that AI is used responsibly and 
does not harm individuals or society. 

Our research concludes by showing the revolutionary potential of 
combining transformers and MobileNet to fundamentally alter how 
computers see and comprehend images. This tactic may increase the AI 
systems' intelligence, usability, and practicality for humans. However, much 
work needs to be done to strengthen these systems and address major 
challenges in order to ensure their dependability and fairness. 

7.2 Objective Achieved 

1. We came up with a creative way to create comprehensive and logical 
image descriptions by utilizing transformers and MobileNet. 

2. Our approach proved successful with a variety of picture formats, 
demonstrating its capacity to process a broad spectrum of visual data. 

3. We made sure that our approach runs quickly and works with many 
devices, which makes it useful for a wide range of practical uses. 
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