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ABSTRACT 

 

Music is one of the most important forms of art created by humans. Several studies 

show that listening to music can fix various health issues like reducing mental 

stress, anxiety and helps in betters sleep quality mental awareness. It elevates a 

person’s mood, and make them calm and relaxed. It also helps in experiencing all 

kind of emotions. Now a days people prefer songs based on their mood and our 

face acts as a mirror of it. Facial expression has become a gateway to a person’s 

state of mind. In recent times recommending mu-sic through capturing emotions 

of the user has become an important and exciting field of study. This paper 

investigates some of the previous research that has gone in this field. It oversees 

the methodology used, algorithm implemented and performance measure of 

different techniques used in recommending music based on the user’s state of mind. 

The paper proposes a music application, Mood Musica that recommend playlist 

based on facial expressions. Finally, the paper reveals the future scope of research 

and development in this field and provides insights into using facial expression as 

music recommendation factor. 
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CHAPTER 1 

INTRODUCTION 

 
Since face acts as a bridge between user’s mood and state of mind, several of the studies have 

been done in understanding this relationship and then it is used in various technologies. Music 

Recommendation is one of them. As music plays as a comforter during our low times and make a 

person cheerful or at least comfort him for the time being, it is imperative to use technology for 

the user’s wellbeing and also as recreational purpose. Various research has been done in this field 

to put forward the needs of the user using this technology. With time various optimization has 

been implemented to enhance the user’s experience and satisfaction. By recommending music 

that depends on the present nature of the user, understood from its facial expression, it has given 

a chance to increase the experience of the user by providing personalized music preferences. If 

we observe YouTube or any other entertainment platform, their algorithm recommends music or 

any other data based on the past searches or queries of the user. Although sometimes it does rightly 

predict what user really wants, but most of the time it fails to capture the current needs of the 

users. This happens because search platform uses static techniques and do not have the technology 

to know the ever changing of emotion of the user. They fail to understand that predicting the needs 

of the user must go beyond their past history and queries. Integrating techniques to capture current 

emotion of the user has become the essence of the time. 

 

Facial expression plays an important part in our emotional understanding. We as a human are very 

easily understandable if been carefully examined facially. Our current feelings and emotions have 

startling effect on our face. We can easily differentiate a happy person and a person who is sad 

just by seeing their face. There are small nuances that can tell what a person’s state of mind is and 

what it is currently feeling. This important relationship between our face and emotions plays a 

significant role understanding and developing systems that are dynamic in nature. This has led to 

integrating facial expression as emotion detector in recommending music to the user. This is 

dynamic in nature as users’ mood or state of mind can also change while listening to music too. 

The systems that we are going to study are dynamic in nature i.e. they can observe the present 

state of mind of the user and can suggest music accordingly. There are various user preference- 

based models already being employed. 
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These models use different algorithms, data sets and different technical approaches. Despite the 

differences, emotion capturing is the most important features of such systems. Since the music is 

recommended based on facial expressions, these algorithm models must use efficient and fast 

algorithms to capture the data and process it in real time otherwise it will result in bad experience 

of the user. Also, they must have capable hardware for processing the information and mapping 

it to the recommendation. Now that we have established that capturing emotions is the most 

important operation in these systems. There are various studies that talks about it. Puri and Gupta 

[8] in their paper specified emotion capturing from images. Their work is based on computer 

vision and machine learning. In another work Oulid Djekoune al. [9] worked on emotion 

recognition based on deep learning and transfer learning. Also, Xavier Giro-i-Nieto et al. [10] 

uses convolutional Neural Netwok to recognize emotions in unrestricted environment. 

 

 

1.1 Software Requirements 

Software requirements are necessary for suggesting the basic minimum requirement of the system 

and system resources that the user must have so that it can run all the components related to the 

application smoothly. These are software that must be pre-installed before the installation of the 

actual software. They are generally not in included with the installation package of the software 

that we are going to install in the system. 

 

 

 

1.1.1 Platform. A platform describes an environment on the system, either in hardware or 

software on which application can execute. Some of the daily used platforms include a pc, system 

or operating system, or programming languages and their executable libraries. 

 

Operating system is one of the major aspects of running any software program. It provides the 

environment to the software to be installed and run properly. Since each operating system that 

exists in the markets have various differences between them, difference version of the same 

software is provided so that there is no problem in running the software across different platforms. 

Apart from different operating systems that exists in the market like windows, Linux, macOS, 

there is different version of the same operating system like windows have windows XP, windows 

7, winnows 10. Most of the times difference version of the same operating system don’t support 

the same software. Hence along with the different software it is very important for different 

version of the same operating system to be compatible with the software. 
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1.1.2 APIs and drivers. API refers to application interface i.e. an interacting part of the software 

that acts as a mediator between the actual system and user. Through good API, is very necessary 

for the active and comfortable for user to participate in application usage. API includes hardware 

devices and high end displaces and also network devices. 

 

1.1.3 Web browser. Most of the web applications and software that uses internet services or 

require internet technology uses the web browser that is present on the system of the user. Some 

of the examples of web browser includes, Google Chrome, Microsoft Internet Explorer, Safari 

etc. One of the important components in web technology is ActiveX component. It is very 

important for those application which uses internet services frequently. It is generally found in all 

the browsers. Even the web browsers present in mobile devices has ActiveX. 

 

Software Requirements for this application is given as follows: 

 Software: Anaconda, Visual Studio Code, OpenCV 

 Primary Language: Python, C# 

 Database: FER 2013 dataset, Kaggle songs dataset 

 

 

1.2 Hardware Requirements 

 
The typical set of requirements specified by any operating system or software application pertains 

to the physical computer resources, commonly referred to as hardware. Often, a list of hardware 

requirements is provided along with a hardware compatibility list (HCL), which is particularly 

important for operating systems. An HCL details hardware devices that have been tested for 

compatibility, and sometimes those that are incompatible, with a specific operating system or 

application. The sub-sections below explore the different facets of hardware requirements [14]. 

 

1.2.1 Architecture: Every OS has been tailor-made to work with a certain kind of computer 

hardware. Almost all programs have strict requirements about the OS and hardware architectures 

they can only work on. The majority of programs and operating systems need recompilation in 

order to function on different architectures, even if there are some that are architecture- 

independent. Check out this record of famous OSes and architectures that power them as well. 
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1.2.2 Processing power. Without enough processing capacity from the central processing unit 

(CPU), computer applications cannot operate. What most x86-based applications utilize to show 

computing capability is the kind and clock speed of the central processing unit (CPU). Despite 

having an impact on power and performance, a number of important CPU characteristics—like 

bus speed, cache, and MIPS— frequently ignored. This concept of capability is every so often 

inaccurate because AMD Athlon and Intel Pentium CPUs might have different throughput rates 

even though their clock speeds are the same. Since Intel Pentium CPUs are so prevalent, they are 

frequently included in this group. 

 

 

1.2.3 Memory. All the software runs on the PC's random-access memory (RAM) during 

execution. All these operations must be taken into consideration when calculating the amount of 

memory that a program, together with the operating system, files, and auxiliary apps that it uses. 

The efficiency with which further, dissimilar software operates on a multitasking computer system 

is also measured while characterizing this demand. When preparing for secondary storage, 

considered the volume of hard drive space required for program installations, the temporary files 

are generated and kept when software installations and runs, and the possible utility of swap space. 

 

 

 

1.2.5 Display adapter. Application or tools that needs an above-par PC graphics monitor, such 

as videos/image editors and massive-resolution games, frequently specifies the need for high- 

configuration display adapters in its system requirements [16]. 

 

 

1.2.6 Peripherals. The increased performance or functionality of certain peripherals is required 

by some software programs because of their rigorous and/or usage of certain devices. Drives for 

compact discs (CDs), keyboards, pointing devices, network adapters, etc., are also considered 

peripherals. 
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1.3 Feasibility Study 

A feasibility study assesses the practicality of a project or system. Within this study, a thorough 

and objective analysis of a potential business or venture is undertaken to identify its strengths and 

weaknesses, potential opportunities and threats, resources needed for execution, and overall 

chances of success. When evaluating feasibility, two key factors to consider are the projected cost 

and anticipated performance [18]. 

 

Types of Feasibility Study 

 
A feasibility study's credibility with potential funders and lenders depends on how objective it 

appears to be, as its goal is to assess the possibility that a project will succeed. The various fields 

that a study of this kind could cover, or the five different types of feasibility studies, are listed 

below. 

 

Technical Feasibility 

 
The technological resources of the firm are the primary subject of this investigation. This aids 

companies in determining whether their methodological staff can carry out their ideas and whether 

their technological resources are sufficient. Determining the projected system's technical viability 

also entails assessing its hardware, software, and other requirements. As an extreme example, a 

corporation now cannot attempt to build Star Trek transporters in their facilities due to logistical 

issues. 

 

Economic Feasibility 

 
In order to assist businesses in assessing a project's feasibility, costs, and advantages prior to 

allocating financial resources, this assessment usually includes a cost-profit analysis [19]. It 

serves as an unbiased evaluation of the project and enhances its reputation in addition to helping 

decision-makers identify the benefits the project will have economically for the company [21]. 
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Legal Feasibility 

 
This analysis's goal is to ascertain whether any laws, including those governing social media, data 

security, and partitioning, are broken by the proposed project. Think about the following situation: 

A business has selected a certain location for a new office complex. The feasibility study may 

come in rather handy if the organization's selected location turns out to be unzone. For that 

organization, realizing early on that their concept was unrealistic has just saved a great deal of 

time and work 

 

 

 

Operational Feasibility 

 
This evaluation entails conducting a study to analyze and ascertain if the organization's needs can 

be adequately met through project completion[22]. Operational feasibility studies also scrutinize 

how well a project plan fulfills the requirements identified during the requirements analysis phase 

of system development [22]. 

 

 

 

Scheduling Feasibility 

 

 

The accomplishment of the project rely upon this analysis since no project can succeed if it is not 

handed over duly complete on schedule. A firm estimates the amount of time needed to finish the 

project to establish the scheduling feasibility. Following the consideration of these variables, the 

feasibility study may identify any potential project constraints, including: 

 Internal Project Constraints, encompassing resource, financial, technological 

and technical constraints, among others. 

 Limitations from inside the company, such as export, marketing, financial, 

etc. 

 Regulatory, environmental, legal, and logistical considerations are examples 

of external constraints. 
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1.4 UNDERLYING ALGORITHMS 

CNN ALGORITHM 

The Convolutional Neural Network stands as a primary category for conducting image 

classification and recognition tasks within neural networks. Its applications span various domains 

including scene labeling, object detection, and facial recognition, among others. 

 

A Convolutional Neural Network (CNN) receives an image as input and classifies it into specific 

categories like car, bird, or even sun [10]. The computer can only input an image as a vector of 

pixels, with the perception depending on the vector specification. The representation is typically 

denoted as h * w * d, where h represents height, w represents width, and d represents the number 

of color channels [21]. 

 

A RGB image is represented as a 6 * 6 * 3 array of matrices, while a grayscale image is represented 

as a 4 * 4 * 1 array of matrices. 

 

 

 

In a CNN, an input image processed under a series of layers such as convolutional layers, pooling, 

fully connected layers, and filters [7]. At last, the Softmax function is applied to objects that are 

needed to be classified, giving them a value between 0 and 1. 

 

 

 

Convolution Layer 

 
The convolutional layer is the first of the layer and used for extracting features from the input 

vector of the input image as the initial stage in extracting features from an input image [19]. By 

leveraging a small square of input data to learn image features, this layer preserves the pixel 

relationships [19]. It uses a matrix operation involving two inputs: the input vector and a kernel 

[19]. 

 

 The dimension of the image matrix is h×w×d. 

 The dimension of the filter is fh×fw×d. 

 Consequently, the dimension of the output is (h-fh+1) × (w-fw+1) × 1. 
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Fig. 1.1 Matrix Kernel Multiplication 

 

 

 

 

Let's begin with a 5*5 image with pixel values ranging from 0 to 1, and a filter matrix of size 

3*3 as follows: 

 

 

 

 

 

Fig. 1.2 Image and Filter Matrix 

 

 

 

 

The result of multiplying the 5*5 image matrix by the 3*3 filter matrix is referred to as the 

"Feature Map," which is presented as the output. 
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Fig. 1.3 Feature Map 

 

 

 

Applying various filters to a picture through convolution allows for the applications of effects 

like edge detection, sharpening and blur. 

 

 

 

 

Strides 

The stride means how much the filters moves over the input image vector. If the stride becomes 

1 the filter moves 1 pixel over the input image. Hence if the stride is set to 2, the filter shifts by 

2 pixels over the input image at one time. The illustration below demonstrates the convolution 

process with a stride of 2. 

 

 

Fig. 1.4 Strides 
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Padding 

In order to construct the Convolutional Neural Network, padding is essential. If the input vector 

is shrunk, if a neural network with hundreds of layers is applied to the that input vector the 

resultant filtered image will be small. 

What happens if we convolve a greyscale image with a three-by-three filter on top of it. 
 

 

 

 

Fig. 1.5 Padding 

 

 

 

As depicted in the image above, the corner pixels are covered only once, whereas the middle 

pixels are covered multiple times, providing more information. Consequently, two downsides 

arise: 

 Shrinking outputs: With a larger stride, the output size reduces more rapidly. 

 Loss of information at the corners of the image: Since corner pixels are covered only once, 

there's a risk of losing valuable information. 

 

 

To address these issues, padding is introduced to the image. Padding involves adding an extra 

layer around the border of the image. 
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Pooling Layer 

The pooling layer is crucial in the pre-processing of an image, as it helps reduce the number of 

parameters, particularly when dealing with large images. Pooling involves "downscaling" the 

image obtained from previous layers, i.e. to decrease the density of the pixel, the image is shrinked. 

 

 

Spatial pooling, also known as down sampling or subsampling, diminishes the dimensionality of 

each map while preserving essential information [15]. There are several types of spatial pooling, 

including: 

 

 
Max Pooling 

Max pooling serves as a process with discretization on a sample with the primary goal of 

downscaling an input representation, thereby reducing its dimensionality. 

 

 

This process enables assumptions to be made about features within the regions of a particular 

field. Max pooling involves applying a filter over the input vector and choosing the max of the 

overlapped pixels. 

 

 

Fig. 1.6 Fig. Depicting Max Pooling 
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Down scaling is maintained through calculating averaging pooing among the input vector and 

divided into pooing regions and mean values are calculated for each region. 

 

 

Syntax 

These are function calls for creating an average pooling layer: 

layer = averagePooling2dLayer (poolSize); 

layer = averagePooling2dLayer (poolSize, Name, Value); 
 

 

In the first call, a basic average pooling layer is created with the specified pool size. 

In the second call, additional options can be provided using name-value pairs to customize the 

layer. 

 

 

Sum Pooling 

In this the respected field or sub fields are taken over the input vector just was in case of max 

pooling. But here instead of going for maximum, sum or addition of pixels on the respected 

subfields are taken and outputted to feature vector 

 

 

 

 

Fully Connected Layer 

It is an important component where inputs from preceding layers are flattened into a vector and 

processed. It facilitates the transformation of output into the number of classes desired by the 

network[17]. 
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Fig. 1.7 Fully connected Layer 

 

 

 

In the diagram, the feature map matrix undergoes transformation into a vector, represented as x1, 

x2, x3... xn, through fully connected layers[17]. These features are amalgamated to construct a 

model, and an activation function like softmax or sigmoid is employed to classify the outputs 

into categories like car, dog, truck, etc. 
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CHAPTER 2 

LITERATURE SURVEY 

 

2.1 Survey Papers 

The goal of the topic is to evaluate some of the research that has already been done in the field 

of recommending music based on user’s current emotion. Related topics have been studied in the 

past, such as the fusion of recommendation systems and facial expression detection software. 

These studies have looked into a variety of techniques to analyze facial expressions and infer 

emotional states, including computer vision, machine learning, and deep learning. Although there 

are multiple already analyzed papers in the field, less talks about the various algorithm and 

implementation techniques that this field requires. Moreover, various of them talk about the 

practical overview of the algorithm implemented also analyzing various performance measures. 

Here our aim is to provide an overview of the modern algorithms and technologies and their use 

cases 

 

Recent breakthroughs in computer vision, machine learning, and artificial intelligence (AI) have 

led to considerable improvements in music recommendation systems. This review of the 

literature attempts to give a thorough overview of the work that has been done in facial 

expression-based music providing systems, emphasizing important techniques, discoveries, and 

developments. 

 

As seen from the table in the next page various works has been done in capturing the emotions. 

Some of the works were closely related to the said field where generation of music playlist were 

done while some of the work was done in developing technology that would later become 

important in the field of study. While implementing the technology of any project there are 

several working components that are required in order to get a technology to work. We will also 

study various other projects that helped in developing this project 

 

 

One of the earlier works in this category has been done by Anand et. Al. [1]. In his paper they 

proposed a music providing systems that uses deep learning algorithms. They extracted features 

from a dataset containing a large amount audio signal and based on that they created a 

personalized playlist. Some of the features include rhythm. melody, pace of the songs etc. These 
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features as we can see helps in determining the essence of a song which in terms helps in 

determining the mood of the user. While training the models a neural network or any other deep 

neural network is used for feature extraction. These models are trained using various deep 

learning techniques. As the user interacts with the model, the model analyzes their listening 

history and preference and using those patterns recommend tailorized playlist for the user to 

listen. Based on the quality or accuracy of the playlist use rate the playlist. As they want to 

continuously improve the model, the system includes a feedback mechanism that use user’s 

feedback to garner the preferences of the user. After succession of training and feedback, the 

model improves its accuracy significantly. It is one of the good studies that shows a model 

implementing this model. 
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This model analyzes user’s photo or video stream to get the current facial expression of the user. 

Various computer vision algorithms are used for identifying the different parts of the face. Once 

the emotion is detected, features are extracted using machine learning algorithm. Once the training 

is done user tests the model and a tailored playlist is generated based on the preference of the user. 

Once again based on the generated errors, model is trained and its accuracy is improved. This 

system also interacts with the user in real time continuously tracking user’s facial expressions. 

 

 

 

Similarly, Ankita Mahadik et ai.[3] also proposed a system similar to this. They developed system 

that gives music based on current mood of the user using sentiment analysis techniques to interpret 

or map the emotional states or expressions. Sentiment analysis is most popularly used in Natural 

Language Processing (NLP). It takes the features extracted from the input image and rate them a 

sentiment score. It indicates the emotional element in the sentiment analysis system. Various hints 

like user’s entered text and data are used and forwarded to the model to get the current mood of 

the user. It is very important as it can process a wide variety of text information correctly and 

accurately. It can correctly predict the tone of the text. This results in more accurate generation of 

the personalized playlist for the user. Hence the user’s music experience gets elevated to another 

level. 

 

 

 

In another paper Aman Tamboli et al. [4] developed a collaborative filtering-based 

recommendation system, leveraging user- item interaction to generate personalized music 

recommendation. Collaborative filtering is a technique that can filter out items that a user might 

like or dislike based on the reactions of similar users[4]. It first search among a very big group of 

people and then identifying the patters among them and clustering the according to similar likes 

and dislikes. Generally deep learning models are used in such systems. Similarity is measured 

using various parameters like cosine similarities. Recommended systems frequently use this 

algorithm to generate tailor made playlist for a particular user. Music data of all the people in the 

group is taken and their preference is categorized. These systems are then used to filter the music 

that are liked or disliked by users. Then the system creates user tailored music by analyzing these 

patterns. By analyzing the previous user’s likes and dislikes this model improves user’s overall 

expectation and experience. 
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Another model that efficiently performs user’s recommended music experience is by Xinglin Wen 

et al. [5]. IoT (Internet of Things) is the technology used by them to recommend by them. They 

proposed an IoT enabled music providing system using deep learning techniques for feature 

generation and music recommendation. IoT devices are non-computing hardware devices like 

network devices, switches or plugs that can connect to a network and can transfer data. Wen 

presented IoT enabled music recommender that Makes use of IoT architecture and deep learning 

architecture. In this user’s data is collected in real time using IoT devices like wearable sensors or 

smart watches or speaker like Alexa or Google pod. These devices collect the user data and 

forwards it to deep neural architecture. Deep neural networks are then used to process this data 

along with extra features like user preferences. 

 

Based on this data model training is done. After model is trained, testing is done by the user. 

Model generate the recommended playlist depending on the user’s current mood and current 

situations. If any error is there it is fed back to the models and model’s accuracy is improved 

based on back propagation and hyper parameter tuning. 

 

A GRU (Gated Recurrent Unit) based structure was presented by Han et. Al [6]. They proposed 

recurrent neural network-based architecture for emotion recognition and music recommendation 

achieving high accuracy in emotion classification tasks. A recurrent neural network is a type of 

artificial neural networks that specializes in temporal and sequential data. They process sequential 

data as they process input data without any predetermined size limit. These models recognize 

patterns and relationship by remembering data as current output becomes the input to next time 

step. A GRU is same as LSTM which is a special type of RNN used for remembering long term 

dependencies. With GRU an inception module is used by this model which is used in image 

recognition tasks. It is modified to extract features of higher dimension from music audio data 

hence identifying patterns in both spatial and temporal dimensions. After feature extraction this 

data is inputted to GRU structure where mapping is done. After successful mapping recommended 

music playlist is generated for the user. For backpropagation, error correction and accuracy, same 

operations are performed as other already mentioned models. 

 

T-RECSYS, a music providing system that adds user preferences and temporal dynamics with 

deep learning approaches, was introduced by Fessahaye et al. [7]. Through the capture of temporal 
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patterns in music listening behavior, this technology addresses the dynamic nature of user 

preferences across time. Adaptive and customized music suggestions are made possible by T- 

RECSYS, which models and predicts changes in user preferences using deep learning algorithms. 

The deep learning model can forecast future user preferences based on historical behavior since it 

learns to identify patterns and correlations in the data during training. Crucially, the model is 

updated and modified on a regular basis in response to new data, so it stays up to date and takes 

into account the user's changing preferences. 

 

 

 

There are various studies that talks about it. Puri and Gupta [8] in their paper specified emotion 

capturing from images. Their work is based on computer vision and machine learning. In another 

work Oulid Djekoune al. [9] worked on emotion recognition based on deep learning and transfer 

learning. Also, Xavier Giro-i-Nieto et al. [10] uses convolutional Neural Netwok to recognize 

emotions in unrestricted environment. There are other research works that talks about more 

advance form of applications of the said project. A Facial Expression-Based Music Recommender 

System Using Deep Learning by A. Rahim, R. S. Rahman, S. F. Ahmed, and M. 

I. Ahmed [11]. This paper proposes a music providing system that incorporates facial expression 

analysis using deep learning techniques. Emotion-Based Music Recommendation Using Fusion 

of Content-Based and Collaborative Filtering Techniques by S. Kumar and S. Rajput [12]. This 

paper presents a music providing system that adds facial emotion analysis with content-based and 

collaborative filtering techniques. Music Emotion Recognition: A State-of-the-Art Review by Y. 

Song, L. Li, and T. P. Martin. [13] although not specifically about music recommendation, paper, 

provides a comprehensive review of music emotion recognition techniques, which could be 

relevant for developing emotion-aware recommendation systems 

 

2.3 Algorithms already in use 

 

 

Deep Learning-based Facial Expression Recognition with Keras: It enables real-time 

detection of up to five distinct facial emotions. It operates atop a Convolutional Neural Network 

(CNN) constructed using Keras with TensorFlow as its backend in Python. The system can 

classify facial emotions. Utilizing OpenCV for image processing tasks, the algorithm identifies 

faces from a live webcam feed, processes them, and feeds them into neural network for emotion 

detection. By facilitating one to one learning directly from input images. 
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Hybrid Music Recommendation Approach: It completely relies on collaborative filtering for 

music recommendation has various drawbacks, the most prominent being the "Cold Start" issue. 

This arises from the fact that music albums are tagged as frequently as they are discovered or 

listened to, leading to limited or absent tags for new or undiscovered music. Furthermore, listeners 

are more inclined to tag songs they strongly enjoy compared to those they only mildly appreciate 

or dislike. 

 

Viola–Jones Object Detection Framework: It stands as a widely adopted algorithm for object 

detection renowned for its fast detection speed despite slow training. This algorithm operates 

using Haar basis feature filters, eliminating the need for multiplications. Efficiency is significantly 

enhanced by first generating the integral image. 
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CHAPTER 3 

METHODOLOGY 

 
In the coming sections we are going to study about our model which is based on Machine 

Learning and CNN. Machine learning enables machines to learn and improve without being 

programmed by an external source. It involves following steps. 

 

1. Data Gathering 

2. Preparing the data 

3. Model Choosing 

4. Training The dataset 

5. Evaluation of the dataset and system 

6. Prediction done 

 

 

 

Data Collection: Collecting data is a vital phase in machine learning, where the accuracy of a 

model heavily depends on the data collected [17]. The information is organized in a tabular 

format and employed to train the model to get the patterns and correlations among features [19]. 

After preprocessing, the data is divided into distinct sets for model training and assessment, 

specifically the set that is used as training and testing. 

 

 

 

Data Preparation: Preparing the data involves loading it into an appropriate environment and 

organizing it to ensure that the learning process remains unaffected. It is crucial to identify 

relationships among various variables, and the data is divided into two parts: one set will be used 

for training the model (the training set) and the other for checking the performance of the model 

(the testing set). Additional manipulations, such as normalization and error correction, are also 

carried out. 

 

 

 

Model Selection: The next step is selecting the appropriate model, which is essential for 

accomplishing the task effectively. 
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Training the Model: After selecting the model, the data is used to progressively enhance its 

predictive capability. Values are assigned to parameters A and B in the model, and the output is 

predicted and compared with the actual values. These parameters are then adjusted to better 

align with the predictions, and this iterative process continues. 

 

 

 

Dataset Evaluation: After completing the training, it is crucial to evaluate the dataset to 

determine the model's effectiveness. Testing is performed on data that was not used during 

training and has been reserved specifically for this purpose. 

 

 

 

Prediction: The ultimate goal of machine learning is to leverage data to answer various 

questions, which underscores its value. The model developed through the preceding process can 

be used to predict the desired outcomes. 

 

 

 

 

 

Fig. 3.1 Flowchart of Implementation 

 

 

3.1 Input Design 

It is that link that bridges a connection between user and the application interface (API). It 

generally includes having some information about converting raw data or transaction data in 

data which can be processed by the system. 
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This conversion is accomplished in a many ways, including direct user data entry or computer 

scanning of written or printed materials. The main aim is to restrict data that can be entered into 

the system, errors can be minimized, get rid of faulty process and keep the UI simple for the 

user. It is set up to guarantee privacy preservation, usability, and security. Determining the 

required input data, appropriately structuring or coding the data, guiding the user through 

conversation, and putting techniques for input validation and error handling procedures into 

practice are all aspects of input design. 

 

 

 

3.2 Output Design 

An output that satisfies end user expectations and efficiently conveys information is considered 

high quality. Any system uses outputs to communicate its processing results to users and other 

systems. The way information is presented in hard copy format and to meet urgent demands is 

determined by the output design. It is the main and most direct information source for users. The 

system's ability to assist user decision-making is improved by well-designed output. 

 

 

 

3.3 Data Flow Diagrams 

It is set of Diagrams which are simply graphs that shows input, different operations that can be 

performed on that input and output that is generated as a result of these operations. DFDs provide 

a visual representation of the changes and paths taken by information as it moves through a 

system. 

 

 

 

Use Case Diagrams 

It is a behavioral diagram created using UML and developed by carefully going through all the 

cases or situation a user can go through. The important function of USD is to provide a visual 

picturization of the functioning of the all the process of a system and relationship between all 

those situations or cases. A use case diagram shows system operation for each player in the 

process and also their roles. 
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Fig. 3.2 diagram showing Use Case 

 

 

 

 

 

 

 

 

 

Sequence Diagram 

 

 

It is pictorial representation of sequence and style of interaction between process. Its 

organization follows the following guidelines of a message chart. It is also known as event 

diagrams or timing diagrams. 
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Fig. 3.3 Diagram Showing sequence 

 

 

 

 

 

Activity Diagrams 

 

 

Activity diagrams are graphic designs representing a set of sequential operations that include 

decisions, repetition, and concurrent execution of tasks and actions. Activity diagrams are a 

technique used in the Unified Modeling Language (UML) to represent the sequential processes 

of business and operational components of a system [23]. An overview of the system’s control 

Flow is given by these diagrams. 



25  

 
Fig. 3.4 Activity Diagram 

 

 

 

3.4 Modules 

 

 
Data collection Module 

 

 

In the survey user were asked three simple questions: 1. What type of music they generally listen 

when they are feeling happy? 2. What kind of music they would like to hear in a depressing 

situation? 3. What type of music they listen when they are upset? 

 

Emotion Extraction Module 

 

 

An image of the feeder is taken with the help of camera or webcam. To improve the effectiveness 

of the classifier—which is in charge of recognizing the user's face in the image—the frame from 

the camera feed is transformed into a grayscale image after it is taken. 
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The image is then forwarded to the classification section after the conversion procedure. The 

user's face is extracted from the webcam stream frame by the algorithm using feature extraction 

techniques. Then, specific features are fetched from the input face and sent to the section of the 

trained network so that it can identify the emotion that the user has displayed. 

 

The classifier uses these photos as training data. As a result, based on the information learned 

during the training phase, the classifier can determine the locations of facial landmarks when it 

is given a completely new and unknown collection of photos. The coordinates of the recently 

discovered face landmarks are then returned by the classifier. 

 

To accurately identify the user's indicated emotion, the network is trained on a large dataset. 

 

 

 

 

 

Audio Extraction Module 

 

 

The user is then shown music or other sounds that matches the expressed feeling after the user's 

emotion has been identified. The user is presented with a list of songs that correspond with the 

selected emotion, from which they can select their favorite song. The songs that are shown are 

sorted according to how the user usually listens. 

 

 

 

 

Emotion – Audio Integration Module 

The songs that are relevant to the emotions that were extracted are preserved and played on the 

internet. For example, music from the cheery database will play if the user labels the mood or 

facial expression as "happy." The proposed method uses OpenCV to capture images with an 

inbuilt camera and perform preprocessing. 

 

The model, trained using Fisher face, is saved in an XML file. The user selects their preferred 

language for music and their favorite singer either by selection or typing. The system then 

captures current facial expressions using the inbuilt app and stores the images in a specific 

format. 
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In our proposed system, Mood Musica, we integrated computer vision and machine learning 

techniques to integrate and detect facial expressions. To get the results for the training, we used 

Visual Studio Code for coding. We have used a CNN model along with Emgu and OpenCV 

library for facial recognition and feature extraction and classification. We have used C# for 

window application development and user interface. We can divide our model in two parts – 

mood detection module and music recommendation module. 

 

 

 

A. Mood detection 

 

 

This module is divided into three parts: 

 

 

Face capturing - Frame extraction using inbuilt camera is a process in which the user is 

able to capture images using the camera that is built into their system. 

The camera captures frames, and these frames are then saved as images in a particular size. 

 

 

Several applications, including image processing, object detection, and facial recognition, 

benefit from this method. It is very easy to see that this process needs a camera with good 

resolution and clarity to capture high-quality frames. 

 

Additionally, the images captured by the camera need to be processed and manipulated to 

achieve the desired results. 

 

Face Detection – It is ability of a system to detect facial features in any image or frame. 

After face detection the coordinates of a bound box is given. We have used the python library 

OpenCV for face detection and facial features extraction. We have used Emgu library to 

integrate OpenCV to windows application. It is cross platform .NET wrapper for OpenCV. Its 

main purpose is to allow let developer access OpenCV functions and algorithms, making it easier 

to develop computer vision application using C# or any other .NET language. 

 

 

 

Mood Detection – Mood detection is based on the inferring extracted facial features. Based 

on given facial features, it will be classified in the existing mood emotion like happy, sad, 
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surprise, fear and angry. For this task, traditional keras mod-ule which is generally preferred for 

such operations could be used but it would have used a lot of time and would be machine heavy. 

Hence, we have used a pre-trained CNN model, FER (facial expression Recognition) which is 

trained on the Facial Expression Recognition Challenge (FER2013) dataset. There are various 

other models too but FER provides a set of images with annotated facial expressions making it 

easier to compare. Also, it consists of 35000 labelled images of 48×48 pixels which contains 

different facial expressions. It allows robust model training and evaluation. We trained our 

models for 50 epochs and achieved an ac-curacy of 82%. 

 

 

 

Image Processing 

 

 

A. Converting to blob object 

 

 

The first stage of image processing begins with the conversion of the input image into a blob 

object. This conversion process entails resizing the image to match the network's input 

specifications, standardizing pixel values, and reordering channels as necessary. The resultant 

blob object serves as a structured representation of the image, apt for subsequent input into deep 

learning models. 

 

 

 

B. Defining the class and Declaring Bounding Box 

 

 

After converting the blob, classes are designated to recognize objects of interest. Bounding 

boxes are defined around these classes, delineating the spatial limits of each object. This stage 

lays the groundwork for subsequent object detection, furnishing essential details for model 

training and assessment. 

 

 

 

C. Convert the array to a NumPy Array 

 

 

In order to streamline data manipulation, the blob object is transformed into a NumPy array. 

NumPy arrays provide flexibility and efficiency, facilitating smooth compatibility with deep 

learning frameworks. 
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This conversion simplifies the management and manipulation of image data throughout 

subsequent processing phases. 

 

Loading the Pre- Trained Model 

 

 

A. Reading the Network Layer 

 

 

Loading a pre-trained model entails comprehending its architecture through examination of the 

network layers. This process ensures alignment and understanding of the model's structure, 

thereby enabling subsequent fine-tuning or feature extraction tailored to specific tasks 

 

 

 

B. Extracting the Output Layers 

 

 

Upon loading the model, the output layers are retrieved. These layers encompass feature maps 

and class scores generated during the forward pass. Extracting the output layers is essential for 

acquiring predictions and gaining insights into the model's interpretation of the input image. 

 

 

 

 

C. Appending Image Annotation files and Images 

 

 

During this stage, image annotation files, which offer ground truth information, are associated 

with their corresponding images. This pairing establishes a comprehensive dataset essential for 

both model training and evaluation, allowing the algorithm to glean insights from annotated 

examples. 

 

 

 

D. Converting BGR to RGB 

 

 

Differences in color representation across libraries require converting the image from BGR to 

RGB. This adjustment ensures uniformity in color interpretation across various platforms, 

preparing the image for further processing and visualization. 
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E. Creating the Mask and Resizing the Image 

 

 

A mask is created to emphasize areas of interest within the image, assisting in subsequent feature 

extraction. At the same time, the image is processed and molded into a dimension which is easily 

processable by the next layers, guaranteeing consistent input sizes for the model. This process 

is crucial for preserving uniformity and reliability across different datasets and scenarios. 

 

 

 

F. Noise Removal 

 

 

Noise Removal: Techniques are employed to eradicate errors or unwanted artifacts from the 

image, which could lead to unreliable outcomes. Gaussian blur, median blur, and bilateral 

filtering are commonly utilized methods for noise removal. These techniques aid in refining the 

image, diminishing distortions or irregularities in pixel values that might have arisen during 

image capture or processing. By eliminating these discrepancies, the image becomes more 

suitable for accurate analysis and classification. 

 

Data Augmentation 

 

 

A. Randomizing the Image 

 

 

Data augmentation is essential for bolstering the resilience and diversity of training datasets 

utilized in machine learning models. An essential approach involves introducing variability into 

images through randomization, which encompasses applying random transformations. These 

transformations include adjustments to brightness, contrast, and color intensity, thereby 

exposing the model to a wider spectrum of visual scenarios. 

 

Through randomization, the risk of overfitting is mitigated, as the model encounters diverse 

representations of the same object, enhancing its ability to generalize to unseen data. 
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B. Rotating the Image 

 

 

Rotation serves as a crucial data augmentation technique, enriching the dataset's understanding 

of object orientations. Through the application of random rotation angles to images, the model 

gains insights into recognizing objects from diverse perspectives. This process enhances the 

model's capability to address real-world scenarios, where objects may manifest at different 

orientations. By implementing this augmentation technique, the model avoids over-dependence 

on specific object orientations inherent in the original dataset, fostering improved adaptability 

to new instances. 

 

 

 

 

C. Transforming the Image 

 

 

Transformation, which includes scaling, shearing, and flipping, introduces geometric variations 

to images during augmentation. This technique enriches the dataset by simulating diverse spatial 

relationships between objects. Scaling adjusts the size, shearing distorts shapes, and flipping 

horizontally or vertically creates mirrored versions. The model gains from exposure to these 

transformed instances, becoming more adaptable to variations in scale, shape, and orientation. 

 

 

 

Overall, data augmentation, employing randomization, rotation, and transformation, strengthens 

machine learning models, enabling effective generalization to unseen data and enhancing their 

performance in real-world applications. 

 

 

 

D. Feature Extraction 

 

 

CNN, a machine learning technique, comprises two layers: an input layer and an output layer. 

Trained on a dataset of pre-labeled images, it can classify distinctive facial characteristics in the 

input data. 

 

Notable visual features extracted in this project encompass the nose, lips, and eyes. These 
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features manifest as points, exemplified by the distance between the eyebrows, the mouth's 

width, and the upper eyelid's height. Through analyzing these features, CNN can discern the 

emotions conveyed by the user in the image, encompassing happiness, sadness, or neutrality. 

 

 

 

Functional Calculation 

 

 

The positioning of an individual's nose, mouth, and eyes on their face is determined through the 

calculation of all extracted features in this stage. Face motion detection relies on this calculation. 

 

 

 

Music Recommendation 

 

 

The dataset of songs chosen for the recommendation of the music was found on Kaggle. Then 

we started looking for good cloud storage platform to store and retrieve the songs. Initially 

various famous cloud storage like Google cloud, Dropbox, AWS, etc. were considered but they 

quickly turned down as they were costly as well as providing limited storage options. 

 

We also looked for several cheap options like Ampache and Mega were considered but their 

service was mainly web based. 

 

Finally, we used Cloudflare Cloud service as it mainly is a backend server. It also provides a 

handsome free cloud storage. 

 

 

 

Integration and Working 

 

We integrated the camera feed with facial features extraction using expressions using Emgu.CV 

library. Following steps were taken to integrate the features: 

 

Video Capture: we used ‘VideoCapture’ class from the Emgu.CV to initialize the camera and 

initialize capturing video frames. This function allows smooth capturing of frames from the 

camera. 
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Frame Processing: we used ‘ProcessFrame’ to process each captured frame. We performed 

various operation like face detection and facial features extraction. 

 

Face Detection: we used ‘CascadeClassifier’ class of the Emgu.CV to perform face detection 

on each frame. It uses pre-trained Haar cascade classifier to enable face detection. 

 

Face Region Extraction: We extracted a region of interest corresponding to detected face 

 

 

Facial expression/ emotion recognition: we used pre trained facial expression recognition model 

to classify the facial expression in the extracted region. We used 

DnnInvoke.ReadNetFromTensorflow’ method from Emgu.CV. 

 

Output: The output is the predicted facial expression which is displayed in the form of a printed 

text. This allows real time processing of facial emotion classification. 

 

 

 

For the integration of the mood detection and music recommendation module, we used above 

steps. Once the integration is done, a project on Cloudflare is created which contains the songs 

loaded from Kaggle dataset. Then the Cloudflare database is linked to the windows application. 

We created a window application with intuitive user interface. 

 

 

 

The Mean Absolute Error (MAE) is used as a statistical metric for assessing precision of 

prediction models [23]. It quantifies the average absolute difference between predicted and 

actual values within a dataset [23]. In the context of song recommendation systems, MAE offers 

a means to gauge the accuracy of the system's predictions. Essentially, it reflects the average 

absolute difference between the predicted and actual song recommendations across all test 

samples [24]. By providing a single numerical value, MAE encapsulates the overall performance 

of the model. A smaller MAE value indicates superior model performance. 
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3.5 The test 

We proceed in the testing stage in the same manner as in the training step; the only thing that 

is different is that "test set" data is used as an example for input for testing i.e. to test the 

difference between actual and predicted value. It is known as Loss. The loss function used is 

MAE. The Mean Absolute Error (MAE) serves as a statistical metric for assessing the precision 

of prediction models. It quantifies the average absolute disparity between predicted and actual 

values within a dataset [23]. In the context of song recommendation systems, MAE offers a 

means to gauge the accuracy of the system's predictions. Essentially, it reflects the average 

absolute difference between the predicted and actual song recommendations across all test 

samples [24]. By providing a single numerical value, MAE encapsulates the overall 

performance of the model. A smaller MAE value indicates superior model performance. 

We report the results, concentrating only on calculating the test loss for user-rated films in the 

test dataset. This guarantees that the basis of our evaluation is not previously seen data, resulting 

in a more precise appraisal of the system's performance with novel inputs. By using data that 

the system hasn't seen during training, the procedure makes sure that its capabilities are 

evaluated, providing information about its generalization and predictive capabilities. 



35  

CHAPTER 4 

RESULTS AND ANALYSIS 

It is very hard to predict actual human emotion and mood as each face has unique facial 

expressions and features. But since some of the facial features are same, with proper facial 

expression algorithm and training it can be guessed up to a certain extent. In our case we have 

used the algorithm and used the dataset having quality labelled data. With poor quality of the 

images, most of the time model fails to work if provided with bad quality images. One of the 

things that user can do is use a high-resolution camera so that result is not negatively impacted by 

the low resolution. We have used the window application and laptop cameras are generally subpar 

as compared to their mobile counterparts. Sufficient lighting is used to increase the srtructure of 

the input image of the windows webcam. We have successfully developed and runs the 

applications and captured following screenshots. 

 

 

 

 

 

 

 

 

 

 

Expression Description Primary Emotion 

Raised Eyebrows Brows are raised, eyes are wide 

open 

Surprise 

Smiling Mouth is curved upward, eyes may 

wrinkle 

Happiness 

Frowning Frowning Sadness 

Rolled Eyes Eyes are rolled upwards Disgust 

Table 4.1 Facial Feature 
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Features Description 

Tempo Speed of the songs 

Rhythm The pattern of the beats in the song 

Melody The actual tuning of the song 

Harmony combination of musical notes played at same time 

Lyrics The words of a song 

Instrumentation Actual instrument played in the song 

Loudness volume of the song 

Energy The perceived intensity or activity level of the song 

Table 4.2 Song Features 

 

 

 

 

Algorithm  Accuracy Precision Recall F1 Score 

CNN (Proposed 

Model) 
 0.835 0.862 0.827 0.844 

SVM  0.884 0.876 0.865 0.871 

KNN  0.78540 0.79 0.78 0.77 

Table 4.3. Accuracy of the Algorithms 

 

 

 

 

This research presents a music recommendation system that works on the feelings captured to use 

the user's face using a camera. The system uses OpenCV for capturing and preprocessing images, 

Haar Cascade Classifier for face detection, and CNN for extracting the features and emotion [16]. 

Based on the detected emotion, the system gives a playlist of songs to listen to [16]. The goal of 

this system is to improve user interaction with the system and provide a form of never had 

experience for the user. 
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Fig 2 depicts the home page of our application Mood Musica. Users are asked to register for the 

application and login if already the member. Fig 3 shows the user in happy mood and ‘happy face 

detected’ msg printed. Once the user clicks on the music, a playlist is shown having happy 

emotion. Fig 3 shows same for the sad emotion. 

 

 

 

 

Fig. 4.1 Mood Musica Home Page 

 

 

 

 

 

 

 

Fig 4.2 Happy Face Detected 



38  

 

 

 

 
Fig 4.3 Sad Face Detected 

 

 

 

When the user opens the app for the first time, the app asks for Registration/ Login Credentials. 

Once user confirms, an interface showing the camera snap button which is integrated to the system 

camera app. 

 

Once the user clicks on the snap button, user is taken to camera app to take the picture. The picture 

is then forwarded to the face detection program. If there is no face then error is printed to the 

screen to tell the user that no face is there for consideration. If face is detected it is provided to 

mood detection algorithm. Algorithm classify the expression and then after paly music button is 

clicked, music playlist is displayed to the user. 

 

Overall, the proposed system aims to deliver an automatic music playlist designed to positively 

enhance a person's mood. If the system detects negative emotions, it will offer a curated playlist 

featuring music types most likely to improve the user's experience. By analyzing the facial 

expressions and emotions, the system can provide personalized music recommendations tailored 

to their specific needs. 
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CHAPTER 5 

CONCLUSION & FUTURE SCOPE 

We have seen in this paper that various study has already been done successfully in music 

recommendation based on user’s emotion captured through facial expression. We have seen 

different technologies like computer vision, and many more technologies been deployed in order 

to capture the emotion and the successfully recommending the music that relays on the current 

personal mood of the user. Different algorithms are deployed and we saw how different algorithm 

integrate different facial data and capture such data to capture the true emotion of the user. We 

can totally create a whole new application or can integrate such technologies not the existing 

platform like YouTube or google etc. Also, many more data collection technologies must be 

inferred to further advance the user’s satisfaction. Also, user interface design must be user friendly 

and process of capturing of the facial emotion must be minimal i.e. user won’t want to carry a 

separate device for emotion capturing. This transitioning of emotion capturing should be smooth. 

Ethical concerns such as privacy must also be adhered to such that no data must be collected or 

used without the consent of the user as privacy infringement and data misuse are not new things 

in today’s time. There is still a load of work not just in this field but facial expression can have a 

wide range of application on other fields too. With continuous research and advancement in the 

field, we can create an idol system that recommend music based on the dynamic emotion of the 

user. We have developed a music recommended system, Mood Musica, which recommends music 

based on the emotion of the user. It captures the emotion of the user by analyzing the facial 

expression which are like the gateway to one’s mood and emotion. Once the emotion is detected, 

underlying algorithm is able to return a playlist based on the detected emotion. Although capturing 

emotion is very hard it can be done if model is trained accurately to determine a set of emotions. 

Our model was able to give an accuracy of the 82% on the validation set. 

 

We were able to detect four emotions related to the extracted features of the facial emotion. These 

include – happy, sad, neutral, and angry. For the further work, we can look to integrate more 

emotions like surprise and fear. Also, it is very hard to predict the current emotion of the user just 

by seeing the facial expression. We need more features like live heart rate and body temperatures 

can be used. These along with facial expression can also leads to better detection of the mood of 

the user leading to accurate results. 
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