
 PREDICTING CARDIOVASCULAR 

DISEASE PATIENTS WITH MACHINE 

LEARNING: A COMPARATIVE ANALYSIS 

OF CLASSIFICATION MODELS 
 

Dissertation Submitted 

In Partial Fulfillment of the Requirements for the 

Degree of  
 

MASTER OF SCIENCE 
in  

MATHEMATICS 
 

by 
 

Aarushi Saini 
(Roll No. 2K22/MSCMAT/01) 

 

Diya Malhotra 
(Roll No. 2K22/MSCMAT/12) 

 

Under the Supervision of 

Prof. Anjana Gupta 

Delhi Technological University 
 
 

 

Department of Applied Mathematics 
 

DELHI TECHNOLOGICAL UNIVERSITY 
(Formerly Delhi College of Engineering) 

Shahbad Daulatpur, Main Bawana Road, Delhi-110042, India 

 

May, 2024



ii 

 

 

ACKNOWLEDGEMENT 

 

The successful completion of this dissertation required significant guidance and 

support               from various individuals and we received assistance throughout the process. 

It gives immense pleasure to present our research work titled “Prediction of 

cardiovascular disease patients with Machine Learning: A Comparative Analysis of 

Classification Models”. 

 

First and foremost, we are deeply grateful to our supervisor Prof. Anjana Gupta, for 

her helpful suggestions and ideas. Her encouragement and guidance were beneficial 

to us to explore and understand this topic. We express our gratitude to the college 

for providing necessary resources. Also, appreciate everyone who helped us 

throughout the process. We are also grateful to each other for our collaboration and 

coordination, as it was essential for timely completion of the project. 

 

 

Sincere Thanks, 

 

Aarushi Saini 

 

Diya Malhotra 

 

 

  



iii 

 

  DELHI TECHNOLOGICAL UNIVERSITY 
(Formerly Delhi College of Engineering) 

Shahbad Daulatpur, Main Bawana Road, Delhi-42 

  

CANDIDATE’S DECLARATION 

 
We Aarushi Saini (2K22/MSCMAT/01) and Diya Malhotra (2K22/MSCMAT/12) 

hereby certify that the work which is being presented in the thesis entitled 

“Predicting  Cardiovascular Disease Patients with Machine Learning: A 

Comparative Analysis of Classification Models” in partial fulfilment of the 

requirements  for the award of the degree of Master of Science submitted in the 

Department of Applied Mathematics, Delhi Technological University is an authentic 

record of our own work carried out during the period from August 2023 to April 

2024 under the supervision of Prof. Anjana Gupta.  

 

The matter presented in the thesis has not been submitted by me for the award of 

any other degree of this or any other institute. 

 

 

 

 

                                                                                                  Candidate’s Signature 

 

 

This is to certify that the student has incorporated all the corrections suggested by 

the examiners in the thesis and the statement made by the candidate is correct to the 

best of our knowledge. 

 

 

 

 

 

 

  Signature of Supervisor                                           Signature of External Examiner 

 
 

              

                                                    

                                                                                             

                                                                                           

 
 

 



iv 

 

 DELHI TECHNOLOGICAL UNIVERSITY 
(Formerly Delhi College of Engineering) 

Shahbad Daulatpur, Main Bawana Road, Delhi-42 

 

 

CERTIFICATE BY THE SUPERVISOR(s) 

 

Certified that Aarushi Saini (2k22/MSCMAT/12) and Diya Malhotra 

(2k22/MSCMAT/12) has carried out their search work presented in this thesis 

entitled “Predicting Cardiovascular Disease Patients with Machine Learning: A 

Comparative Analysis of Classification Models” for the award of the Degree of 

Master of Science from the Department of Mathematics, Delhi Technological 

University under my supervision. The thesis embodies results of original work, and 

studies are carried out by the students themselves and the contents of the thesis do 

not form the basis for the award of any degree to the candidate or to anybody else 

from this or any other University. 

                

      

                                                                                                                    

                                                                                                                      Signature                                                                                                                                                     

                                                                                                        Prof. Anjana Gupta                                                                                                

                  Professor 

                                      Department of Applied Mathematics 

Delhi Technological University 

 

 

 

   Date:  

   Place:

 



v 
 

Prediction of cardiovascular disease patients with Machine 

Learning: A Comparative Analysis of Classification Models 

 

 

ABSTRACT 

 
Cardiovascular disease is a very serious health issue. So, in order to prevent its spread, 

we need to understand the reason behind its increase. Different factors like our 

lifestyle, our genes, the surroundings that we live in and so on all contribute to the risk 

of getting CVD. So, it is important to make positive changes in our day-to-day life 

which in the end will make us healthier. This research paper delves into understanding 

the importance of such factors. We have used classification models like Logistic 

Regression, Decision Tree Algorithm, Random Forest, KNN, Support Vector Machine 

and Naïve Bayes to make predictions regarding cardiovascular disease patients. We 

have used data from the UCI Repository that includes the features (predictor variables) 

such as age, BMI, gender, cholesterol, alcohol intake, and so on to determine the 

presence of cardiovascular disease patients (response variable). Different models have 

been used to find out which model works best and we have done this by estimating 

various metrics that are essential for the assessment of model performance such as 

accuracy, precision, recall, etc. The Support Vector Machine model had the highest 

accuracy, Roc-Auc. So, this shows that the Support Vector Machine (SVM) so far is 

the best model for making predictions regarding CVD.  

 

 

 

Keywords: Cardiovascular Diseases, Machine Learning, Logistic Regression, SVM, 

KNN, Decision Tree, Random Forest, Naive Bayes. 
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CHAPTER 1 INTRODUCTION 

 
1.1 COMMENCEMENT 

 

The heart is a vital organ that is present in both human and animal bodies and is crucial 

for survival. It circulates blood throughout the body via the circulatory system. 

Cardiovascular disease encompasses a range of conditions affecting the heart and 

blood vessels. These conditions can influence the heart or blood vessels in various 

ways. An individual may experience symptoms (showing physical signs of the disease) 

or remain asymptomatic (not experiencing any noticeable symptoms). 

 

As reported by the World Health Organization (WHO), cardiovascular diseases 

(CVDs) accounted for the most deaths globally in 2019, representing 32% of all global 

deaths. The majority of the fatalities around 85% resulted from heart attacks and 

strokes.[1]. Populations that are growing older and becoming more numerous are 

making matters more complicated; in 2030, 22.2 million deaths from CVD are 

predicted [2]. Around 75% of cardiovascular fatalities happen in low- and middle-

income nations. Heart disease is caused by multiple risk factors, including lack of 

physical activity, poor diet, and excessive use of alcohol and tobacco. Most 

cardiovascular diseases can be averted by adopting a healthy daily lifestyle, which 

includes limiting salt in the diet, eating more vegetables and fruits, engaging in regular 

physical activity, and quitting smoking and excessive alcohol consumption [3]. Early 

detection of cardiovascular disease is essential for the timely initiation of medication 

and counseling-based treatment. 

 

Currently, computers are being used in various domains including medicine where 

they enhance decision-support systems. Machine Learning (ML) is becoming more 

used in a variety of disciplines, including disease diagnosis in health care. Many 

researchers and healthcare professionals demonstrate the perspective of machine 

learning-based disease diagnostics (MLBDD), which is both affordable and time-

efficient [4]. Healthcare data, including as pictures (X-ray, MRI) and tabular data 

(patient conditions, age so on), are utilized in developing MLBDD systems. ML is an 

instance of artificial intelligence (AI) that is becoming popular in the domain of 

cardiovascular health. It refers to how computers handle data and make decisions or 

classifications, with or without human intervention. ML framework is based on models 

that take input data and forecast results leveraging a combination of mathematical 

optimization and statistical examination. Various ML algorithms have been utilized in 

daily activities. Numerous causes of heart disease can complicate prediction. 

 

Heart disease can be detected using machine learning techniques. Various techniques 

are used to reliably and precisely predict heart disease. Feature selection methods such 

as Decision Tree (DT), Logistic Regression (LR), Random Forest (RF), Naive Bayes 

(NB), and Support Vector Machine (SVM) and many more have been developed to be 

equally effective in disease prediction [5]. Our goal is to advance the creation of more 

accurate and efficient models for predicting heart disease by investigating various 

methodologies. 
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The remaining section of this paper is structured as follows: chapter 1 elaborates on 

introduction. chapter 2 elaborates on literature review whereas chapter 3 explains the 

approach in depth, including data collection, data preparation, and the use of 

classification models. chapter 4 compares the metrics of different classifiers using 

experimental results and performance evaluation indicators. Finally, chapter 5 

summarizes the important results and their importance in heart disease prediction.            
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CHAPTER 2 LITERATURE REVIEW 

 
2.1 Related Work 

 

Following section, our focus will be on exploring previously conducted or related 

research on this area. 

 

The authors of [7] proposed a method for predicting coronary heart disease (CHD) 

using Logistic Regression Model, demonstrating its suitability for binary as well as 

multi-class classification. The study is based on training dataset containing 4000 

instances along with 15 different attributes. The research aims to improve CHD risk 

prediction and find out the risk factors to get an estimate of overall risk using Logistic 

Regression. 

 

P. H. Swain and H. Hauska (1977) [9], following authors researches on concepts of 

multi-stage classification strategy using decision tree classifiers and with that it 

compares both manual and optimized design methods hence showing that optimized 

design yields better results. The research paper shows decision tree classifiers are 30-

50% more efficient while maintaining accuracy. 

 

Madhumita Pal and Smita Parija (2021) [10], following authors presents a paper on a 

random forest data mining algorithm for predicting heart disease, achieving a 

sensitivity of 90.6%, specificity of 82.7, and accuracy of 86.9%. The model yielded 

accuracy of 86.9% and diagnosis rate of 93.3%. The system can be applied to other 

diseases using machine learning algorithms like Naïve Bayes, DT, K-NN, LR, and 

fuzzy logic for improved predictions. 

 

Authors of [11] aims to find machine learning based cardiovascular disease prediction 

system. A lot of algorithms such as Random Tree, Naïve Bayes, Linear Regression, 

etc. have been used to predict cardiovascular disease. The research showed that 

Random Tree model outperformed all other models having efficiency of 100% with 

MAE of 0.0011 and RMSE of 0.0231. 

 

Authors of [12] proposed hybrid system, developed using Python and tested on the 

Cleveland heart disease dataset at UCI, achieved an accuracy of 86.6%, outperforming 

existing heart disease prediction systems. Various ML algorithms were used to process 

raw data, providing a novel approach to heart disease prediction. Early detection and 

early prevention can significantly reduce mortality rates. Further research is needed to 

apply the hybrid HRFLM approach to real-world datasets, combining the 

characteristics of Random Forest (RF). Further extension is recommended for real-

world datasets. 

 

Aditya Duneja & Thendral Puyalnithi [13], following authors present an intuitive and 

easy-to-understand modification to KNN, which slightly improves its classification 

accuracy in some datasets but drastically in others. Out of 16 evaluated datasets, 8 

showed a 5% increase in model’s accuracy, while 4 showed an average 3% increase. 

The worst-case accuracy of the suggested approach is the same as that of the traditional 
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KNN, suggesting that it is as accurate as or more accurate than the original KNN 

algorithm. 

 

The authors [15] have developed a Naive Bayes algorithm model for predicting heart 

disease using clinical data from a Chennai diabetic research institute. The model scored 

71% precision, 74% recall, and 71.2% F-measure, accurately classifying 74% of input 

examples. Regardless of the fact that the variables utilized in this method are not 

directly predicted by certain factors. 

This method outperforms further comparable techniques in the literature. 

Authors [16] proposed model on how machine learning algorithms can be used in the 

diagnosis of heart disease. Here they have used various ML algorithms like SVM, NB, 

DT, Bagging &boosting, and RF for the prediction of heart disease. The models were 

trained and tested on UCI repository data including patients with heart disease and 

those who are not affected by the disease. Thus, random forest algorithm achieved 

89.4% accuracy, proving cost-effective diagnosis on large datasets. 

 

Uma N Dulhare [17] author proposed model improves Naive Bayes classifier accuracy 

using particle swarm optimization for feature subset selection, achieving similar or 

better classification performance. The predictive model achieved Naïve Bayes 

accuracy of 79.12%, while the Naive Bayes and PSO model achieved 87.91%. This 

algorithm maximizes classification performance while minimizing feature number, 

enabling feature subset selection with fewer features and increasing classification 

performance compared to using all features in a dataset. 
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CHAPTER 3 RESEARCH METHODOLOGY 

 
In this section, roadmap of various methods and the techniques that are used to 

accomplish our research objectives of evaluating and comparing various classification 

models in the context of cardiovascular diseases are outlined. 

 

 

 
     Figure 3.1: Research Methodology 

 

3.1 Data: The aim of the research paper is to predict the people suffering from 

cardiovascular disease. For that we have taken the dataset regarding cardiovascular 

disease from UCI Repository and it consists of 70000 records, each representing a 

patient's information. This dataset includes data on observable traits and risk factors 

related to heart attacks. Figure I.1 in the Appendix provides an overview of the dataset.  

 

3.2 Data Preprocessing: After the data has been collected, Preprocessing was done 

that involves dealing with missing values, correcting incorrect records, inconsistencies 

and so on. We made use of some statistical methods such as mean to fill in any missing 
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information and also removed duplicated values. This was done to ensure that our 

research is based on complete and accurate dataset. 

 

3.3 Feature Selection: Refers to a process where the most important features are 

selected from the original dataset and neglecting irrelevant ones. This process helps in 

improving the performance of model as too many features may lead to overfitting, 

complexity and so on. 

 

3.4 Classification: Classification is the process of organizing a given dataset into 

distinct categories, a process which is applicable to both structured and unstructured 

data. The initial step in classification is predicting the category of the data points given. 

There are various methods in classification:  

 

3.4.1 Logistic Regression: Logistic Regression (LR) [6] is supervised machine 

learning algorithm which aims at figuring out the chances of something happening 

based on different factors. It’s like trying to predict if the person will have the 

cardiovascular disease or not. The LR technique is implemented in this study to 

classify heart disease. To boost performance, pre-processing of the data is performed, 

such as cleaning and detecting missing values. The most important part is feature 

selection, which improves algorithm accuracy and especially focuses on behaviour. 

Logistic regression's behaviour is that as training grows, so does prediction accuracy. 

The dependent variable in logistic regression is binary. It is used for prediction and 

estimating probability of success.  

The sigmoid function is employed as a cost function to limit the logistic regression 

hypothesis between 0 and 1 (squashing), i.e., 0 h (x) 1 [7]. We classified and predicted 

the CVD patients in the machine learning LR using the function [5]: 

 

𝑓(𝑥) = {
1, 𝐶𝑉𝐷 𝑝𝑟𝑒𝑠𝑒𝑛𝑡
0, 𝐶𝑉𝐷 𝑎𝑏𝑠𝑒𝑛𝑡

 

 

In LR, the cost function is referred to as: 

 

log
𝑃

1 − 𝑃
= 𝛼0 + 𝛼1𝑥1 + 𝛼2𝑥2 + ⋯ + 𝛼𝑃𝑥𝑝 … . 

 

3.4.2 Decision Tree: - The decision tree (DT) stands out as the most important 

predictive modelling and classification method within learning algorithms, extensively 

applied in practical approaches in supervised learning techniques [8, 9]. With the help 

of Decision Tree algorithm, a tree like structure is created which includes internal node 

(decisions made on the basis of features available), branches (outcomes of the 

decision) and leaf node (represents final decision). 

While making predictions regarding cardiovascular disease through decision tree 

algorithm we first divided the dataset into training and testing datasets and then by 

calculating entropy which determines which feature to be used at various nodes. This 

process continues until a specific criterion is met i.e. all the decision nodes have been 

made. 

 



7 
 

 
Figure 3.2: Decision Tree 

 

3.4.3 Random Forest: The Random Forest (RF) is a supervised machine learning 

technique that uses decision trees to perform classification and prediction by averaging 

several independent base models [10]. Random Forest creates a collection of decision 

trees by randomly selecting a subset. It is essentially a set of decision trees (DT) drawn 

from a randomly chosen subset of the training set, and it then aggregates the votes 

from the many decision trees to determine the final prediction [11]. As the number of 

trees in the model increases, accuracy rises while risk of overfitting diminishes. The 

working of Random Forest algorithm is demonstrated in the below diagram [12]: 

 

 
 

Figure 3.3: Random Forest algorithm 

 

all the decision nodes have been made. 

 

 

 

 

 

 

 

 

 

 

                                                                  Figure 1: Decision Tree 

Root Node 

Decision Node Decision Node 

Leaf Node Decision Node Leaf Node Leaf Node 

Leaf Node Leaf Node 
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3.4.4 K-Nearest Neighbor (KNN): The K-Nearest Neighbors algorithm is a type of 

machine learning approach used for classification tasks. It works by determining the 

class of given data point based on the distances between the point and the points in the 

training dataset. In KNN we need to find out the k neighbors in the space and then with 

the help of k neighbors we perform the classification i.e. KNN makes prediction on 

the basis of what majority of k neighbors indicate. For example, in case of predicting 

cardiovascular disease, if a lot of neighbors have the disease, then the new person also 

has the disease. 

 

Sure, here's a revised version: 

 

 
Figure 3.4: Demonstration of K-NN identifying unknown pattern by assigning a 

value to the K, where the nearest neighbor category of the K training sample is 

considered the same as the classification [13]. 

 

3.4.5 Support Vector Machine (SVM): SVM is used for the purpose of classification. 

The aim of the SVM is to find a hyperplane that well separates the data points that 

belongs to different classes. SVM aims to maximize the margin i.e. the distance 

between the hyperplane and the nearest support vectors from each set. Larger the 

margin means there is gap between the classes and in turn we are able to draw the best 

possible line i.e. hyperplane that best separates the data as shown in the figure. 
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Figure 3.5: Demonstration of support vector machine. In the illustration, the solid 

red line represents the separating hyperplane, while the distance between two 

dotted lines depicts the maximum margin for separating distinct classes [14]. 

3.4.6 Naïve Bayes: The Naive Bayes algorithm is a supervised learning technique that 

uses the Bayes theorem with strong independence assumptions between features to 

solve problems regarding classification. It is a probabilistic classifier i.e. it predicts on 

the basis of an object's probability [15]. The Naïve Bayes classifier stands out as simple 

and efficient classification algorithm, hence making it a popular choice for quickly 

creating machine learning models making predictions swiftly. 

Internal calculations will be performed to determine the probability of each value in 

relation to the feature. We take into consideration the value with the highest probability 

once we have computed the probability of each value of the output attributes [16,17].  

 

 
 

Figure 3.6: Formula for Bayes Algorithm 
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3.5 Assessment of model performance 

To find out whether the model is performing successfully and making right predictions 

on the basis of new unseen data we use metrics which are used for almost all machine 

learning algorithms. 

These are: - 

 

1) Confusion Matrix: 

 
 

True positive are the outcomes that are correctly predicted as positive. For example, 

in case of Cardiovascular disease, True positive finds out that the person tested with 

cardiovascular disease actually have the disease whereas True Negative finds out that 

the person tested do not have the disease and indeed they do not have disease. 

 

False Positive: Outcomes that are actually negative but incorrectly predicted as 

positive. E.g. the test says person have the disease but actually they do not have and 

False Negative is opposite of False Positive. 

 

2) Accuracy:  

Accuracy is the ratio of sum of total number of true positives and true negatives to 

total number of instances. 

 

  
 

for example, in case of predicting cardiovascular disease, how well the machine 

learning model correctly identify patients with or without disease. The more the 

accuracy means the model is able to make correct predictions most of the time. 

 

3) Precision and Recall: 

Precision is the ratio of total number of true positives to the sum of total number of 

true positives and total number of false positives. 
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Precision measures positive outcome, for example, in the dataset taken above 

regarding cardiovascular diseases, it measures whether the person has disease. The 

higher the precision means the model is accurate meaning if the model is predicting 

that a person has cardiovascular disease, it is likely to be true. 

 

Recall also known as Sensitivity represents proportion of actual positives that are 

correctly identified. It is total number of true positives to the sum of total number of 

true positives and total number of false negatives. 

 

 
 

For example, recall identifies number of patients who actually have the cardiovascular 

disease. Higher the recall means our ML model is able to identify all the persons who 

actually have cardiovascular disease. 

 

4) Specificity 

Specificity also known as true negative rate is ratio of total number of true negatives 

to the sum of total number of true negatives and total number of false positives. 

 

  
 

For example, in case of predicting whether the patients have cardiovascular disease or 

not, specificity helps in finding out how well the model is predicting the patients that 

do not have disease. 

 

5) Receiver Operating Characteristic (ROC)  

The ROC curve is a probability graph that illustrates how well a classification model 

performs at various threshold values. It plots the true positive rate (TPR) against the 

false positive rate (FPR) across various classification thresholds.  
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CHAPTER 4 RESULTS 

 
We have used various classification models such as Logistic Regression, Decision 

Tree Algorithm, SVM, Naive Bayes, etc., to make predictions related to cardiovascular 

patients. First, we commence by initiating the data cleaning process that involves 

removing null values, removing duplicates and filtering out irrelevant information. The 

following is done to ensure that our research is based on complete and accurate dataset. 

 
4.1 ML Algorithms in Python  

 

1)   Data Understanding 

 

 
 

Figure 4.1: Part of code for importing data 

 

2) Data Preprocessing 

 

i) Age Transformation, BMI Calculation, Column Removal 
 

 
 

Figure 4.2: Part of code for transforming age(years), calculation of BMI & 

removing column 
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ii) Dealing with null values and duplicated values 

 

 

Figure 4.3: Part of code for removing Null values & duplicate values 

 

3) Training and Testing Data  

 

 

Figure 4.4: Part of code for splitting data into train and test datasets 

    

i) Logistic Regression  

 

 

Figure 4.5: Part of code for Logistic Regression 
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ii) Decision Tree  

 

Figure 4.6: Part of code for Decision Tree 

  

iii) Random Forest 
  

 

Figure 4.7: Part of code for Random Forest 

    

iv) KNN 

 

     

Figure 4.8: Part of code for K-Nearest Neighbors  
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v) Naïve Bayes 

 

 
Figure 4.9: Part of code for Naïve Bayes 

  

vi) SVM  

 

 

Figure 4.10: Part of code for SVM 

 

4.2 Comparison of Model Metrics 

 

We have also calculated various metrics that are essential for the assessment of model 

performance such as accuracy, precision, recall, etc. that can be seen from the figure 

below. 

 

 
 

Figure 4.11: Assessment of model performance  
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From all the models we have found that the Decision Tree and Support Vector Machine 

have approximately same accuracy i.e. 72%. Higher Accuracy is important as it 

indicates the ability of model to make correct predictions. But accuracy alone might 

not be able to provide complete picture. Our main objective is to correctly identify the 

number of patients who actually have the cardiovascular disease.   

So, sensitivity also known as recall is the metric that holds significant importance in 

the above context. Higher the sensitivity means our Machine Learning model is better 

at finding out larger proportion of persons who actually have the disease. We can also 

see the visualization of comparison of Model Metrics in Figure 4.12. 

 

 

 Figure 4.12: Visualization of metrics  

 

4.3 ROC-AUC Curve 

 

Receiver operating characteristic (ROC) is also an important metrics that can be used 

to evaluate the performance of the machine learning model i.e. ROC curve looks like 

a graph that can also show us what model is performing better. The Area under the 

curve (AUC) quantifies overall effectiveness of the model. A higher score means that 

ROC-AUC is better at identifying the people who actually suffer from cardiovascular 

disease instead of making predictions that healthy people have the disease.  

 

In the analysis we have done, AUC (area under the curve) for Support Vector Machine 

(SVM) is highest i.e. at 79% value as illustrated in figure 4.13.  
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So, on the basis of our analysis, we have found that even though the Decision Tree 

model has slightly higher recall of 68% of class 1(with disease) whereas SVM achieves 

a slightly lower recall of 65% for the same class. But since our main objective is to 

correctly identify the number of patients who actually have the cardiovascular disease, 

it’s important to consider the various performance metrics including ROC-AUC. 

Clearly from figure 4.13 we can see that SVM model outperforms all the machine 

learning models indicating that SVM is better at finding out larger proportion of 

persons who actually have the cardiovascular disease, making it a favorable choice for 

the data we have taken. Therefore, considering both accuracy and ROC-AUC, Support 

Vector Machine model appears to be more suitable for the dataset that we have taken. 

 

 
 

Figure 4.13: ROC-AUC 
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CHAPTER 5 CONCLUSION 

 
In medical data analysis, heart diseases are seen as a significant source of concern. 

Heart disease is a potentially fatal disease affecting lot of people worldwide each year. 

As therefore, early detection of heart disease benefit both patients and healthcare 

professionals by providing the statistical information required to avert deaths and 

expenditures. This research paper delves into the effectiveness of ML algorithms for 

predicting CVD patients. This research addressed the prediction problem of the UCI 

heart disease dataset including features such as age, BMI, gender, cholesterol, alcohol 

intake, and so on. The dataset consisted of labelled 70000 patients, including both 

diagnosed heart disease patients and normal patients. To classify and predict CVD, six 

machine learning classification algorithms—DT, RF, LR, NB, KNN and SVM—were 

put into practice. It adhered to a suitable data science workflow, from data analysis 

and preparation to model creation, training, and evaluation. In order to identify the 

most appropriate ML algorithm within the model class, the performance of the selected 

ML method was estimated under a variety of conditions. SVM algorithm outperformed 

other methods in terms of the model’s accuracy, precision, Roc-Auc according to the 

results.  

 

The SVM algorithm had the highest accuracy of 72% for CVD. According to the 

above results, the SVM algorithm is the most suitable method for predicting 

cardiovascular disease patients for the dataset that we have considered. The ML 

algorithms used are restricted to research on heart disease prediction but we can use 

them for predicting a lot of other things. So, in general on the basis of our research we 

can see from ‘Figure 5.1’ that 56% of the people are suffering from cardiovascular 

disease while 44% of the people are healthy according to the dataset that we have used. 

 

 
 

Figure 5.1: People having the disease and being healthy 
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Hence, we can conclude that machine learning has a significant role to play in our 

healthcare system. Historically, medical professionals used traditional processes and 

their intuition to diagnose diseases, which had drawbacks and resulted in higher 

expenses. However, with the use of machine learning models, diagnosis can be 

economically performed on large datasets. 
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Figure I.1: Overview of the Dataset 
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