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Abstract 
 

 

 

The goal of this thesis is to evaluate how different machine learning algorithms 

perform in detecting diabetes using the Pima dataset. Three models are examined for 

their accuracy: Random Forest (72%), Long-Short-Term-Memory Networks 

(LSTMs) (75.32%), & Extreme-Learning-Machine (ELM) (77.70%). The findings 

demonstrate that the ensemble model containing ELM, LSTM, and RF outperforms 

the individual models with an accuracy of 93%. To strengthen the ensemble model 

further, a unique strategy is proposed, comprising a mix of ELM and LSTM models 

together with the addition of a Random Forest classifier. Cross-validation is utilised 

to test the suggested model, indicating its improved performance compared to the 

individual models, with a mean AUC of 0.93. Subsequently, the model is trained on 

the complete dataset and achieves an accuracy of 93% and an AUC of 0.89 on the 

testing set. These results show that the proposed approach efficiently diagnoses 

diabetes and offers promise for assisting clinical decision-making. 
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Chapter 1 
 

 

 

 

 

Introduction 

 

 
Diabetes is a major chronic ailment that influences a large number of folks 

worldwide. It is characterized by high blood sugar level, contributing to diverse 

complications like heart disease, stroke, kidney disease, and vision impairment. 

Timely detection of diabetes is critical for properly controlling and avoiding these 

consequences. Machine learning algorithms have demonstrated promising effects in 

identifying diabetes utilising varied datasets. 

This work concentrates on the Pima Indians Diabetes Dataset, which comprises 

several physiological and diagnostic data for predicting diabetes. Four unique 

machine learning methods, namely Random Forest, LongShort-TermMemory 

Network(LSTMs), ExtremeLearningMachine (ELM), and an ensemble model 

incorporating ELM, LSTM, and Random Forest, have been utilised to predict 

diabetes on this dataset. 

Furthermore, we offer a new ensemble model that integrates ELM and LSTM 

models to boost the accuracy of diabetes prediction. The performance of 

recommended ensemble model will be tested with several machine learning models 

to discover the most effective way for detecting diabetes in the Pima dataset. 

The suggested ensemble model consolidates the predictions from the ELM and 

LSTM models and employs them as input for a Random Forest-model. 

CrossValidation will be done to tweak the hyperparameters of the Random Forest 

model and analyse the final models performance on the testing set. 

The primary goal of this work is to examine the performance of multiple machine 

learning(ML) approaches and propose a novel ensemble model for diagnosing 

diabetes in the Pima Diabetes Dataset. 
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Chapter 2 
 

 

 

 

 

Literature review 

 

 

 
1. The number of individuals living with diabetes globally is expanding quickly, 

becoming a global hazard and a primary cause of mortality. However, diabetes 

is mainly avoidable with lifestyle modifications. To help in early 

identification and prescribe essential lifestyle alterations, there is a need for a 

prognostic tool. Machine learning algorithms may aid in predicting diabetes 

by evaluating massive healthcare datasets. Among many classifiers, Deep- 

Learning (DL) has showed the greatest accuracy of 98.7% in predicting 

diabetes onset using the PIMA dataset. This study offers an excellent tool for 

healthcare practitioners and may help to the development of automated 

systems for early illness identification. Further advances may be achieved by 

combining omics data into the prediction process [1]. 

 
2.  Based on lifestyle and family history, this research seeks to determine the 

likelihood of developing Type 2 diabetes in India. Machine learning 

techniques are utilised to properly estimate diabetes risk, and a dataset of 952 

examples is obtained for testing. The Random-Forest-Classifier demonstrates 

maximum accuracy for both the obtained dataset and the Pima Indian Diabetes 

database. The results underscore the necessity of early diagnosis of diabetes 

risk and give useful insights into critical factors for prediction. Further study 

may examine other machine learning techniques for improved illness 

prediction [2]. 

 
3. This paper tackles the detection of diabetes using the Pima dataset. It analyses 

common approaches like DNN and SVM, together with data pretreatment 

methods, to achieve accurate identification. The paper performs detailed 

assessments using cross-validation and analyses the accuracy of several 

classifiers with various data preprocessors and parameter tweaks. The best 

method yields a 77.86% accuracy using 10 fold cross validation. The research 
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also explores the association between each attribute and the categorization 

result [3]. 

 
4. Diabetes is a prevalent metabolic illness that needs early identification to avert 

complications. This research makes use of machine learning(ML) methods to 

examine Pima dataset to uncover patterns and risk factors related with 

diabetes. Five supervised ML methods, including SVM-linear, RBF kernel 

SVM, KNN, ANN, and MDR, are utilised to categorise patients as diabetic or 

non-diabetic. The work intends to increase prediction accuracy and contribute 

to the knowledge of diabetes-related variables utilising ML and data 

manipulation tools in R [4]. 

 
5. The relevance of illness prediction in medical diagnostic software and the 

effective implementation of machine learning methods in different domains, 

including healthcare. By incorporating machine learning algorithms and a 

classifier system, clinicians may enhance illness prediction and early-stage 

diagnosis. The study focuses on diabetes detection using machine 

learning(ML) techniques and the PIMA dataset. Various approaches, 

including ANN,RF , NBayes, KNN, SVM, and LR, are used, and their results, 

as well as their advantages and disadvantages, are reviewed [5]. 

 

 
6. This research provides a modified Support-Vector-Machine (SVM) approach 

for diagnosing Pima Dataset. The suggested technique surpasses prior 

classification methods, including Neural-Network, RBFNetworks, and KNN. 

The approach separates the training data into two sections and trains distinct 

SVM models using different kernels. During classification, the algorithm 

decides the SVM model to apply depending on the dataset's properties. The 

proposed technique had an average classification success rate of 82.2%, 

outperforming previous research's best result [6]. 

 
7. Diabetes is a major health risk for American Indians in the United States. The 

UCI Machine Learning Lab's Pima Indian diabetic database (PIDD) is 

extensively used to predict diabetes status. In this research, an ensemble 

model integrating Support-Vector-Machine(SVM) and Backpropagation- 

Neural-Network(BPNN) was constructed to predict the existence of diabetes. 

The ensemble model shown an outstanding predicted accuracy of 88.04%, 
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outperforming previous categorization methods in the literature. This study 

indicates the promise of the ensemble technique in correctly predicting 

diabetes, leading to early intervention and better healthcare outcomes for 

American Natives [7]. 

 
8. Gestational diabetes is a prevalent condition among Indian pregnant women, 

with possible hazards to the kid if left untreated. Early detection is vital to 

avoid problems. The Decision Tree J48 method is recommended in this 

research for predicting gestational diabetes. The dataset includes 768 patient 

records with eight variables and a target column representing diabetes status. 

The experiment reveals that the Decision Tree J48 method gives efficient and 

accurate predictions with decreased processing time. This study helps to 

advancing understanding and improving healthcare for gestational diabetes 

[8]. 

 
 

9. Deep Learning has emerged as a useful tool in the realm of medical 

applications, including diabetes categorization. This research focuses on 

utilising Multi-Layer-Feed-Forward Neural-Networks (MLFNN) to 

categorise diabetes in the Pima Indian Diabetes dataset. The study tackles 

numerous strategies, such as activation functions, learning algorithms, and 

managing missing variables, to boost classification accuracy. The findings are 

compared to Naive Bayes and Random Forest algorithms, with MLFNN 

attaining the maximum accuracy of 84.17%. This illustrates the potential of 

Deep Learning in boosting diabetes classification accuracy compared to 

standard machine learning techniques [9]. 

 
10. This study focuses on employing machine learning approaches to enhance the 

early identification and diagnosis of diabetes. Two datasets, including a 

diabetic clinical dataset and the PIMA Indian diabetic dataset, are studied. 

Various classifiers and activation functions are investigated, with logistic 

regression finding to produce the greatest performance in categorising 

diabetes and non-diabetic individuals. The research demonstrates the use of 

machine learning(ML) in improving diabetes diagnosis and emphasises the 

effectiveness of logistic regression in this context [10]. 
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11. This research presents an ensemble hierarchical model for enhancing 

classification accuracy in diabetes prediction. The model combines separately 

trained Decision-Tree(DT) and Logistic-Regression(LR) classifiers and feeds 

their outputs into a Neural-Network(NN) for further refinement. The 

suggested strategy is assessed on the PIMA dataset and obtains a classification 

accuracy over 83%, exceeding current state of the art approaches. The 

hierarchical nature of the model enables for collecting varied patterns and 

information in the data, leading to more accurate predictions. This study 

makes a contribution to the field of machine learning(ML) and provides 

insights for better diabetes diagnosis and treatment [11]. 

 

 
12. Diabetes is a common condition impacting millions of individuals globally, 

especially women. Healthcare studies have embraced sophisticated 

technologies like machine learning to better diagnosis and prediction based 

on clinical data. This research focuses on predicting diabetes in Pima Indian 

women using a binary classification technique. Various supervised learning 

methods, including Logistic Regression, are applied and assessed using 

performance measures such as AUC, classification accuracy, F1-score, 

precision, and recall are all important metrics to consider. The results show 

that Logistic-Regression outperforms other algorithms in predicting diabetes 

in this group [12]. 

 
13. This paper describes an integrated method for diabetes prediction that 

combines the Synthetic-MinorityOversampling-Technique(SMOTE) and 

Sequential-MinimalOptimization(SMO) algorithms. On the PIMA dataset, 

the approach achieved a high accuracy rate of 99.7%. The findings indicate 

that this integrated strategy might operate as an expert system for diabetes 

detection. The research also highlighted the potential utility of the findings 

features in developing a smartphone app for early diabetes detection [13]. 

 
14. This work focuses on diabetes prediction utilising machine learning 

techniques and a pipeline model. The suggested strategy enhances 

classification accuracy relative to current datasets, with Logistic Regression 

obtaining 96% accuracy and the AdaBoost classifier in the pipeline model 

achieving 98.8% accuracy. The research finds that the model boosts diabetes 
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prediction accuracy and advises future examination of predicting diabetes risk 

in non-diabetic persons [14]. 
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Chapter 3 
 

 

 

 

 

Dataset 

 

 

 
The pandas package is used to load the Pima Diabetes dataset. The dataset is then 

described in a variety of ways. To begin, the code displays the first 5 rows of the 

dataset, giving you a quick overview of the data structure. Following that, it displays 

the dataset's dimensions, including the number of rows and columns. 

Then it continues to generate and show the statistical summary of the dataset, which 

includes measurements such as mean, standard deviation, minimum, maximum, and 

quartiles for each numerical characteristic. This summary provides information on 

the dataset's distribution and range of values. 

To assure data quality, the code checks for missing values in the dataset by counting 

the proportion of null values in each column. This stage is critical for discovering 

any gaps or anomalies in the data. 

Lastly, the algorithm evaluates the class distribution of the 'Outcome' variable, which 

reflects the existence or absence of diabetes. It counts the number of instances in 

each class, offering an insight of the imbalance or balance between the classes. 

Overall, this code displays the first exploratory data analysis of the Pima dataset, 

giving vital information for additional analysis and modeling in the thesis. 
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Chapter 4 
 

 

 

 
 

Methodology 

 

 
Proposed Ensemble Model 

1. Data Loading and Preprocessing: 

The Pima diabetes dataset is imported from a remote URL into the programme using 

the pandas library. The input features are separated from the target variable (class) 

and assigned to the variables X and y to prepare the dataset for future analysis. The 

dataset is then divided into training and testing sets with a 9:1 ratio using the train- 

test-split function. 

2. Training ELM model: 

A model based on the Extreme-Learning-Machine(ELM) is developed using the 

hpelm library. The train function is then used to train the ELM model on the training 

set. 

3. Training LSTM model: 

An LSTM(Long Short Term Memory) model is created and trained on the training 

set using the Keras library. The input data is moulded into a format (samples, 

timesteps, features) that meets the LSTM model's requirements. The fit function is 

used in the training method, using binary_crossentropy as the loss function, the 

AdamOptimizer, and accuracy as the assessment metric. 

4. Ensemble of ELM and LSTM models: 

Predictions from the ELM and LSTM models are concatenated using numpy 

concatenate function. 

5. Training Random Forest model: 

On the concatenated predictions, the fit function is utilised to train a Random- 

Forestclassifier. The hyperparameters n-estimators and max-depth are specified as 

500 and 5, respectively. To test the model's performance, cross-validation is 

undertaken using the cross_val_score function, which provides the mean AUC score. 
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6. Assessing the Random Forest model's performance using metrics and visuals: 

 

Using the trained Random Forest model, the testing set's class labels are predicted, 

as well as the accuracy and AUC score of the predictions are obtained using the 

accuracy_score and roc_auc_score functions, respectively. 

 

 
Extreme Learning Machine (ELM) 

1. Utilize the pandas library to load the Pima dataset. 

2. Distinguish between the input attributes X and the target variable y. 

3. Remove the mean and divide by the standard deviation to normalise the input 

characteristics. 

4. Create a function named elm accepts input features, target variable, number of 

hidden neurons, and activation function as arguments. 

5. Randomly initialize the weight and biases of the input to hidden layer. 

6. Apply the specified activation function to calculate the output of the hidden layer. 

7. Identify the concealed layer's Moore-Penrose pseudoinverse. 

8. Compute output weights using the pseudoinverse. 

9. Compute the predictions by multiplying the hidden layer output with the output 

weights. 

10. Convert the predictions to class labels by rounding them to the nearest integer. 

11. Evaluate the model accuracy by computing the mean of the binary accuracy for 

each sample. 

12. Test the elm function with 20 hidden neurons using both sigmoid and tanh 

activation functions. 

 
 

Long Short Term Memory Networks (LSTMs) 

1. Import necessary libraries including pandas, numpy, tensorflow, 

sklearn.model_selection, and sklearn.preprocessing. 

2. In a pandas DataFrame, load the Pima diabetes dataset. 



12 
 

3. Distinguish the input attributes (X) from the target variable (y) in the dataset. 

4. Utilise the train_test_split method in sklearn.model_selection to split the dataset 

into training and testing sets. 

5. Apply feature scaling to the input features using the StandardScaler() method from 

sklearn.preprocessing. 

6. Reshape the input features to fit the predicted input shape of the LSTM model. 

7. Define the LSTM model using the Sequential() method from tf.keras, which 

allows for stacking layers consecutively. 

8. Compile the LSTM model using the compile() function, choose 

binary_crossentropy as the loss function, Adam as the optimizer, and accuracy as 

the evaluation measure. 

9. Using the fit() function, train the LSTM model using the inputs X_train and 

y_train, the batch size set to 32, the number of epochs to 50, and the validation data 

specified as (X_test, y_test). 

10. Evaluate the trained LSTM model using the evaluate() function, using X_test 

and y_test as inputs, and display the accuracy score. 

Random Forest 

1. The relevant libraries are imported at the beginning of the code, including pandas, 

train_test_split, RandomForestClassifier, and accuracy_score. 

2. The Pima Indian diabetes dataset is imported into the variable 'pima_data' using 

the pandas library. 

3. The input characteristics (X) and target variable (y) are retrieved from the dataset. 

4. The train_test_split function from the sklearn package is used to divide the dataset 

into training and testing sets. 

5. A Random-Forest classifier with 100 trees is created by setting the n_estimators 

parameter to 100. 

6. The Random-Forest-classifier is trained on the training data using the fit() method. 

7. Using the Random-Forest-classifier's predict() method, predictions are made on 

the testing data. 
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8. The accuracy_score() function from the sklearn.metrics package is used to 

compare the predicted and actual labels and calculate the model's accuracy. 

9. The Random Forest model's validity is printed. 
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Chapter 5 
 

 

 

 

 

Data Analysis 

 

 
Proposed Ensemble Model 

1. Libraries Imported: 

The required libraries for this analysis are imported - numpy, pandas, sklearn, hpelm, 

and keras. 

2. Data Loading and Preprocessing: 

The pandas application is used to get the Pima dataset from the internet. The input 

attributes and the target variable (class) are divided into two independent variables, 

X and y, respectively, as part of the dataset's preprocessing. The data is divided into 

training and testing sets using the train_test_split function in a 9:1 ratio. 

3. Training ELM model: 

Using the hpelm library, an Extreme Learning Machine (ELM) model is generated, 

and the train function is then used to train it on the training set.. 

4. Training LSTM model: 

The keras library is used to build an LSTM model, which is then trained on the 

training set. Before entering the LSTM model, the input data is reshaped into the 

(samples, timesteps, features) format. The fit function with binary-crossentropy loss, 

adam optimizer, and accuracy metric are used in the training technique. 

5. Ensemble of ELM and LSTM models: 

Predictions from the ELM and LSTM models are concatenated using numpy 

concatenate function. 

6. Training Random Forest model: 

A Random-Forest classifier is utilized to train on the concatenated predictions by 

employing the fit function. The hyperparameters, specifically n_estimators and 
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max_depth, are set to 500 and 5 respectively. Cross-validation is executed on the 

trained model through the cross_val_score function to acquire the mean AUC score. 

7. Evaluating performance of the Random Forest model: 

The class labels of the testing set are predicted using the trained Random Forest 

model. Following that, the accuracy of the predictions is calculated using the 

accuracy_score function, and the AUC score is calculated with the roc_auc_score 

function. The accuracy and AUC score of the ensemble model are then printed. 

 
 

Extreme Learning Machine (ELM) 

1. The Pima dataset consists of 768 samples and 8 input characteristics, and it is a 

binary classification issue. 

2. To ensure consistent scaling, the input features of the dataset are standardised to 

have a mean of zero and a standard deviation of one. 

3. The elm() function is added to make training and evaluating an Extreme Learning 

Machine (ELM) model easier. 

4. Two ELM models are tested with 20 hidden neurons using sigmoid and tanh 

activation functions. 

5. The accuracy scores of each model are displayed, revealing that the tanh model 

exhibits slightly superior performance compared to the sigmoid model. 

Long Short Term Memory Networks (LSTMs 

1. The code creates an LSTM neural network for the Pima dataset, this is a binary 

classification problem. 

2. The dataset is imported from the file 'pima-indians-diabetes.csv' using pandas, and 

then it is separated into input characteristics (X) and target variable (y). The input 

features are scaled using StandardScaler from sklearn.preprocessing. 

3. Sequential tensorflow output.The LSTM model is established using keras. One 

128-unit LSTM layer, a dropout layer with a 0.2 dropout rate, and a dense output 

layer with a sigmoid activation function make up this layer. 
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4. The model is created using the metric accuracy, the optimizer Adam, and the loss 

function binary_crossentropy. Then, it is trained using Fit using 50 epochs and a 

batch size of 32. 

5. The trained model's accuracy score is assessed using evaluate, and the result is 

printed. 

Random Forest 

1. The presented code employs the Pima dataset to generate a Random Forest 

classifier. 

2. The dataset is divided into the goal variable (y) and the input attributes (X). 

3. Using an 80:20 split ratio, the data is further separated into training and testing 

sets. 

4. A Random-Forest classifier is instantiated, it is made up of 100 trees and is 

trained using training data. 

5. Predictions are created for the testing data, and the accuracy_score function is 

used to determine the model's accuracy. 

6. The Random Forest model's accuracy is then given. 
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Chapter 6 
 

 

 

 

 

Model Accuracy Comparison 

 

 

 
Table 1: Comparison of Model Accuracy for Machine Learning Algorithms 

 

 

 

Table 1 gives a comparison of the accuracy gained by several machine learning 

methods on a given dataset. The table covers four models: Random Forest, Long- 

Short-Term-Memory-Network(LSTM), Extreme-Learning-Machine(ELM), and an 

ensemble model that blends ELM, LSTM, and Random Forest. The accuracy 

attained by each model is provided in the "Accuracy" column. 

The proportion of correctly predicted cases in the dataset is referred to as accuracy. 

The Random Forest model had a 72% accuracy, the LSTM model had a 75.32% 

accuracy, and the ELM model had a 77.70% accuracy. Notably, the ensemble model, 

which combines ELM, LSTM, and Random Forest, achieved the highest accuracy 

of 93%. 

The table demonstrates that the ensemble model outperformed the individual 

models, indicating that the fusion of multiple models can enhance the overall 
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prediction accuracy. Furthermore, it suggests that the ELM, LSTM, and Random 

Forest models are effective machine learning algorithms for the given dataset, with 

ELM exhibiting the highest accuracy among the individual models. 
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Chapter 7 
 

 

 

 

 

Proposed Ensemble Model ELM, LSTM using Random Forest 

 

 

 

Ensemble Model Performance 

An ensemble model, which combines ELM and LSTM models with a random forest 

classifier, was trained using the Pima dataset. The dataset underwent preprocessing, 

and training and testing sets were produced. The ELM and LSTM models, which 

had been trained on the training set, were then used to predict the class label of the 

testing set. The predictions from both models were merged and utilised as input 

features to train a random-forest classifier using cross-validation. 

After cross-validation, the ensemble model that emerged could identify between 

positive and negative diabetic cases with a mean AUC of 0.89. The test set's accuracy 

rating for the ensemble model was 0.93, supporting the idea that it can correctly 

identify the events. 

 
 

Table 2: Performance Metrics of Ensemble Model 
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Training Results of Ensemble ELM, LSTM using RF 

The table gives the results of training and testing an ensemble approach that 

integrates ELM, LSTM, and RF models. The ensemble approach was trained using 

varied fractions of the available data, ranging from 90% train data and 10% test data 

to 50% train data and 50% test data. 

 
 

 
Table 3: Ensemble Model Accuracy on Different Training-Testing Splits 

 

 

 

 

 

 
The table demonstrates the accuracy of the ensemble approach on the testing data 

for various training-testing splits. As the ratio of training data declines and the ratio 

of testing data grows, the accuracy of the ensemble approach tends to decrease. This 

suggests that the performance of the ensemble approach increases when it has a 

bigger quantity of training data available for learning. 
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Models 

Extreme Learning Machines (ELM): 

An ELM (Extreme Learning Machine) model was used in this study, It has input 

neurons, hidden neurons, and output neurons and is a neural network.. The ELM 

model learns by randomly initialising the weights that connect the input and hidden 

neurons. Then it solves a linear set of equations to determine the weights of the 

hidden neurons and output neurons. 

 
 

Long Short Term Memory (LSTM): 

An LSTM model, a kind of recurrent neural network that can identify long-term 

associations in sequential data, was used in this experiment. The LSTM model was 

trained on the training set using the keras library. The LSTM model has a thick 

layer with 50 tanh units, one output sigmoid unit, and one LSTM layer with 100 

units each. The input data was organised in a three-dimensional (3D) manner, with 

the first dimension denoting time steps (in this specific example, there was just one 

time step), the second denoting batch size, and the third denoting features. 

Random-Forest (RF): 

In order to improve the accuracy and robustness of the model, an ensemble learning 

approach called Random Forest classifier—which combines many decision trees— 

was used in this study. Each Random Forest decision tree is trained using a random 

sample of the training data and a random subset of the attributes. To get the final 

forecast, the forecasts of each individual tree are then averaged. The concatenated 

predictions of the ELM and LSTM models were used to build a Random Forest 

classifier for this inquiry. The scikit-learn package was used in the Random Forest 

classifier's implementation. 
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Machine Learning Model Performance Assessment 
 

 

AUC Evaluation: 

The Area-Under-the-Curve (AUC) statistic is used to assess the Random-Forest 

model's performance by looking at how well it can distinguish between positive and 

negative categories. The AUC score ranges from 0.5 to 1.0, with 0.5 being a random 

estimate and 1.0 denoting perfect predictions. 

Cross-Validation: 

A popular technique for rating a machine learning model's performance is cross 

validation. The dataset must be split up into several folds or subgroups, and the 

model must be trained on one fold while being tested on the other. The performance 

metrics are aggregated to provide an evaluation of the model's performance on 

unobserved data after this method is repeated multiple times with different folds 

serving as the testing set. Cross-validation helps to reduce overfitting and provides 

a more precise evaluation of the model's actual performance. 



23 
 

Chapter 8 
 

 
 

Individual Models ELM, LSTM and Random Forest 

 

 

ELM 

The ELM(Extreme Learning Machine) algorithm is a member of the feedforward 

neural network family within machine learning. In this specific code 

implementation, an ELM model is developed to predict diabetes outcomes using the 

Pima dataset. The code follows a step-by-step process: 

Initially, the dataset is imported and separated into input characteristics (X) and the 

target variable (y). To guarantee standardized values, the input characteristics are 

normalized to contain a zero mean and a unit standard deviation. Moving on, the 

ELM model is defined by randomly initializing the weights and biases for the input- 

to-hidden layer. The hidden layer output is produced by applying an activation 

function, which may be either sigmoid or hyperbolic tangent, to the weighted sum 

of the input features. 

To continue advance, the Moore-Penrose pseudoinverse of the hidden layer output 

is calculated. By multiplying the pseudoinverse with the target variable, the output 

weights are produced. The hidden layer output is then multiplied by the output 

weights to generate predictions. Finally, the predictions are converted into class 

labels, and the model's accuracy is assessed by comparing the predicted labels to the 

actual labels. Overall, the ELM model offers a simple and efficient method for 

training neural networks, exhibiting quick learning speed while achieving 

competitive levels of accuracy. 

 
 

LSTM 

A specific kind of recurrent neural network (RNN) architecture called LSTM (Long 

Short-Term Memory) is focused on modelling and forecasting sequential data. When 

there are intricate patterns and long-term links in the data that need to be captured, 

it is extremely helpful. Based on the supplied input characteristics, the LSTM model 

is used in this code implementation to forecast the outcome of diabetes. In order to 
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accomplish this goal, the code goes through a series of steps. The diabetes dataset 

for Pima Indians is first imported and divided into the input traits and the goal 

variable. The input properties are standardised via a preprocessing step in order to 

ensure consistency and comparable scales. The input characteristics are also 

modified to conform to the limitations of the LSTM architecture, which excels in 

capturing sequential dependencies. With the help of the TensorFlow and Keras 

packages, the LSTM model is afterwards defined. It has a 128 memory unit LSTM 

layer that makes it possible to effectively capture long-term dependencies in the data. 

A dropout layer is supplied for regularisation purposes in order to reduce overfitting. 

A substantial output layer at the model's conclusion enables binary classification for 

diabetes prediction. The model is set up in the compilation process to utilise accuracy 

as the evaluation measure, the Adam optimizer, and a binary cross-entropy loss 

function. Following that, the model is trained using training data and then tested 

using testing data for a predetermined period of epochs. In order to provide an 

assessment of the model's prediction ability in terms of diabetes result, the model's 

accuracy is lastly assessed on the testing data. Due to its ability to store long-term 

information, the LSTM architecture is highly suited for identifying specific patterns 

and making precise predictions in sequential data, such as the Pima Indian diabetes 

dataset. 

 
 

Random-Forest 

The forecasts of several decision trees are combined in the advanced ensemble 

learning method known as Random-Forest to provide accurate predictions. The 

programme applies a Random Forest model to the Pima dataset to forecast diabetes 

outcomes. The code is applied systematically. Prior to loading, data is first divided 

into input characteristics (X) and target variables (Y). After that, the dataset is split 

into training and testing sets so that the model's performance can be assessed. 

Utilising a test size of 20% and a random state of 42 ensures reproducibility. Then, 

100 trees are used to construct the Random Forest classifier. To provide a final 

forecast, this ensemble model combines the predictions of many decision trees. The 

classifier is then trained on these subsets, with each decision tree being trained on a 

random subset of the characteristics and data samples that are available. Once 

trained, the Random Forest model uses the testing data to generate predictions. The 

accuracy of the model is evaluated by comparing the anticipated and actual labels. 

The ability of methods based on random forests to handle high-dimensional data, 
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capture feature correlations, and effectively manage noisy or missing data is well 

known. When compared to using a single decision tree, the Random Forest model 

improves prediction reliability and reduces overfitting by integrating the predictions 

of several decision trees. 
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Results 

 

 
Table 1 displays the accuracy ratings of four different machine learning models that 

were used to analyse the Pima Indians Diabetes dataset. The accuracy of the original 

model, Random Forest, was 72.00%. Long Short Term Memory Network (LSTM), 

the second model, demonstrated more accuracy, 75.32%. The accuracy of the 

Extreme Learning Machine (ELM) model was even higher, at 77.70%. Last but not 

least, the Ensemble model, which combines the ELM, LSTM, and RF, outperformed 

all earlier models with a remarkable accuracy of 93%. 

The results demonstrate a significant accuracy improvement of over 15% when 

compared to the top-performing individual model, underscoring the ensemble 

model's superiority over the individual models. The LSTM model was followed by 

the ELM model in terms of accuracy among the different models. In contrast, out of 

the four models, the Random Forest model had the worst accuracy. 

For researchers and professionals involved in the diagnosis and management of 

diabetes, these findings are very relevant. They contend that ensemble models have 

the potential to be an efficient method for improving diagnostic precision in this 

field. 
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Conclusion 

 

 
Based on the data reported in Table 1, it can be determined that the ensemble model, 

containing ELM, LSTM, and Random Forest classifiers, attained the greatest 

accuracy of 93%. The Extreme Learning Machine algorithm also displayed positive 

performance, obtaining an accuracy of 77.70%. Following closely, the Long Short 

Term Memory Networks displayed an accuracy of 75.32%, beating the Random 

Forest classifier's accuracy of 72.00%. 

In summary, the data clearly imply that ensembling many classifiers may give 

considerable gains in accuracy compared to employing a single classifier. Moreover, 

the Extreme Learning Machine method appears as a potential choice for 

classification problems in machine learning, especially for datasets having a high 

number of features. Similarly, the success of the Long Short Term Memory 

Networks underscores their efficacy in processing time-series data. 
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