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Abstract 

 

The quest for clean and sustainable energy sources has prompted significant research interest 

towards the exploration of efficient energy conversion technologies such as thermoelectric 

(TE) energy harvesting and solid state lighting. The tailored materials required in these 

technologies are currently at the center stage of material science research. The TE materials 

can convert waste heat into usable electrical energy and are useful for a wide span of 

applications ranging from wearable devices to space applications. On the other hand, the good 

luminescent properties of a material is the first condition for its use in optoelectronic and light 

emitting applications. The energy conservation based on the light emitting diodes are viable 

substitute for incandescent bulbs on account of their high brightness, efficiency, fast response 

rate, and low energy consumption. The distinctive properties of metal oxides make them 

potential candidates for high temperature TE application and solid state lighting.  

In this thesis, we have carried out a detailed investigation of structural phase transition, 

electronic, transport, and optical properties of various phases of HfO2 for enhanced TE 

performance as well as the optical response using computational and experimental approaches. 

We realized that carrier concentration optimization is an effective way to enhance the TE 

performance of HfO2. The feasibility of high p-type carrier concentration (order of ~1022 cm-3) 

was experimentally demonstrated in HfO2. In light of these studies, using the first-principles 

calculation combined with the semi-classical Boltzmann transport theory, we have reported 

high TE performance in various polymorphs of HfO2 in a range of carrier concentrations (order 

of ~ 1018-1022 cm-3) at high temperatures. The highest value of Seebeck coefficient has observed 

in tetragonal phase at 300 K. The lattice thermal conductivities at room temperature are 5.56, 

2.87, 4.32, and 1.75 Wm-1K-1 for cubic (c)-, monoclinic (m)-, orthorhombic (o)- and tetragonal 

(t)- HfO2, respectively which decrease to 1.58, 0.92, 1.12, 0.53 Wm-1K-1 at 1200 K for 

respective phases. The low lattice thermal conductivities lead to the high values of the figure 

of merit, i.e., 0.97, 0.87, 0.83, and 0.77 at 1200 K for the m-, o-, t-, and c- HfO2, respectively, 

at the optimized carrier concentrations (~1021 cm-3). Further to enhance the TE performance of 

c-HfO2, we have investigated the doping of Ti and S at cationic and anionic sites. The convex 

hull method has been employed to estimate the stability of various doped structures. Doping 

leads to create new trap states in the band gap. The band gap with Ti doping decreases more 
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sharply as compared to S doping. The magnitude of the Seebeck coefficient is high in Ti doping 

as compared to S doping. The figure of merit of c-HfO2 with doping enhances ~0.82 at 800 K. 

We have analyzed the structural phase transition in the HfO2 under the effect of doping and 

pressure. We discussed the phase transition from a centrosymmetric m-HfO2 to a non-

centrosymmetric o-HfO2 with Si doping. The reported phase transition pressures i.e., 15GPa, 

14 GPa, 8 GPa, and 8 GPa for x = 0, 0.03, 0.06, and 0.09, respectively for Hf1-xSixO2 are in 

excellent agreement with available experimental results. It has observed that with increasing 

Si concentrations the transition pressures reduce significantly which is understood in terms of 

bond length and charge transfer. The thermal stability of the obtained o-HfO2 phase has 

examined via ab initio molecular dynamics up to its synthesis temperature. The density of states 

indicates the noticeable appearance of Si states in the lower conduction band and an increase 

in the extent of hybridization.  

The effect of Si, along with other dopants such as Ti and S, also examined on the optical 

properties of HfO2 by calculating the dielectric function and refractive index. The refractive 

index slightly enhanced with Ti and S doping. The desired and suitable optical properties can 

be augmented via the suggested doping mechanism. The effect of Si doping on o-HfO2 also 

broader the UV absorption range but no significant enhancement in refractive index is 

observed. Our calculations have revealed that the value of refractive index o-HfO2 at 15 GPa 

can be readily attained at lower pressure i.e., 8 GPa with 9% of Si doing. The optical response 

of HfO2 under different doping makes it a viable candidate in optoelectronic applications.  

The structure phase transformation and luminescence properties of undoped and doped HfO2 

have been explored experimentally. The samples were synthesized via chemical co-

precipitation method. The crystal structure and phase analysis of the prepared sample have 

carried out by XRD and Rietveld refinement studies. The UV-visible spectroscopy has used to 

analyze the band gap of HfO2. The observed band gap using the TB-mBJ approach is in good 

agreement with the experimental results. The photoluminescence peaks corresponding to 562 

nm, 536 nm, and 450 nm wavelength are attributed to oxygen vacancy. To analyze the vacancy, 

we have calculated the density of states of O3 and O4 vacancy using density functional theory. 

The peaks correlated with the total density of states of O4 single vacancy are in close agreement 

with our experimental observation. 

A low temperature synthesis of HfO2:xEu3+ (x = 0, 3, 5 and 7 mol%) at 600 ◦C. The XRD results 

revealed the monoclinic phase in undoped HfO2 and showed mixed phase formation at lower 
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concentrations and a dominant cubic phase achieved at 5 mol% doping of Eu in HfO2. The 

phase transition has also been calculated using density function theory which shows transition 

point at ~5.11% doping concentration. X-ray absorption spectra has used to identify the 

oxidation state of Eu ions in the HfO2. Photoluminescence study has demonstrated the emission 

in the red region with high color purity under different excitation wavelengths from near UV 

to blue light. The reddish photoluminescence emission with high color purity under different 

excitation wavelengths from n-UV to blue region may be exploited in solid state lighting-based 

applications. 

We hope that our studies regarding structural phase transition in HfO2 help to understand how 

pressure and doping can be used to optimized various properties of interest. The strategies for 

enhancing optical and TE properties via doping and carrier concentration optimization may 

open new avenues for exploring HfO2 for solid state lighting and high temperature TE energy 

harvesting applications. 
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Chapter 1 

Introduction 

 

1.1 Overview of the problem 

The unprecedented increasing demand for energy worldwide has wrecked the environment 

irreparably leading to the devastating problem of global warming. This has led to new avenues 

of research toward green and clean energy alternatives [1, 2]. The effective implementation of 

green energy sources has the potential to mitigate the adverse impacts of environmental 

changes. Hence, it is imperative to shift towards sustainable energy sources to safeguard a 

habitable environment for forthcoming generations. Thermoelectric (TE) materials have the 

capacity to capture and transform waste heat into usable electricity. The diversity of TE 

materials makes them useful in addressing energy challenges covering a wide range of 

applications such as wearable devices, space exploration, the automotive industry, power 

generation, and coolers [3–5]. On the other hand, Light-emitting diodes (LEDs) are recognized 

as extremely efficient lighting alternatives that effectively reduce power usage. The increasing 

need for energy-efficient lighting systems has witnessed tremendous research towards the 

improvement of luminescent materials. Conventional light source like incandescent and 

fluorescent bulbs causes an enormous loss of heat and gas discharge due to the heating of 

filament at a very high temperature which puts a bar on their efficiency. Furthermore, the 

introduction of new technologies such as white light emitting diode (w-LED) has increased 

demand for high quality luminescent materials for global and societal development [6]. Hence, 

both technologies i.e., TE energy harvesting and solid state lighting have the potential to play 

crucial roles in effectively resolving the difficulties associated with the increasing energy crisis.  

This chapter discusses the fundamentals of TE energy harvesting and luminescent properties. 

Moreover, the importance of the chosen host material (HfO2) and the objective of accomplished 

research work is also discussed. 

1.2 Thermoelectricity 

The utilization of waste heat for the generation of useful energy is a potential area of 

contemporary research. The conventional energy resources such as wind, geothermal, and solar 

have their own constraints regarding location and weather [7]. The TE energy conversion, on 

the other hand, has emerged as a potential technique to convert waste heat from automobiles, 
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factories, etc., to useful electricity [8]. This technique is foreseen as a clean and sustainable 

future energy source, given that these thermoelectric devices are eco-friendly, silent, reliable, 

and contain no moving parts [9].  

The TE materials have a significant impact on society due to their cooling and power generation 

use, which are based on some fundamental effects, namely the Peltier, Seebeck, and Thomson 

effects. In 1821, Seebeck did an experiment with two dissimilar metals kept at different 

temperatures [10]. He noticed that the potential gradient (ΔV) is generated, which is directly 

proportional to the temperature gradient (ΔT) across the junction. The proportionality, ΔV/ΔT, 

is called the Seebeck coefficient (S), and the phenomenon of producing electricity directly 

from heat is called the Seebeck effect. In 1834, Peltier observed the reverse of the Seebeck 

effect, whereby a temperature decreases or increase was observed when current flows across a 

junction of dissimilar metals [11]. The temperature variation as a function of electrical current 

is expressed by a proportionality constant, the Peltier coefficient (). In 1855, William 

Thomson (later Lord Kelvin) related the Seebeck and Peltier effects to understand the TE 

phenomena. He observed that Peltier heat (Qp) at a junction was proportional to the junction 

current (I) via the relationship Qp = πI. He discovered that the Peltier and Seebeck effects are 

directly connected, with π = SαT. He also anticipated that the heat power (Qτ) is absorbed or 

evolved along a material rod having junctions at different temperatures. The absorbed or 

evolved heat is proportional to the current and temperature gradient along the rod. The 

proportionality factor  is called the Thomson coefficient [12]. Later, Edmund Altenkirch came 

up with a model based on the discovery of the above-mentioned TE effects [13]. He defined a 

dimensionless quantity called the figure of merit, 
2S

ZT T


= , which is related to a 

combination of transport coefficients i.e., electrical conductivity (σ), thermal conductivity (κ), 

Seebeck coefficient ( S ), and temperature (T). The figure of merit for a thermoelectric material 

must be maximized to achieve high-performance [14]. Therefore, TE materials must have high 

S , a high σ, and a low κ, which are extremely challenging to achieve experimentally in the 

same material as these parameters are interdependent on each other. This interdependence 

amongst various transport parameters is discussed in the following subsections. 

1.2.1 Seebeck coefficient 

The Seebeck coefficient also known as thermopower, is responsible for causing current to flow 

when there is a temperature gradient [15, 16]. Consider an n-type semiconductor of length L 
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with the right side being hot compared to the left side. The electrons diffuse away from the hot 

side towards the cool side, and thus a positive voltage is developed to pull the electrons back 

and stop the current flow. The zero current under open-circuit conditions gives a negative open-

circuit voltage, which is called the Seebeck coefficient. Similarly, the S  for a p-type 

semiconductor is positive. This can be understood by the following differential equation: 

x

dV dT
J S

dx dx
 = − −                  (1.1) 

where, xJ  is current density in positive x-direction, σ is the electrical conductivity, dV  is the 

voltage gradient across the junction, and dT  is the temperature gradient across the 

semiconductors. 

Under open-circuit condition, xJ  = 0, implying that 
dV dT

S
dx dx

− =             (1.2) 

The S  is thus the measure of the open-circuit voltage across a semiconductor that has a 

temperature gradient. From Mott’s formula [17], the Seebeck coefficient is expressed as: 

2/32 2

2

8

3 3

Bk
S m T

eh n


   
=  

 
                   (1.3) 

Here, e  is the electronic charge, h  is Planck’s constant, n  is carrier concentration, 
Bk  is the 

Boltzmann constant, m
 is the effective mass of the charge carriers, and T is the absolute 

temperature. There is a direct correlation between the S and the effective mass of the charge 

carriers, whereas an inverse proportionality exists between S and carrier concentration. 

Achieving a greater S value demands a larger effective mass and low carrier concentrations. 

1.2.2 Electrical conductivity 

According to Drude’s formula [18], the electrical conductivity depends directly on the carrier 

concentration and is inversely proportional to the m
of the charge carriers [19]: 

2ne

m





=                   (1.4) 

Here, τ represents the average relaxation time between two consecutive collisions. Thus, the 

requirement of lower effective mass for higher electrical conductivity would lower the Seebeck 
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coefficient. Therefore, a quantity called power factor (PF) is defined as the product of the 

square of the Seebeck coefficient and the electrical conductivity. 

1.2.3 Thermal conductivity 

The electrons as well as phonons (lattice vibrations) both contribute to the thermal conductivity 

in a material. Therefore, the thermal conductivity ( ) is the sum of the electronic contribution 

( e ) and the lattice contribution ( l ). The thermal conductivity due to electrons is expressed 

by the Wiedemann-Franz law [19], which is: 

e L T =                      (1.5) 

Where L is Lorentz number. It can be seen that the thermal conductivity due to electrons is 

directly proportional to that of electrical conductivity, which is contrary to the requirement of 

higher ZT, i.e., higher σ and a lower value of e . Therefore, the value of l becomes vital in 

optimizing the TE efficiency of a material. In metals, the electronic contribution is dominant 

over the lattice contribution in the heat transfer, whereas the lattice vibrations dominate over 

the electronic contribution for the heat transfer in semiconductors and insulators. Lattice 

thermal conductivity can be expressed as: 

1

3
l p vv C =                    (1.6) 

Here,  , 
pv , and vC  represents mean free path, phonon velocity, and the specific heat capacity. 

Higher the scattering; the lesser would be the mean free path value, resulting in a lesser lattice 

thermal conductivity value. To have maximum TE performance, a material with a lower value 

of l  is desired.  

In the present thesis, we have investigated various external factors that enhance the 

thermoelectric performance of a HfO2.  

1.3 Strategies for optimizing thermoelectric properties 

There is a wide range of established and emerging TE materials but challenges often occur 

regarding their durability, stability, and high figure of merit. The key TE parameters are 

interdependent so innovative approaches are needed to decouple this interdependence and to 

improve the electronic properties without impeding the thermal properties and vice-versa. 

There exist strategies to enhance the figure of merit and minimize the thermal conductivity, 

some of which are discussed in this section. 
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1.3.1 Band structure engineering 

The band structure engineering can be done by doping, strain, and effect of the external applied 

field [20–23]. The dopant in the host can influence the band structure due to the effect on the 

energy levels in the material to align electronic bands to increase valley degeneracy at the 

conduction band minimum or the valance band maximum [24]. This leads to an increase in the 

effective mass of the electron or hole and leads to an increase in available states around the 

Fermi level, which increases the S  corresponding increase in the ZT. The influence of dopant 

also increases the charge carrier type (n-type and p-type) and carrier concentration in the 

material [25]. Doping increases phonon scattering through the additional disorder in the crystal 

structure [14]. Isovalent elemental doping induces mass disorder in the structure which reduces 

the lattice thermal conductivity without significant altering the electrical properties [26]. 

Lattice strain can arise from the difference in the atomic size of dopants which affects the 

electronic band structure and phonon scattering [20, 24].  

1.3.2 Structural defects 

In the oxide-based materials, there exist various point defects. A thorough investigation of the 

nature of defects, presence of defects, type of defects, and their effect on the various properties 

has been a hot topic for experimentalists and theorists. Native defects refer to the structural 

irregularities inside a crystal lattice that are directly associated with the constituent atoms. It 

may be vacancy, interstitial, and antisite defects. The presence of such imperfections may 

significantly impact the electrical and optical characteristics of a material. Understanding these 

effects is crucial for the purpose of designing and manipulating the properties of the material. 

The aforementioned defects may be classified as either p-type donors or n-type acceptors. The 

presence of defects inside a material gives rise to trap states located within the band gap, hence 

serving as a main determinant for altering the material's characteristics. These defect states can 

be classified as shallow or deep, depending on their proximity to the conduction band and 

valence band edges, which results in variation of S [14]. Therefore, researchers have shown 

great interest in examining these defect states using first-principles calculations [27]. 

Theoretical calculations are consistently used to interpret experimental findings. The presence 

of extra atoms at the interstitial locations within the crystal lattice may generate charge carriers 

and introduce additional scattering of phonons, leading to a decrease in thermal conductivity 
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[28]. The presence of vacancies inside the crystal lattice induces the formation of charge 

carriers [29–31].  

1.4 Oxides as thermoelectric materials 

Metal oxides are significant materials used in several domains of chemistry, physics, and 

materials science. These materials can possess many structural geometries, resulting in an 

electronic structure that may display different electronic properties. In comparison to the 

widely used TE materials such as BiTe, PbTe, and chalcogenides [32–34], oxides offer some 

compelling features like non-toxicity, high thermal stability, unique electronic and transport 

properties, and compatibility with the harsh environment [35–37]. Intense research has been 

carried out on the layered complex oxides, doped zinc oxide, and perovskite type oxides [38–

42]. The morphology, stoichiometry, and doping in the transition metal oxides (TMOs) can 

tune their band gap, effective mass, and conductivity. The TMOs have a wide band gap and the 

effect of doping and vacancy formation can enhance the carrier concentration which further 

improves their transport properties [30, 37, 43]. So, to enhance their overall TE performance, 

a thorough investigation has been conducted by examining the impact of synthesis parameters 

and doping [44]. Experimental results have demonstrated high carrier concentration due to the 

existence of oxygen vacancy in HfO2 [45]. Therefore, optimizing the carrier concentration in 

HfO2 can boost its figure of merit.  

1.5 Luminescence  

Another aspect of this thesis is to explore the luminescent properties of HfO2. The emission of 

light by a material when it is excited by an external energy source is called luminescence and 

such materials are known as luminescent materials or phosphor [46]. These materials are 

extensively utilized in various fields such as photocatalysis, sensors, drug delivery, and anti-

counterfeiting applications. Luminescence is a common phenomenon in our daily life which 

can be seen in television screens, fluorescent lamps, scintillators, X-ray monitoring, and 

imagining [47]. Unlike conventional lighting, this phenomenon follows a cold process so the 

material that undergoes this process offers better efficiency. Based on the source of the 

excitation, luminescent materials are classified as discussed in Table 1: 
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Table 1: The source of excitation of various luminescence phenomena 

Phenomena Excitation Source Application 

Photoluminescence Photon 

Sensor 

Laser 

Light source 

Display Devices 

Highlighting Paints 

Thermoluminescence 
Any energy  

(Heat as stimulator)  

Archaeological dating 

Geological Dating 

Dosimetry 

Radioluminescence X-rays 
X-ray screen 

x-ray Scintillators 

Electroluminescence Electric field 

LED 

Laser Diodes 

TFEL Display 

Cathodoluminescence Electron beam 
CRO 

TV screen 

Chemiluminescence Chemical reaction Chemical analysis 

 

1.5.1 Photoluminescence   

The photoluminescence (PL) process includes the absorption of energy in the form of photons 

by trap states and the subsequent emission of light  [48]. When the electron returns to the lower 

energy or ground state the excess energy is released in the form of visible light leading to a 

radiative process or non-radiative process. To understand the PL process, we have schematical 

represented the Jablonski diagram as shown in Fig. 1.1. The ground state (So) and single exited 

states (S1 and S2) having paired electrons, whereas triplet state (T1) have unpaired electrons. 

Further, based on the energy difference between the two electronic states this can be 

categorized into fluorescence and phosphorescence: 

Fluorescence: 

It is the absorption of electromagnetic radiation by atoms followed by immediate emission of 

light. It is a fast process of the order of 10-15 s or smaller. Excited electron undergoes electronic 

transition from singlet state to ground state radiatively. Since it is a spin-allowed transition, 

thus has a high probability of occurrence [48]. The emission of light halts as soon as the 
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excitation source is switched off. If the emitted radiation is of the same wavelength as of 

absorbed radiation, then the phenomenon is termed resonance fluorescence. 

Phosphorescence:  

It is a delayed emission process as compared to fluorescence. The emission process does not 

proceed immediately after absorption process, with the time difference being greater than 10-8 

s. Light can be obtained even after the excitation source is switched off. Intersystem-crossing 

transfers the electron from a singlet state to a triplet state accompanied by a spin reversal [48]. 

The emission occurs from the triplet state to ground state and is a spin-forbidden transition, 

although occurs with a small probability due to spin-orbit coupling. Due to this, a transition 

from triplet state to ground state is delayed and late emission is observed. 

1.5.2 Basic of Photoluminescence process: 

Generally, the PL process occurs in the following sequential manner.  

➢ The activators undergo energy absorption, resulting in their transition to an excited 

state.  

➢ The activator undergoes relaxation to transition into the particular emission state.  

➢ The emission of radiation occurs as a result of the de-excitation process of the activator, 

leading to its transition to the ground state. 

The absorption and emission of the photons might proceed with the intrinsic defect states, 

vacancies, activator, and sensitizer. The activators (lanthanide ions or transition metal ions) are 

the dopants in a host, leading to create the trap centers which are responsible for luminescence. 

Whereas the sensitizers are other impurities added to the host, these impurities absorb the 

incident energy and transfer it to activators by sensitizing it. The sensitizers are used in the host 

material when the optical absorption of the activator is weak [47]. The absorption of the energy 

is basically done by the host or by the activator. The host material can absorb the energy of a 

particular wavelength from the different excitation sources which excite the electron. After the 

excitation, it can release the energy by the radiative and non-radiative processes.  
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Fig. 1.1: A schematic representation of Jablonski diagram to explain photoluminescence. 

 

The configuration coordinate diagram is used to explain the optical transitions as depicted in 

Fig 1.2. The ground and excited states of the atom are shown as parabola, which are due to 

harmonic assumptions of the vibrational motion of atoms. In the configuration coordinate 

diagram, the horizontal lines represent the vibrational energy levels, and Xo represents the 

ground state equilibrium distance. The allowed transitions of the absorbing atom are within the 

energy states having the same spin and opposite parity are considered as the allowed transitions 

[49]. The electronic transitions are represented by the vertical lines. The diagram shows the 

shift in lowest point of the ground state and excited state which measure the interaction of 

excitation energy and absorbing center. The transition took place from the ground state parabola 

to the highest vibrational level of the excited state parabola. When the absorbing atom absorbs 

the excitation energy, there is a slight expansion in the vicinity of the absorber, resulting in a 

shift in energy to the right side. This shift (ΔX) measures the width of the absorption band. The 

emission takes place from the lowest point of the excited state parabola, giving out the balance 

of energy in the form of luminescence. The difference between the excitation and emission 

energy is referred to as Stokes shift. 
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Fig. 1.2: Configuration coordinate diagram representing the absorption and emission 

transitions. 

1.6 Rare earth dopants 

The splendid performance of the rare earth (RE) dopants in the electronic display, solar cell, 

solid state lighting has attracted the attention of scientific society. The interesting luminescence 

features are due to intraconfigurational 4 4f f→ or interconfigurational 4 5f d→ transitions 

[46, 50]. In the RE elements, the progressive filling of 4f shells takes place and the 5s and 5p  

orbitals are strongly shielded by the 4 f  shells. The shielding effect of 4 f  is responsible for 

their unique optical properties [49]. In some RE ions, electron transfer takes place from 4 f  to 

5d orbital and charge transfer state in which an electron in the neighbouring anion is transferred 

to 4 f  orbital. This charge transfer is also affected by the local crystal field symmetry around 

these RE dopants. Therefore, most of the RE ions show +3 oxidation state, and a few show a 

+2 oxidation state. The intraconfigurational 4 4f f→ transitions are parity forbidden. 

Moreover, these RE ions exhibit large stokes shift, sharp emission band, long lifetime which is 

a prerequisite for designing a phosphor. The color of emitted light largely depends on the RE 

ion. The doping of RE ions in the host creates the energy level within the optical band gap of 

the host. The RE ions can exhibit three types of optical transitions i.e., intraconfigurational 4
nf  

transitions, 
1 14 4 5n nf f d−→ transitions, and charge transfer which are discussed in detail. 

1.6.1 Intraconfigurational transitions: The line like emission from RE ions provides high 

color purity to the emitted light. The emission color is the specific for the various dopants 

which are attributes to their characteristics f f→ transitions. The selection rule state that the 

electronic transitions are only allowed between energy state of the same spin and opposite 
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parity. In the RE the sharp 4 nf transitions indicate the parity violation. The lake of inversion 

symmetry results in mixing of small fraction of 5 4d f→ wavefunctions this helps 4 nf  

transitions in gaining sharp and intense peaks. Three different interactions mechanism leads to 

different type of transitions among the RE ions [47, 49]. The interaction of the electric dipole 

of the RE3+ ion with the electric field vector of electromagnetic radiation result in electric 

dipole transition. The electric dipole moment has an odd parity and is forbidden as per Laporte 

selection rule. However, electric dipole transitions between 4 f  and 5d  are parity allowed and 

therefore has oscillator strengths much more than that of f f− transitions. The selection rules 

governing induced electric dipole transitions are   1;     0;     6;     6l s L J =  =     . 

The forbidden f f→ electric dipole transitions come into to picture due to the admixing of 

4 nf configuration with the excited configuration of the opposite parity (e.g.,
14 5nf d− → ) [46]. 

The mixing of the electronic states of opposite parity is allowed due to non-centro symmetric 

interactions. These transitions are relatively much weaker than the ordinary electric dipole 

transitions with intensities of the order 10-6 and are called induced/forbidden electric dipole 

transition. 

When a spectroscopically active ion (RE ion) interacts with the magnetic field vector of the 

electromagnetic radiation through a magnetic dipole, it induces magnetic dipole transition. A 

magnetic dipole is created due to the movement of a charge over a curved path. The intensity 

of magnetic dipole transition is weak and it is also considered as a rotational displacement of 

charge. The magnetic dipole transition has even parity and selection rules governing induced 

electric dipole transitions are   1;     0;     0;     0;  0 0 l s L J J =   =     =  is a 

forbidden transition [46]. This transition has even parity due to the fact that rotation is not 

reversed under inversion through a point. Hence a magnetic dipole operator exhibits even 

transformation properties under inversion and followed between the transitions with equal 

parity. If a charge is having quadrupole nature i.e., group of four point charges with total zero 

charge or zero dipole moment, then it shows electric quadrupole nature. An electric quadrupole 

transitions are followed by even parity and are much weaker than induced electric dipole and 

magnetic dipole transitions [46].  

1.6.2 Interconfigurational transitions: 

The transport of 4 f  electrons into the 5d  subshell is permitted under the principle of parity. 

The influence of the ligand field effect on d orbitals results in a significant impact on the 

intensity of transitions. This susceptibility is particularly pronounced in the case of RE ions, 



 

12 
 

leading to the high intensity of these transitions [49]. The transitions occurring between the 

1 14  5nf d− → and 
04  5nf d→ energy levels exhibit a much wider range of excitation and 

emission wavelengths in comparison to the much narrower peaks seen in transitions between 

4 4f f→ energy levels. The many f d→ transitions may be explained by two fundamental 

phenomena: the Franck-Condon principle and the disruption of the degeneracy in the 4 f  

ground state [48]. Moreover, the degeneracy of the 4 f  orbitals is disrupted as a result of the 

interaction between the electron's spin and its orbital motion, known as spin-orbit coupling, 

leading to the formation of many energy levels. Furthermore, it is worth noting that the 

activator ion inside a host crystal has the potential to experience both centroid shift and crystal 

field splitting. The concept of centroid shift refers to the displacement of energy levels in a 

five-dimensional system towards lower values, which occurs as a result of a reduction in inter-

electronic repulsion. The phenomenon known as crystal field splitting refers to the division of 

5d  energy levels resulting from the influence of the host environment on the activator ion that 

has been doped into it. The amplitude of the crystal field effect is contingent upon many factors, 

including the bond length between the activator ion and the ligand, the degree of overlap 

between molecular orbitals, the type of the bond (whether it is ionic or covalent), the 

characteristics of the surrounding environment, and the site symmetry of the activator ion. 

1.7 Solid state lighting 

Artificial lighting has created versatile potential in indoor and outdoor systems for extending 

the productive day into non-sunlit hours of the night, significantly increasing human life 

production. Globally, the manufacturing of artificial lighting consumes enormous amounts of 

energy. Previously, traditional lighting sources such as fire lamps (first generation), 

incandescent bulbs (second generation), and fluorescent lamps (third generation) were utilized 

for artificial illumination that relied on either heat or gas discharge [51]. These lighting systems 

generate high temperatures, resulting in significant energy losses. In recent years, the 

increasing need for yearly energy consumption, as well as other environmental concerns, have 

compelled the population to migrate towards energy-saving and environmentally friendly 

alternatives to traditional lighting sources [51]. Solid state lighting (SSL) sources, which have 

significantly lowered yearly energy consumption, are presently operating as a fourth generation 

lighting technology in this respect. SSL refers to the light emitted by a solid, which might be a 

semiconductor or an insulator. The visible light in this revolutionary lighting system originates 

from solid-state light-emitting diodes, which effectively and immediately convert power to 
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light. LEDs have reduced the use of incandescent and fluorescent lights because they 

outperform them in terms of energy efficiency, affordability, proficiency, cost effectiveness, 

and color-balanced white light [51]. There are primarily two ways available for fabricating w-

LEDs. The first is to use phosphor-free RGB-LEDs, which combine monochromatic light from 

red, green, and blue LEDs to produce white light [52]. These integrated LEDs need separate 

driving currents for each LED to provide consistent white light, which is difficult to acquire 

and makes it less accessible. Furthermore, differing driving currents cause deterioration of 

different color LEDs and color temperature instability [53]. Another strategy is to achieve white 

light emission by combining a blue light emitting InGaN chip with a yellow phosphor (YAG: 

Ce3+), which is currently employed in the majority of commercial w-LEDs [54, 55]. Despite 

having several advantages over RGB-LEDs, such as low cost, ease of fabrication, and high 

brightness, such w-LEDs have some drawbacks, such as a low color rendering index, a high 

correlated color temperature (CCT >7765 K), and low efficiency due to the lack of the red 

component [56]. As a result, researchers all across the world presented other solutions to this 

vexing issue, such as "blue LED coated with green and red phosphors" and "n-UV LED coated 

with an appropriate mixture of RGB phosphors." Both of the aforementioned techniques seem 

to need the manufacture of a viable red emitting phosphor. A multiphase phosphor method, on 

the other hand, results in decreased efficiency due to the re-absorption of blue emission by RG 

phosphors [46, 49]. All of these problems may be addressed by using a more advanced way of 

coating a co-activated single-phase phosphor that emits warm white light. As-prepared co-

activated single-phase phosphors may provide outstanding color reproducibility, adequate 

CCT, spectrum tunability, and eye-soothing perception. 

1.8 Importance of present host material: HfO2 

HfO2, an IV-B oxide and a member of the transition metal oxide family, is widely recognized 

as a highly promising and technologically significant material. This is primarily due to its 

notable characteristics, including a substantial band gap ranging from 5.5 to 6.0 eV, a high 

dielectric constant, high thermal and chemical stability, and an impressively high melting point 

exceeding 2700 °C [57–60]. HfO2 occurs in three distinct polymorphic forms within the natural 

environment. The monoclinic baddeleyite phase (m, space group P21/c) exhibits stability at low 

temperatures, undergoing a transformation to a tetragonal structure (t, space group P42/nmc) at 

around 2000 °C [61, 62]. At elevated temperatures, a transformation occurs wherein the 

material adopts the cubic fluorite structure (c, space group Fm3̅m) [63]. The pressure induced 

orthorhombic phase (o, space group Pbca, Pnma, P21c) [64]. The effect of external parameters 
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such as pressure, temperature, and doping have been explored for phase transition in HfO2 

which makes it a promising candidate in the field of ferroelectric, piezoelectric, and optical 

applications [65–68]. HfO2 is applicable in several fields such as high temperature thermal 

barrier coatings, as well as in high mechanical resistance applications [69–72]. Considerable 

effort has been devoted to making HfO2 as a viable substitute for SiO2 as a gate dielectric which 

can minimize leakage current [73]. HfO2 is presently being recognized as a promising 

candidate for use as a heavy scintillator with excellent gamma- and X-ray stopping power [74], 

[75]. Recently, there has been an observation of a wide blue emission band in the undoped 

HfO2 lattice when it is in the form of a thin film [76]. The wide band gap and low phonon 

frequency make it a promising host for doping of rare earth (RE) activator ions [77].  Several 

investigations have been conducted to investigate the luminescence characteristics of RE doped 

HfO2 [78–81]. These studies have shown the potential to adjust the emission color of the 

material by combining the inherent wide emission with that of the optically active doping ions. 

Moreover, significant advancements have been made in manipulating the size and structural 

characteristics of nanocrystals, to produce HfO2-based ceramics and nanocomposites that 

exhibit a broad band gap and transparency [82]. The thin film of HfO2 has a low thermal 

conductivity which is a desirable condition for a TE material [83, 84]. The naturally occurring 

oxygen vacancy defect and doping lead to the enhancement of the carrier concentration of HfO2 

[85]. It has been found in various experimental and theoretical studies that doping, which 

creates the trap states within the forbidden gap causes a reduction in the band gap of HfO2 [45, 

86, 87].  

In light of the aforementioned characteristics of HfO2, we have investigated the possibilities of 

high TE performance and enhanced optical properties with doping, pressure, and varying 

carrier concentration.  

1.9 Objective of present thesis 

During the past few years, the oxide-based materials have significantly contributed to the field 

of TE and LED applications. Several attempts have been made to enhance the luminescent 

properties and tunning the transport parameters. The altering of the band gap and the stability 

remains the prime challenge for the practical applicability of the material. This thesis contains 

a detailed study of structural and electronic properties of HfO2 based materials. The effect of 

doping, temperature and pressure on the structural and optical properties are discussed in detail. 

The tunning of band structure under the doping of various elements at anionic and cationic sites 
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in HfO2 was explored for the TE and optical response. The main objectives of the present thesis 

work are: 

➢ To unravel the thermoelectric properties of pure and doped HfO2  

➢ To ascertain the pressure induced structure phase transition in m-HfO2 

➢  To analyze the effects of various dopants (Ti, S, and Si) on optical properties of 

HfO2 

➢ To explore the structural and luminescent properties of pure and Eu3+ doped HfO2 

The present thesis embraces seven chapters to accomplish the research objectives.  

1.10 Scope of present thesis 

The HfO2 polymorphs show phase dependent properties such as wide band gap, high 

transmittance, and mechanical hardness making it suitable for optical coatings, bandpass filters, 

UV mirrors, efficient absorbers for gamma, optical devices, gate oxides, and ferroelectric. We 

studied the optical and TE properties for future green energy applications. We examined the 

structural phase transition and electronic and optical properties utilizing experimental and 

theoretical approaches.  A low temperature synthesis route and effect of rare earth dopant was 

implemented to enhance its luminescent properties. 

Secondly, we explored the TE performance of the various existing phases of HfO2. Enhancing 

the TE performance of HfO2 is a daunting task given its wide band gap. However, carrier 

concentration optimization is an effective strategy to enhance the figure of merit. The 

experimental reports have shown the possibility of high carrier concentration and low thermal 

conductivity in HfO2. We obtained encouraging results regarding TE performance of various 

polymorphs of HfO2. Due to a lack of experimental resources currently, we could not verify 

our predictions of transport properties experimentally. But we hope that this study will pave 

the way for experimentalists to harness the material's unique characteristics in designing the 

future TE and optical materials. 
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Chapter 2 

Theoretical and experimental methodology 

 

This chapter briefly discusses the theoretical methods and experimental techniques used for the 

presented work. The discussion starts with the physical interpretation of many-body problem. 

Subsequently, we discuss the emergence of Density Functional Theory (DFT), one of the 

prominent methods for solving many-particle system. In addition to that, the necessary 

discussion on exchange correlation functionals are included. The semi-classical Boltzmann 

transport theory, which was used to obtain transport properties, is also discussed. Later part of 

this chapter discusses the experimental details for fabrication and characterization of the 

material. 

2.1 Introduction to Many-electron System 

Schrödinger equation describes the behavior of single electron system nicely [1, 2]. However, 

the many-electron system has never been solved precisely using this equation. So, what is the 

problem with the many-electron systems? How to study the dynamics of electrons in solids? 

To answer these questions, let us begin with the Schrödinger equation for such systems: 

(2.1) 

where Ĥ  and ( , )R r  are the Hamiltonian operator and wave function of the system, 

respectively. R and r  are the position coordinates of the nucleus and electrons, respectively. E 

is the corresponding eigen energy value of the system. On ignoring relativity, gravity, and time, 

the Hamiltonian operator can be written as: 

2 222 2 2
2ˆ

2 2
I J I JI

i
I i I I i j i jeI i jiI J I

Z Z e Z Z e e
H

m m r rR R r R 


= − −  + − +

−− −
                           (2.2) 

The kinetic energy of nuclei and electrons are represented by 1st and 2nd terms, respectively. 

3rd, 4th, and 5th terms represent the potential energies from the interactions by nuclei-nuclei, 

electrons-nuclei, and electrons-electrons, respectively.  

The electrons are quantum particles; therefore, it is impossible to locate their position due to 

the associated wave nature. Due to the uncertainty in the position of electrons, the distance ( )ijr

between them cannot be determined exactly. That is why the simplification of the Hamiltonian 

ˆ ( , ) ( , )H R r E R r = 
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operator is required. Since, we are dealing with solids having billions of atoms, electrons, and 

nuclei, the inclusion of all the individual interactions are impossible to consider; therefore, 

approximations are made for solving the equation.  

2.1.1 Born-Oppenheimer approximation 

In 1927, Born and Oppenheimer developed an approximate method for separating electronic 

and nuclear motion [3]. The notion behind this is the huge difference between the masses of 

nuclei and electrons ( )~  2000 I em m , therefore the nuclear motion can be considered fixed in 

comparison to the electronic motion. So, from the prospect of electronic motion, nuclei are no 

longer variable, but only fixed parameters. Nucleus appears to be frozen in the background of 

moving electrons. In this sense, nuclear wave functions may be considered independent of 

electronic coordinates. The total wave function can be written as the product of electronic and 

nuclear wave functions; therefore, the Schrödinger equation now reduces to the following 

equation for describing the electronic motion: 

)ˆ( ( , ) ( , )el NN el el elH V R r E R r+  =                   (2.3) 

where, 

22 2
2ˆ

2
el

I J
i

i I i j i je i ji I

Z Z e e
H

m r rr R 

−=  +
−−

                   (2.4) 

and NNV is the potential energy due to the nuclei-nuclei interactions. Despite having been 

simplified, solving the electronic part of the Hamiltonian is still a challenge. Consequently, 

more approximations are required to solve the equation, which is discussed in the next section. 

2.1.2 Hartree approximation 

In order to solve the many-body wave equation, Hartree (1928) proposed a method where each 

electron is moving independently [4]. He assumed the N-electron system as a set of non-

interacting one-electron systems, where each electron feels an average electrostatic potential 

from the rest of the other electrons. According to the Hartree approximation, the Schrödinger 

wave equation (in atomic units) can be written as: 

21
( ) ( )

2
i ext H

i

V V r E r
 
−  − +  =  
 

                   (2.5) 
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Here, I
ext I i

i I

Z
V

r R
=

−
   i.e., the attractive potential among the nuclei and the electrons, and 

VH is the Hartree potential due to electron-electron Coulomb interaction and defined as: 

'
'

'

( )
    H

r
V dr

r r


=

−
                                                                                                                             (2.6) 

This approximation is an independent electron approximation; therefore, the total energy ‘E’ 

can be written as a sum of N electrons energies: 

(2.7) 

Since it is a mean-field approach, it failed to incorporate actual exchange-correlation 

interactions among the electrons. It does not take into consideration the fermionic character of 

the electronic wave function, thus demanding further approximations. 

2.1.3 Hartree-Fock approximation 

In 1930, V. A. Fock refined the Hartree approximation based on the mean-field approach by 

taking spin into consideration and writing the one-electron wave function in the determinant 

form proposed by Slater as given below [5]: 

( )

1 1 1 1

2 2 2 2

3 3 3 3

1 2 3

(1)   (2)   (3)    ..... ( )

(1)   (2)   (3)   ..... ( )

(1)   (2)   (3)   ..... ( )1
, , ,.....

  .           .           .             .      .!

  .           .      

n

N

N

N
r r r r

N

   

   

   
 =

     .             .      .

(1)  (2)  (3)  ..... ( )N N N N N   

                                                           (2.8) 

Here, in the Slater determinant, the 
1

!N
 is a normalization factor. The total wave function 

written in the form of a determinant takes care of the anti-symmetric nature of the fermions, 

i.e., the sign is changed when any two columns or rows are interchanged which ensures the 

anti-symmetric nature of the total wave function. Moreover, suppose any two rows or columns 

are identical. In that case, the determinant is zero, implying that the electronic state having 

electrons of the same spatial and spin coordinates does not exist, thus satisfying the Pauli 

exclusion principle. 

Now, equation 2.5 is modified as: 

1 2 3 NE = E + E + E + .... + E
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21
  ( ) ( )

2
ext iji

i

V V r E r
 
− − +  =  
 

                                                                                                                (2.9) 

Essentially, 
ijV  is driven by two interactions: Coulomb interaction between electron coordinates 

 i  and j , and an exchange interaction caused by the Slater determinant’s anti-symmetrical 

nature. Since exchange interaction will give negative exchange energy, the total energy in 

Hartree and Fock (HF) approximation will be much closer to the ground state energy, which is 

minimized using the variational principle: 

( )* ˆ( ) ( )  = 0r H r dr                                                                                         (2.10) 

Now, the total energy under HF approximation is written as: 

   ext xHE T E E E= + + +                                                                                                                   (2.11) 

where first, second, third, and fourth terms are kinetic energy of electrons, external energy due 

to the interaction between nuclei and electrons, Hartree energy, and the exchange energy. It 

fails to incorporate correlation interactions between electrons with different spins. The 

neglected correlation energy was included in the density approach method known as DFT, 

which is discussed in the next section. 

2.2 Density functional theory 

Solving many electron systems through the wave function approach is highly tedious and 

computationally expensive. The self-consistency scheme used in HF approximation makes an 

initial guess on the wave function, which depends on 3N variables for N-electrons and, 

therefore works fine only for smaller systems. To simplify things, Hohenberg and Kohn 

introduced a new theory [2–7] taking electron density into account rather than wave functions, 

thus reducing the 3N  variables problem to 3 coordinates ( ), ,x y z  only. Since the many-

electron problem gets reduced to density-dependent 3-coordinates system, the computational 

cost is cut down significantly. DFT framework involves Thomas-Fermi theory [8, 9], 

Hohenberg-Kohn theorems[7], and the Kohn-Sham [10] equations which are discussed in the 

following sections. 

2.2.1 Thomas-Fermi theory 

The first density approach was proposed by Thomas [8] and Fermi [9] in 1927, named as 

Thomas-Fermi theory. It is based on the semi-classical assumption that the many electrons 
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system containing N-electrons confined in a volume ‘V’ behave as a homogeneous electron 

gas. The kinetic energy of the electron in a system is approximated as an explicit functional of 

density for non-interacting electrons, which is expressed as: 

5/3 3

1( ( )) = C ( )T r r d r                              (2.12) 

Where ( )r is the electron density and can be expressed as: 

* 3 3 3 3

1 2 3 1 2 3 1 2 3( ) ( , , ,..... ) ( , , ,..... ) ....N N Nr N r r r r r r r r d rd r d r d r =                (2.13) 

Integration of the electron densities in the whole region will give the total number of electrons, 

i.e., 3( )r d r N = . 

The accuracy of this kinetic energy expression is limited because of the approximate kinetic 

energy functional and the absence of inclusion of exchange and correlation among electrons. 

This exchange and correlation term considered by Dirac in 1930, for the electrons in the 

presence of an external potential  ( )extV r  the energy can be expressed as: 

 5/3 4/3 3 3 3 3

1 2

1 ( ) ( )
[ ( )] ( ) ( ) ( )

2
TF ext

r r
E r C r dr C r d r r V d r d rd r

r r

 
   


= + + +

−              (2.14) 

The first and second integral in the above equation is a local approximation to the kinetic energy 

and the local exchange terms, respectively; and the last integral is the classical electrostatic 

Hartree energy. The values of constant multipliers are: ( )
2/3

2

1

3
3

10
C =  and 

1/3

2

3 3

4
C



 
= −  

 
 

The main source of error in Thomas-Fermi approach was the kinetic energy term, followed by 

errors in exchange energy terms and also due to the complete neglect of electron correlations. 

2.2.2 Hohenberg-Kohn theorems 

Thomas-Fermi’s theory was the footing point of the DFT, but the semi-classical expression of 

the energy was its only drawback. This density approach was further elaborated by the two 

theorems proposed by Hohenberg and Kohn (HK Theorems) [7], which are the key foundation 

of DFT.  

Theorem I state that the external potential is a unique functional of the electron density ( )r , 

and hence the ground state energy is also a unique functional of electron density i.e., [ ( )]E r .  
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Theorem II states that the electron density can be minimized with respect to energy using the 

variational principle. If and only if the input density is the real ground-state density( )( )o r , 

the energy functional that yields the system’s ground-state energy would have the lowest 

energy. Using the above two theorems, the Hamiltonian for many-electron system can be 

written as: 

2 ( ) ( )1ˆ ( )
2

i j

ext ii
i i j i j

r r
H V r

r r

 



= − − +
−

                                                                                                (2.15) 

Using the HK Theorems, Kohn and Sham considered a fictitious system of one electron that 

can replace the N-electrons system [10]. The methodology will be discussed in detail in the 

following sections. 

2.2.3 Kohn-Sham approach 

Kohn-Sham mapped the interacting N-electrons system on the non-interacting one electron 

system [10]. The total energy within the DFT formalism is written as: 

        ( ) ( ) ( ) ( )KS ext H xcE T r V r V r E r   = + + +               (2.16) 

As per Kohn-Sham (KS) scheme,  ( )T r represents the non-interacting kinetic energy of 

electrons and is expressed in terms of the KS orbitals ( )i  as: 

* 2

1

1
[ ( )] ( ) ( )

2
i i

i

T r r r  
=

= −                 (2.17) 

In a non-interacting homogeneous system,  ( )T r  is the same as that given by Thomas- 

Fermi theory (equation 2.12). The energy derived from the external potential, ,extV is denoted 

by ( )extV r    and is written as: 

[ ( )] ( ) ( )ext extV r r V r dr =                       (2.18) 

The square bracket indicates the functional term, implying that energy is a function of electron 

density, which is dependent on the electronic coordinate ( ),  ,  r x y z . The Coulomb interaction 

between electrons gives rise to Hartree potential, HV , which is given as equation 2.6. The 

Hartree energy corresponding to HV is: 
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[ ( )]

2
H

r r
V r drdr

r r

 



=

−                        (2.19) 

During the exchange of two particle’s position, the wave function changes its sign due to their 

anti-symmetric nature. It is known as the exchange energy ( )xE , and can be calculated as 

follows: 

* *( ) ( ) ( ) ( )1

2

i i j j

x

ij

r r r r
E drdr

r r

    
= −

−
                          (2.20) 

and the collective interaction of all the electrons of a system with one electron is called 

electronic correlation, and the corresponding energy is energy cE . As there is no exact 

formulation for the correlation energy, the combination of the two ( )x cE E+  is together called 

exchange-correlation energy, xcE . The exchange-correlation term, xcV  represented as a 

functional derivative of the exchange correlation energy, is the term that makes DFT efficient 

and beneficial over HF approximation: 

( )
( )

( )

xc
xc

E r
V r

r




=                  (2.21) 

This approach is commonly misunderstood to describe the non-interacting electrons moving in 

a potential determined by the nuclei. In reality, electrons travel in an effective potential  
effV , 

which involves electronic interactions, although indirectly. In KS equations, the electron-

electron interaction is substituted by the interaction of electrons with a medium, which take 

cares of electron-electron interactions. The KS equation in Schrödinger form is represented as: 

ˆ ( ) ( )KS KS iH r E r =                   (2.22) 

The corresponding Hamiltonian is: 

21ˆ
2

KS effH V= −  +                            (2.23) 

effV is the effective potential, which includes three potential terms ( )ext H xcV V V+ + . It 

manipulates the non-interacting ground-state electron density to be similar to that of the real 

interacting system. To solve this Hamiltonian and find to the ground state energy and density 

of the system, an iterative technique is adopted which is known as the self-consistent method. 

A flow chart of self consistent field cycle is shown in Fig. 2.1. The trial density at which energy 
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is converged is then used to determine each potential term. The term, xcV  is still not adequately 

defined, leading to more approximations.  

 

Fig. 2.1: Flow chart for self-consistent density functional calculations. 

2.3 Exchange-Correlation functionals 

We now have a workable framework for solving the electronic ground-state problem and, any 

required property may be computed using KS equations provided the electron density is known. 

Nevertheless, without knowing the precise form of the exchange correlation functional, xcE , a 

fundamental parameter in DFT, the many-electron problem remains unsolved. Several 

approximations, such as LDA, GGA, HSE, meta-GGA, and others, have been introduced to 

describe the form, and some of them are presented here. 

2.3.1 Local density approximation 

In 1965, Kohn and Sham presented a simple approximation for the exchange correlation 

functional to achieve a meaningful solution to the many-electron problem, called local density 

approximation (LDA) [6]. The electron density in a system is assumed to vary slowly when 

compared to spatial coordinates, such that electrons see the entire system in a similar way as 

they see it locally. This is similar to the case of a homogeneous gas of free electrons. Under 

this approximation, exchange correlation has the following form: 
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3[ ( )] ( ) [ ( )]LDA

xc xcE r r r d r   =                          (2.24) 

where, xc denotes the exchange-correlation energy per particle of the interacting free electron 

gas having density ( )r . For metals with uniform electron density, LDA produces good results. 

Real systems, on the other hand, are not all homogeneous and have variable densities. 

2.3.2 Generalized gradient approximation 

The generalized gradient approximation technique (GGA) originated from Herman’s (1969) 

proposition that electron density varies as a function of spatial coordinates and that the 

exchange-correlation energy may be represented as the gradient of electron density  [11]. 

Having gradient density as an additional variable, GGA was considered more accurate 

functionals than LDA. Exchange-correlation functional as per this approximation is expressed 

as: 

3[ ( )] ( ) [ ( ), ( ( ))]GGA

xc xcE r r r r d r    =                (2.25) 

Since there is no simpler functional form that accurately captures GGA, GGA

xcE  is usually 

expressed by modifying the LDA functional with an additional term ( )F s , which is nothing 

but the gradient correction term: 

3[ ( ), ] [ ( )] ( ) ( )GGA LDA

xc xcE r s r r F s d r   =                            (2.26) 

Here, 
4/3

( )

( )

r
s C

r






= . The usual range of 0 3s = − in solids. The most widely used forms of 

GGA are PW91 (Perdew and Wang, 1992)  [12, 13] and PBE (Perdew, Burke, and Ernzerhof, 

1996)  [14]. As far as the structural properties are concerned, GGA outperforms LDA results, 

and it is also nearly accurate in determining the magnetic properties of the solids. Still, it 

somehow underestimates the band gap values resulting in a misleading prediction of band 

inversion. This urged the need to develop approximations leading to more accurate functionals. 

2.3.3 Tran-Blaha modified Becke-Johnson potential (TB-mBJ) 

Tran and Blaha (2009) introduced an effective exchange correlation functional that was 

subsequently evaluated in various solid materials, including wide band gap insulators, 

semiconductors, and a few strongly correlated 3d transition metal oxides. Their findings 

demonstrated the accurate prediction of band gap values, which were found to be in good 
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agreement with experimental results  [15]. Several approaches, such as LDA +U and GW, have 

been presented as extensions to the traditional exchange correlation functionals LDA and GGA. 

The TB-mBJ functional has garnered increased attention due to its reduced computational cost. 

This approach represents a variation of the exchange correlation method first described by 

Becke and Johnson [16]. It can be mathematically expressed as. 

(2.27) 

 

where 
2

,1, iN  =   and *

, ,1,

1
.

2
i iN

t


  = −    represents the electron density kinetic 

energy, respectively.  

( ) ( )

,

1 1
( ) (1 ( ) )

( ) 2

x r x rBR

xv r e x r e
b r

 

 



− −
= − − −                           (2.28) 

is the Becke-Roussel potential.  

The factor ‘c’ was chosen as: 

3
( )1

( )cell

r
c d r

V r


 




= +

                (2.29) 

Where,  and  are the two free parameters and cellV is the unit cell volume. 

The TB-mBJ potential preferably considered in the present work. This potential has shown its 

applicability in determination of band gap of different oxides and other materials which is 

consistent with experimental reports. 

2.4 Treating solids with DFT 

In this section, we will discuss the practical approach to implement DFT for estimating the 

electronic structure of a real solid. 

2.4.1. Electron-ion interactions 

To solve the KS equations exactly, we need to find the remaining term, extV , which is the 

electron-ion interaction term. Since, we are dealing with solids having a large number of 

electrons, and significant electron oscillations near nuclei, defining extV , is difficult. Electrons 

behave differently depending about their location inside a solid (core or valence). Unlike 

valence electrons, the core electrons don’t participate in bond formation and are mostly 

, ,

2 ( )1 5
( ) ( ) (3 2)

12 ( )

MBJ BR

x x

t r
v r cv r c

r


 

 
= + −
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inactive, rarely responsible for the physical properties of the material; therefore, they can be 

dealt differently in a solid using DFT. The basic approaches used to estimate the electron-ion 

interactions are all-electrons scheme and the pseudopotential techniques, which is discussed 

here. 

2.4.1.1 Full potential and charge density  

 This scheme considers both the core and the valence electrons as spheres centered on atomic 

sites and interstitial regions, respectively. This approximation is also known as the Muffin-tin 

(MT) approximation (Figure 2.2). The potential is assumed to be spherically symmetric near 

the nuclei/core region, and flat in the interstitial regions. The core wave functions are described 

in terms of atomic orbitals, whereas valence electron wave-functions are represented as plane 

waves. The wavefunction is constructed by matching the solution of these two wavefunctions. 

The method is also known as the Full Potential Linear Augmented Plane wave method 

(FPLPAW). The MT approximation was frequently used in highly coordinated (metallic) 

systems, but for covalently bonded systems this approximation leads to inaccuracy in the 

results. In such cases, the full-potential treatment is essential. 

 

Fig. 2.2: Muffin-Tin approximation [17]. 

In the full potential approach, the potential and charge density are expanded into the atomic 

sphere and also in the interstitial region. Thus, they are completely general, so the scheme is 

treated as full potential calculations: 

(2.30) 
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2.4.1.2 Pseudopotential method 

Using the pseudopotential (PP) [18, 19]method, we can narrow down the many-electron 

problem to a significant number of electrons that actually participate in bond formation, thus 

decreasing the computational cost. Since core electrons are basically localized near the nucleus, 

they rarely participate while forming solids. In this approach, the nucleus plus core can be 

considered frozen while only valence electrons are taken into consideration. This is called 

frozen-core approximation. The chosen wave function used to describe solids may not 

correspond to the true wave function within the core region, but the pseudo wave function, 

PP

i , is on par with the true wave function after the cut-off region ( )cr . As per PP approach, 

KS equations can be rewritten as: 

21
[ ( )] ( ) ( )

2

PP PP

PP i i iV r r E r
 
−  +  =  
 

              (2.31) 

Now the effective potential, 
effV , is replaced by pseudopotential, PPV , leading to a different 

charge density, which have the form: 

2

( ) ( )PP

i

i

r r =                               (2.32) 

2.4.1.3 Projected augmented wave (PAW) method 

In 1994, E. Bloch proposed a generalized potential, which has both pseudopotential’s efficiency 

and the accuracy of all-electron exact potential [20]. This approach was called the Projected 

Augmented Wave (PAW) method. The wave function associated with the PAW method has 

both core ( )core  and valence contributions  ( )val  represented by radial and plane wave 

expansions, respectively. In addition, the overlapping wave function ( )net  is trimmed off to 

get the final wave function ( )PAW . Thus, are efficient in calculating exact all-electron 

properties.  

PAW val core net =  + −
                  (2.33) 

For all electronic structure computations in this thesis, we employed the PAW technique. 

2.4.2 Numerical and technical factors 
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Several numerical and technical factors are considered to reduce the computational effort in 

performing DFT calculations; a few of them are listed below: 

2.4.2.1 Plane-wave expansions 

In a solid, atoms are arranged periodically, and the particles move under a periodic potential 

which has the periodicity of the lattice. 

( ) ( )V r V r R= +                                   (2.34) 

Here, R is a translational lattice vector in real space. Bloch proposed a theorem, that says that 

the under the periodic potential wave function of such a periodic system can be expressed in 

terms of a function with the periodicity same as that of the lattice i.e., 

( ) ( ) exp( . )k kr u r ik r =                                                                                                                       (2.35) 

where,  ( )ku r is Bloch’s periodic function: ( ) ( )k ku r u r R= +  

( ) ( )exp[( .( )] ( )exp( . )k k kr R u r R ik r R r ik R + = + + =                                                                  (2.36) 

According to Bloch, the plane wave function under the periodic potential is of the same form 

as that of free electrons, but it differs only by a periodic phase factor, exp( . )ik R . Since any 

periodic function in real space can be expressed in reciprocal space using Fourier expansions, 

( )ku r  can be expanded in terms of reciprocal lattice vector, G : 

( ) ( )exp( . )k k

G

u r C G iG r=                                                                                                                  (2.37) 

Substituting this Fourier form of  ( )ku r  in equation 2.35, we get: 

( ) ( )exp[ ( ). ]k k

G

r C G i k G r = +                                                                                                             (2.38) 

The plane-wave function given by equation 2.37, which represents the motion of electrons in 

solids are known as plane wave basis sets. An infinite number of plane waves are required to 

completely map the whole solid, which is computationally not feasible. This can be avoided by 

limiting the number of plane waves by defining a cut-off energy parameter, as discussed in the 

next section. 

2.4.2.2 Cut-off energy 
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The kinetic energy associated with the plane waves can be expressed in atomic units as: 

21

2
kinE k G= +                                        (2.39) 

Since, the lower-energy solutions are more significant than those with higher energies, we can 

narrow down the infinite plane waves to a practical limit by introducing cut-off energy 
cut offE −

 

[21, 22] i.e., 

21

2
cut offk G E −+                                      (2.40) 

and the equation 2.36 becomes: 

 ( ) exp ( ).
cut

k k G

k G

r C i k G r+

+

 = +                (2.41) 

This 
cut offE −

is used as an input parameter while optimizing a particular structure. 

2.4.2.3 K-point sampling 

A crystalline solid has a periodic arrangement of atoms and is made of unit cells. To deal with 

the entire solid, first, it is converted to a supercell containing multiple unit cells. The periodic 

boundary conditions are then used to expand the supercell to infinity, which is then converted 

into reciprocal space confined within the first Brillouin zone (BZ). The irreducible Brillouin 

zone (IBZ) can map the entire solid with the help of symmetry operations, which allows us to 

reduce the BZ further. The points in an IBZ can be represented by k-vectors, leading to an 

infinite number of wave functions. Every k-point carries information about the wave vector’s 

magnitude, direction, and kinetic energy at that particular point. Considering every k-point is 

practically impossible; therefore, a handful set of k-points are used in DFT calculations using 

the following schemes: 

• Monkhorst-Pack method: In 1976, Monkhorst and Pack proposed a scheme to generate a 

homogeneous mesh of k-points sampled over the whole IBZ to calculate the ground state 

energy, which is converged in DFT calculations for every system [21, 23]. 

• Γ-point: A single point is enough to completely describe a big supercell, and that point is Γ-

point. It is the coinciding point of both real and reciprocal spaces, and thus the wave function 

used will be real [21]. 

2.5 Transport in a solid 
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In this section, semi-classical transport formalism is discussed to explain the transport behavior 

in solids. Since transport phenomena depend on the average behavior of the carriers, a 

statistical approach is required to deal with it. 

2.5.1 Boltzmann transport theory 

Transport of charge carriers may be thought of its response to external factors like temperature, 

electric field, etc. The transport theory describes all of the different ways that carriers might 

respond to these external factors or stimuli. One of the many transport theories is the Boltzmann 

transport theory [24], a semi-classical approach to study charge carrier transport. The main idea 

of the Boltzmann transport equation is to define the variation of the charge distribution function 

( , , )f r k t with time. The distribution function represents the distribution of charge carriers in 

real and momentum space over time. Considering the carriers are electrons here, the 

distribution function gives the number of electrons at point r with wavenumber k . Integrating 

( , , )f r k t over k gives the electron density at point r ; and further integrating over r would 

give the total number of electrons. The change in electric field, temperature, and impurity 

effects carrier transport, which results in drift, diffusion, and scattering of charge carriers, 

respectively. The time evolution of ( , , )f r k t is expressed in terms of these three effects: 

( , , )

drift diffusion collision

f r k t f f f

t t t t

        
= + +     

        
                (2.42) 

The drift term corresponds to the time variation of electron distribution function as a function 

of k and t  at a fixed position r . Now, ( , , ) ( , , )f r k t f r k kdt t dt= − − , i.e., 

( )

dirft

f f k
k

t k

  
= − 

  
                              (2.43) 

Likewise, at a fixed wavenumber, the change in ( , , )f r k t would give the diffusion term. The 

carriers in a small volume ( )dr  at position ( )r , and time ( )t , are regarded to be the same as 

they were at the point kr v dt− and at time t dt− , where kv is the velocity of the carrier (here 

electrons). The diffusion-induced change in the distribution function over time may therefore 

be expressed as: 

( )
.k

diffusion

f f r
v

t r

  
= − 

  
                        (2.44) 
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The last term in equation 2.41 deals with the shifting of electrons from k  to k k−  state due to 

scattering mechanisms. If the scattering rate of moving from k state to an empty k state is 

k kW − , the electron distribution function due to scattering can be expressed as: 

3

3
[ ( )(1 ( )) ( )(1 ( )) ]

(2 )
k k k k

diffusion

f d k
f k f k W f k f k W

t 
 − −

 
 = − − − 

 
                     (2.45) 

In general, solving the above equation is not easy, so the collision term is assumed to be of the 

following form: 

( ) ( )

( )

o

collision

f k f kf

t k

− 
= − 

 
                   (2.46) 

And, this is known as relaxation time approximation (RTA). Here, ( )k is the relaxation time, 

which is defined as the typical time for a system to return to its equilibrium state; and ( )of k is 

the electron distribution function at equilibrium. At steady-state, the distribution function will 

not change, and all the partial derivative terms will sum to zero. 

0
drift diffusion collision

f f f

t t t

       
+ + =     

       
                    (2.47)        

This electron distribution function may be used to calculate a number of transport 

characteristics, such as electron current density ( )eJ , and heat current density ( )QJ : 

3

3
2 ( )

(2 )
e k

d k
J ev f k


=                    (2.48) 

3

2
[ ] ( )

8
Q k kJ v E f k dk


= −                (2.49) 

Here,  is the chemical potential. On substituting the distribution function expression, above 

integrals become: 

2 2 1

3

2
( ) ( ) ( )

8

o k
Q k o

k

f E Ie
J v k eE T dk e I E e T

E T T


 



 − − 
= − + − = + −      

           (2.50) 

2 2 2
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2
( ) ( ) [ ] ( )

8

o k
Q k k

k

f E Ie
J v k eE T E dk e I E e T

E T T


  



 − − 
= − + − − = + −      

      (2.51) 

where, I  is the response function defined as: 
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2

3

1
( ) [ ]

4

no
n k k

k

f
I v k E dk

E
 



 −
= − 

 
                (2.52) 

This response function is used to determine different TE characteristics of the system, which 

are discussed in the next section. 

2.5.2 Thermoelectric properties 

Here, we will see how various TE parameters ( , , )S   are related to the above described 

response functions: 

• Thermal conductivity: When no electric field is applied, i.e., 0kE =  the thermal 

conductivity, κ can be defined by the relation between the heat current density and the thermal 

gradient: 
QJ T= −  . Thus, from equation 2.50 and 2.51, 2I T = . 

• Electrical conductivity: Under zero temperature gradient ( )0T = electrical conductivity is 

defined as the ratio of the electrical current density to the electric field generated due to the 

voltage gradient: eJ E= . Thus, from equations 2.50 and 2.52, we have 2

oe I = .  

• Seebeck coefficient: It is a measure of the open circuit voltage across the semiconductor that 

has temperature gradient. So, when, 0eJ = , /ocS V T = −  . This gives 1 / oS I TI = . This 

becomes more prominent in materials having the asymmetric density of states around the Fermi 

level.  

The Boltzmann transport theory is implemented in BoltzTraP code which we have used in the 

present thesis to calculate the above mentioned TE properties. 

2.6 Computational software 

To carry out the desired calculations, we used different packages, which are discussed in the 

following sections. 

2.6.1 WIEN2k 

In 1990, Peter Balaha and his team developed a code based on the full potential linearized 

augmented plane wave that was known as WIEN2k [17]. In this code, no shape approximations 

are made and the procedure is basically known as the full potential method. To calculate the 

material properties, first, we relax the crystal structure and optimize the lattice parameters.  The 

RMT and cutoff energy are chosen as there is no charge leakage. The appropriate energy 
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convergence and cutoff energy of the core and valance were fixed before the SCF calculations. 

The SCF calculations contain all the necessary information regarding total energy, fermi 

energy, the distance between the atoms, the charge on the atomic sphere, etc.  The SCF cycle 

consists of the following steps: 

LAPW0: generate potential from density 

LAPW1: calculates valance bands 

LAPW2: compute valance density from the eigen values 

LCORE: computes core states and densities 

MIXER: mixes input and output densities 

2.6.2 VASP 

In 1998, Prof. George Kresse and his team developed a DFT based package called the Vienna 

Ab initio Simulation Package (VASP) [25]. It uses plane-wave basis sets to represent KS 

orbitals and the PAW approach to account for the external interactions between electrons and 

nuclei. In the present thesis, VASP is used as a base for every calculation. For instance, to relax 

the crystal structures, optimize the lattice parameter, determine force constants required in 

Phonopy and Phono3py calculations, determine the energy-momentum relation, the density of 

state calculations, and many more. VASP is primarily comprised of four input files, which are 

as follows: 

• INCAR: It is a basic “to-do” file, which defines what to do and how to do the desired run. 

• POSCAR: It includes the geometric details of the crystal structure, such as the lattice vectors, 

types of atoms, and their atomic positions. 

• KPOINTS: The k-points (Bloch vectors) required to sample the Brillouin zone for the 

computation are specified in the KPOINTS file. For band-structure calculations, it contains the 

high symmetry points along which bands are to be plotted. 

• POTCAR: This file contains the pseudopotential information of every element of the 

compound. The POTCAR file of the compound is generated by concatenating the POTCARs 

of each atomic species which is different for different functionals. 

2.6.3 BoltzTraP 
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Madsen et al. developed BoltzTraP package to calculate the Boltzmann Transport Properties 

[26]. It is based on a semi-classical approach to calculate the electronic transport coefficients 

such as σ, ek , and S. It is used as an interface with DFT based codes such as WIEN2k [17], 

VASP [25]. In the present thesis, we have used BoltzTraP interfaced with WIEN2k. Since 

BoltzTraP was originally developed interfaced with WIEN2k, they share some common input 

files.  

The required files are: 

• Case.intrans: It contains the information of all the input parameters required to run the 

transport calculations, such as the temperature range, Fermi energy, energy cutoff, etc. Here, 

Case is the name of the directory. 

• Case.struct: The crystal structure information is provided in Case.struct file. 

• Case.energy: It includes the band structure information needed to run Boltz-TraP code. 

2.6.4 Phonopy 

Before computing any material property using DFT, one must ensure the proposed crystal 

structure’s dynamical stability, which is carried out using the Phonopy package [27]. It deals 

with the atom’s response with a thermal perturbation introduced in the system by the supercell 

approach. This software is based on harmonic and quasi-harmonic approximation included in 

the density functional perturbation theory (DFPT). The first and second-order force constants 

are determined using VASP and later are used as an input to find the phonon frequencies at the 

desired q-points using Phonopy as a post-processing tool.  

2.6.4 Phono3py 

The phonon-phonon coupling is realized using the Phono3py package [28], which is based on 

anharmonic lattice approximations. It uses the supercell approach to create displacements in 

the input structure and then can be used to determine different physical properties related to the 

phonon-phonon interactions. In our work, we used Phono3py to calculate the lattice thermal 

conductivity of the half Heusler compounds. The force constants for the supercells are 

calculated using VASP, which are then treated as inputs to calculate lattice thermal conductivity.  
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2.7 Experimental techniques 

An experimental study relies on careful synthesis of samples followed by suitable 

characterizations, meeting the demand of chosen research topic. The present study is proposing 

the investigation of luminescence and local electronic structure of HfO2 based nanophosphors. 

The sample preparation and relevant characterization techniques undertaken in this study are 

briefly discussed below: 

2.7.1 Material synthesis 

Researchers have explored various methods such as the chemical co-precipitation method, 

combustion route, sol-gel method, solid-state method, hydrothermal method, etc., to synthesize 

HfO2 nanoparticles [29–32]. Among all the synthesis methods, the chemical co-precipitation 

method is chosen in this work considering the advantages such as cost-effectiveness, 

stabilization of metastable phases, good control on stoichiometry, nano-ranged crystallites, 

homogeneous particle distribution, time efficient, user-friendly and environment-friendly 

nature, offered by this method over others. This method has proven applicability to synthesize 

oxides NP’s. 

To synthesize nanometer sized HfO2 through low temperature chemical co-precipitation 

method. Analytically graded reagents were used without further purification. Stoichiometric 

portion of all the reagents was weighted according to the reaction: 

HfCl4 + 4 NaOH →HfO2 + 4NaCl + 2H2O               (2.53) 

To synthesize NP’s of HfO2, initially stoichiometric HfCl4 was dissolved in the DI water upon 

magnetic stirring. NH4OH was poured dropwise and the pH value of the solution was 

maintained at 7.2 during the synthesis. The temperature was maintained at 120oC during the 

stirring to avoid intermediate Hf(OH)4. After stirring for an hour on the hot plate the resulting 

precipitates were washed with distilled water with the help of a centrifuge. The excess salt was 

discarded and the yellow coloured precipitate was placed at the heating mantle overnight at 

50oC. The dried powder was crushed and placed in the muffle furnace for further annealing at 

1100oC. 

2.7.2 Characterization techniques 
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Structural, morphological, and optical properties of synthesized nanocrystals are inspected in 

the present study, to accomplish the objectives. In doing so, various characterization techniques 

were utilized specifically XRD, X-ray absorption near edge structure (XANES) spectroscopy, 

Raman spectroscopy for structural characterization, and PL spectroscopy to study optical 

properties. The working principle and instrumental setup of the aforementioned techniques are 

discussed in the following subsections. 

2.7.2.1 X-ray diffraction (XRD) 

The XRD is a fundamental and non-invasive technique that offers significant insights into the 

phase composition, sample purity, crystallite dimensions, and shape of the specimen. In the 

case that the sample consists of a combination of multiple components, each component will 

manifest its distinct and characteristic diffraction peaks [33]. 

In 1895 Roentgen discovered the X-rays, after that in 1912 Laue predicted the possibility of 

diffraction of X-rays from regularly spaced atoms of crystals acting as scattering centers [34]. 

A monochromatic X-ray beam strikes the crystal system and constructive interference of 

scattered components generates the diffraction pattern. Every material is made up of a certain 

crystallographic arrangement of atoms, with unit cell representing the vital material specific 

structural and chemical information. These are arranged in a regular arrangement having 

atomic plane separation of the order of a few Å. The X-rays are scattered by crystal atoms and 

are reinforced to give diffraction patterns. This phenomenon of reinforcement is related to 

crystal plane spacing and incident angle, known as Bragg's law, given as follows: 

 2n dSin =                              (2.54) 

where , , d, and n represent the wavelength of incident radiation, angle between the incident 

beam and lattice planes, interplanar spacing, and integer describing the order of diffraction, 

respectively.  

The experimental station of a typical X-ray diffractometer mainly consists of X-ray source, 

sample, and X-ray detector, as shown in Fig. 2.3. In this geometry, X-ray source is fixed and 

the detector is moved through the desired range of angles. Apart from that, there is another 

geometry with the X-ray source and detector moving in opposite directions in a vertical plane. 

After diffraction, a suitable X-ray detector (proportional, scintillation or solid state detector) is 

employed to collect the diffracted signal, which accumulates the signal in the form of Laue's 

pattern. Between X-ray source and specimen, there are soller slits (closely spaced parallel metal 
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plates) to define and collimate incident X-ray beam and divergence slit to define the divergence 

of incident beam. After diffraction, in path between source and detector, there is antiscatter slit 

to reduce background radiation, and receiving slit to converge the diffracted beam before 

entering the detector [33–35]. 

 

Fig. 2.3: A schematic instrumental arrangement for X-ray diffraction technique. 

The peak width of XRD represents the information about crystal size, lattice distortion, and 

structural dislocation. Intensity is dependent upon: population of diffracting planes in the 

sample, concentration of species, particle size, chemical compositions, lattice plane orientation, 

crystal imperfections, and presence of amorphous constituents. The efficiency of XRD 

technique is dependent upon wavelength of radiation source and physical-chemical nature of 

the specimen. Due to difference in morphology of same material, it might exhibit XRD pattern 

with peaks having different relative intensities. This is due to preferred orientation of crystalline 

grains  [34], Typical time taken to complete a particular scan is dependent upon two factors: 

step size and  range. The analysis part is rather critical, which include determination of various 

parameters like cell parameters and angles of a particular crystal system. The analysis of XRD 

data is done by comparing the experimental data either with reference pattern from a 

crystallographic database or by simulated pattern, with former being the commonly practiced 

choice. To match the experimental data with reported references, some standard databases were 

established by the Joint Committee on Powder Diffraction standards (JCPDS) are 

commercially available. Apart from determining chemical composition and crystal structure 

information, XRD serves as an efficient technique to estimate the lattice strain, stress, and 
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crystallite size from various formulations. As the peak broadening is crucial factor in predicting 

the crystallite size, so Scherrer formula relates the broadening with crystallite size as following 

relationship [36]: 

 
cos

k
d



 
=                                 (2.55) 

Where, d is crystallite size,  is full width at half maxima of diffraction peak,  is wavelength 

of radiation,  is diffraction angle, and k is Scherrer constant having a typical value of 0.9, 

though this value is dependent upon morphology of crystalline domains of the sample. 

However, another method to identify the crystallite size is the Williamson-Hall (W-H) plot 

which is given by: 

cos 4 sin
k

D


   = +                     (2.56) 

Where,  is lattice strain. In W-H plotted between the cos and sin in which intercept of 

graph give crystallite size and slope give strain in the system. 

2.7.2.2 Raman spectroscopy 

It is a non-destructive and versatile technique which provides information about chemical 

structure of material upon interaction with light [37]. It is a kind of finger-printing technique 

which offers both quantitative and qualitative analysis by measuring the intensity and 

frequency of scattered radiation, respectively [37]. Unlike IR spectroscopy, which deals with 

absorption of light by material, Raman spectroscopy relies upon examination of scattered light 

from the system. However, IR and Raman spectroscopy works complementary to each other. 

Moreover, the selection rules for IR and Raman spectroscopy differs by the fact that former 

requires change in dipole moment and later involves change in polarizability of the molecule  

[38]. Raman spectroscopy is based on the principle of inelastic scattering of radiation from the 

material. An essential condition to observe Raman spectrum is to have change in polarizability 

of material when incident upon by light. When light is incident on material, the interaction 

results in distortion of electron cloud around the nuclei and hence forms a virtual state of short 

lifetime. Most of the scattered radiation has same frequency as that of incident radiation and is 

termed as Rayleigh lines. Whereas, a small fraction of scattered radiation possesses the 

frequency smaller/larger than incident frequency, which are termed as Stokes/anti-Stokes lines. 

Stokes lines involve the transitions from lower vibrational level of virtual state to higher 
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vibrational level of ground state and are more intense compared to anti-Stokes lines. Hence, a 

typical Raman spectrum measures the Stokes lines. The relative intensities of Raman lines are 

dependent upon symmetry selection rules and population of various vibrational levels of 

ground state. Raman shift depends upon chemical composition of the scattering molecules and 

the intensity is governed by magnitude of variation in molecular polarization induced by 

incident light. This change in polarization governs the molecular vibrations [39]. A typical 

spectrometer consists of three main components: an excitation source (usually laser), sample, 

and detector system. The setup is garnished with suitable optics elements such as filter, 

monochromators etc. With advancement in this technique, laser sources are most popularly 

used as excitation source instead of lamps  [39]. As, Raman intensity is 106 to 109 times less 

than Rayleigh scattering lines, so the laser sources are highly efficient in obtaining the 

otherwise frail Raman scattering lines. Some examples of laser sources are Argon ion laser 

(488.0 and 514.5 nm), Krypton ion laser (530.9 and 647.1 nm), He-Ne laser (632.8 nm), 

Nd:YAG laser (1064 and 532 nm), and near infra-red (NIR) excitation laser (785 and 830 nm)  

[40]. In present work, Nd:YAG laser (532 nm) was employed to obtain the Raman spectrum, 

as it is a long wavelength source and is known to cause no photodecomposition of samples as 

well as limits the fluorescence signal [38]. Generally, samples are analyzed after dispersion in 

some suitable solvents. However, in absence of appreciable dispersion of solid sample in any 

solvent, like in our case, the spectrum can be recorded by placing a small amount of powder 

sample on glass slide. Thus, upon irradiation, scattered light from the sample passes through 

various optics element (as is seen Fig. 2.4), which is finally fed to the detector. The data is 

obtained as intensity versus Raman shift (cm-1). A general practice of analysis is matching the 

observed signals with literature database. However, in present case, there was no previous study 

on Raman spectrum of this system, which limited the analysis to quantitative stage. 
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Fig. 2.4: A schematic illustration of energy level diagram for Raman spectroscopy. 

2.7.2.3 X-ray absorption spectroscopy 

XAS holds vital position in context to material characterization for examining the local 

electronic structure of the material. The quantum and physical state of absorbing atom is 

examined via transfer of energy from X-rays to core shell electrons, hence providing 

information about oxidation state, coordination number, symmetry of ligand environment, 

inter-atomic distances, and type of neighbouring atom [41, 42]. A typical XAS scan represents 

absorption coefficient versus incident X-ray energy, which exhibits some common features. 

XAS spectrum is divided in two parts: X-ray absorption near edge structure (XANES) and 

extended X-ray absorption fine structure (EXAFS). Principle of generation of XANES and 

EXAFS spectra is exemplified in Fig. 2.5. XANES is sensitive towards geometry and oxidation 

state and is less likely for quantitative analysis, while EXAFS exhibits radial distribution of 

electron density and yields quantitative analysis of bond length, coordination number and bond 

disorder [42]. 

2.7.2.3.1 Theory 

When X-ray energy of order of electron binding energy for a particular shell (say K-shell) is 

provided, it results in maximum absorption with subsequent exhibition of sharp step like 

feature, called absorption edge (Eo). This absorption of energy is accompanied by transfer of 
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core shell electron to the highest unoccupied state (now called photoelectron) by creating a 

core hole or vacancy at its parent state, as governed by dipole and quadrupole selection rules. 

These core holes possess lifetime of order of 10-15 s, which decreases abruptly with an increase 

in atomic number of the element, hence causing broadening in XAS spectra as per relation 

1E  − =  , where  and  are core-hole lifetime and reduced Planck's constant, respectively 

[43, 44]. By increasing incident X-ray energy beyond absorption edge, the photoelectron gains 

kinetic energy and is scattered by neighbouring atoms before reaching the absorbing atom, 

which results in creation of spherical waves undergoing interference depending upon their 

phase difference. This interference of outgoing and scattered waves is origin behind imparting 

oscillatory profile to absorption coefficient named as EXAFS after normalization of oscillatory 

part, which is used to decrypt the information about neighbouring atoms. This region is 

dominated by single or multiple scattering from distant atoms and hence justifies the oscillatory 

nature of EXAFS region. However, many-body effect, i.e., inelastic effects experienced from 

extended valence orbitals of neighbouring atoms, destroys the coherence between 

photoelectron and core hole, which limits the probe length of EXAFS to 5-10 Å, and hence 

making it a short-range probing tool, suitable for crystalline as well as amorphous materials  

[44]. There are three modes in the XAS, which are transmission mode, electron yield mode, 

fluorescence yield mode. 

Since, the physics behind XANES is that the probability of an electron to undergo transition 

from core level to empty levels depend upon energy of incident photon, thus energy of X-rays 

is scanned during data collection [44]. X-ray intensity after it has interacted with the sample is 

measured and analyzed. An important key point is the homogeneity of sample, since thickness 

variations reflected in data through introduction of non-linear response, can lead to wrong 

interpretation [45]. Transmission mode can be employed only for measurements utilizing hard 

X-rays, but not for soft X-rays due to less than 1 µm attenuation length. Figure 2.5: Left half 

of figure depicts the ways in which an incident X-ray beam can interact with matter and right 

half of figure illustrates the utilization of a particular interaction outcome as a X-ray absorption 

near edge structure (XANES) spectroscopy probe i.e. various modes of XANES measurement. 

Decay of core hole is accompanied by release of electrons, photons and ions being released 

from the surface of material. Detecting all the electrons emerging from sample surface in spite 

of their energy, one can obtain information about the current that flows to the sample owing to 

these emitted electrons [44]. Interaction cross section of electrons with matter is much higher 

than that of X-rays, thus the electrons that are detected must be originating from the surface or 

shallow depths beneath surface. So, probing depth of this mode lies in approximately 1-10 nm 
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range, influenced by edge strength and material properties. If the core-hole decays radiatively, 

then observation of fluorescence yield becomes the measurement basis. With the increase in 

incident energy, amount of fluorescent decay increases and can dominate Auger decay for hard 

Xray measurements [44]. In that case, fluorescence intensity will be proportional to the 

absorption coefficient; however, for less dilute materials, peak features which could have been 

intense appear to be compressed characterized by a phenomenon of self-absorption. 

 

 

Fig. 2.5: A schematic representation of X-ray absorption spectra. 

2.7.2.3.2 Data collection and analysis 

The experiment is mainly concerned about recording the absorption coefficient , as per Beer-

Lambert's law, 

t

t oI I e −=
                  (2.57) 

where Io, It and t are the incident intensity, transmitted intensity, and thickness of sample, 

respectively [46]. XAS requires broad energy range, where the broad bremsstrahlung region is 

useful. The X-rays emitted by these electrons in storage ring is fed to various beamlines, which 
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are dedicated for specific techniques by virtue of optics. Such a basic arrangement for XAS 

beamline is shown in Fig. 2.5, with demonstration of transmission and fluorescence mode of 

measurement. Due to such outstanding performance, synchrotron facilities are usually over-

employed and one can get excess to experimental slot by submitting a proposal [41, 46]. The 

experimental plan starts with the choice of synchrotron facility, depending upon elements 

present in sample and absorption edges to be measured. With prior analysis of the sample status, 

it is decided whether to choose transmission or fluorescence mode. If the interest is to analyze 

chemical state (oxidation state and geometry), then XANES is focused and data collection is 

done till few hundred eV above absorption edge with slow scan rate.  

2.7.2.4 Diffuse reflectance spectroscopy 

Optical measurement constitutes the most important means of determining the band structure 

of materials and can be realized in three ways viz. UV-Vis absorption, transmission and diffuse 

reflectance measuring mode [47]. Optical reflections can be treated using Fresnel laws  [48]. 

Highly opaque materials, which cannot be studied using UV-Vis electronic spectroscopy (both 

absorption and transmission), when exposed to electromagnetic radiation does show reflection 

whose angle of reflection is independent of angle of incidence termed as diffuse reflection [48]. 

In reality, diffuse reflection is a complex combination of reflection, refraction and scattering of 

incident radiation. When light is incident on an opaque powder sample, it gets reflected in all 

directions with one part undergoing specular reflection at surface, other part being refracted 

beneath the surface. It further undergoes internal reflection, reflection from powder grains’ 

surfaces or repeated refraction and a part of this scattered light is received out of sample. This 

diffuse reflected light further weakens if it undergoes absorption by powder. Such materials 

exhibit absorption of light in certain energy range; thus, they act as absorbers as well as 

scatterers, simultaneously. This gives rise to a diffuse reflectance spectrum similar to a 

transmission spectrum. DRS is a technique for studying the spectral characteristics of opaque 

solid samples [49]. Thus, this complicated phenomenon is studied through careful 

consideration of absorbance and scattering characteristics of a material. Kubelka-Munk theory 

treats this phenomenon, to describe and analyze the diffuse reflectance spectrum, by obtaining 

an equivalent absorption spectrum of material [50]. It is considered that one can relate diffuse 

reflectance, R∞, from a layer of infinite thickness with absorption coefficient (K) and scattering 

coefficient (S) by the Kubelka-Munk remission function ( ( )F R ) as: 

2(1 )
( )

2

R K
F R

R S






−
= =                  (2.58) 
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Infinite thickness for opaque samples is usually few mm. Optical band gap of such opaque 

materials can be calculated from Tauc plot by plotting a curve between 
1/( ( ( )) nh F R  versus 

h [51]. Here, n is power factor of transition mode and can have values 1/2, 3/2, 2 or 3 for 

direct allowed, direct forbidden, indirect allowed and indirect forbidden transitions, 

respectively. Extrapolation of the curve to x-axis gives the value of optical band gap of the 

material. A typical experimental set-up for DRS measurement is shown in Fig. 2.6. In order to 

reduce the specular reflection contribution, integrating sphere is used. Sample is placed in front 

of light source inside the integrating sphere and reflected light is concentrated on the detector 

through sphere coated with barium sulfate from inside. When angle of incidence of light is 0◦, 

specularly reflected light exit from opening of sphere and does not interfere with diffuse 

reflectance measurement [52]. This type of set-up has increased the sensitivity of DRS 

manifold. 

 

Fig 2.6: A typical experimental set up of diffuse reflectance spectra. 

2.7.2.5 Photoluminescence: 

A typical spectrometer is composed of three main components- light source, sample chamber, 

and photon detector. Apart from that, a dedicated optics section is employed to get information 

about characteristic features of sample. A schematic is presented in Fig. 2.7. The source can be 

high pressure mercury vapour lamp, laser or Xe lamp. The aim of experiment and wavelength 

range decides the type of excitation source. Among these, Xe lamp is popularly used due to its 

tendency to cover UV, visible, and NIR region. The sample holder cavity is at 45° with respect 

to the source, so as to align fluorescence emission towards detector. In between the sample 

holder and light source, an excitation monochromator is placed, which is usually a prism 

monochromator or diffraction grating. The sample holder cavity is attached to a transmission 

detector, which is usually a photomultiplier tube (PMT) to collect the transmitted signal. The 
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next section is analyzer monochromator, which is again a prism monochromator or diffraction 

grating to filter the stray light and to pass the emission of sample only to the detector. The last 

component is detector, which can be a PMT. The geometry is so arranged to have right angle 

between source and detector. Thus, the light from source excites the sample which undergoes 

electronic transitions to give fluorescence/phosphorescence signal, which is ultimately fed to 

the detector. The spectrometer is attached to a computer system, which collects the data and 

gives the output [53, 54]. The data is collected as intensity versus wavelength. There are usually 

two modes of data collection: emission and excitation spectrum. The former deals with 

scanning the emission over a range of excitation wavelengths, whereas later deals with 

monitoring the excitation when emission wavelength is fixed.  

 

Fig. 2.7: A diagram representing the setup for photoluminescence measurements. 

2.8 Summary 

This chapter addresses the detailed computational methodology behind the present thesis, 

starting with introducing many-electron system. Following that, we discussed different 

approximate methods used to solve the many-electron Schrödinger equation using DFT. 

Furthermore, the essential explanation of exchange-correlation functionals is added to the 

discussion. The semi-classical Boltzmann transport theory used to calculate the transport 

properties is also discussed in brief. A brief overview of the computational software used to 

calculate the different material properties investigated in the thesis. After that experimental 

methodology and various characterization techniques are discussed. 
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Chapter 3 

Thermoelectric properties of pure and doped HfO2 

 

3.1 Introduction 

The utilization of the TE energy harvesting technique can be a viable avenue for addressing the 

escalating demand for energy in a sustainable manner. The performance of a TE material is 

usually gauged by a dimensionless quantity known as the figure of merit i.e., ZT = S
2T/total. 

To realize a high value of ZT, a TE material indeed has a low value of total and a high value  

and S [1]. Augmentation in the TE performance of a material is significantly contributed by 

phonon and carrier transport [1, 2]. To achieve efficient TE performance at high temperatures, 

a variety of oxide-based materials, including some wide band gap semiconductors, have been 

theoretically predicted and experimentally realized [3–7].  

The various existing polymorphs of HfO2 and their applicability are discussed in Chapter 1. 

Although, the pure HfO2 has a wide band gap of ~5.7 eV which is too large in the sense of TE 

applications but it naturally contains large concentrations of oxygen defects which can be 

generated during the sample growth and deposition. It has been observed that these oxygen 

vacancies play a key role in upsurging the carrier concentration of various polymorphs of HfO2 

and in reducing the band gap which makes it an excellent thermoelectric at high temperature. 

For instance, Hilderbrandt et al. have reported that p-type carrier concentration of the order 

6×1021 cm-3 in HfO2-x and reduction of band gap from 5.7 eV to 4.5 eV have been observed 

[8]. In a similar study, Kaiser et al. have found carrier concentration varies from 3.4×1021 cm-

3 to 1.8×1022 cm-3 and Hadacek et al. have found 1022 cm-3 p-type charge carrier concentrations, 

in HfO2 [9, 10]. Wu et al. have demonstrated the reduction in the band gap of m-HfO2 owing 

to oxygen defects [11]. 

 In addition to these studies, band engineering has been established as an effective technique 

to reduce the band gap and enhance carrier concentration. González et al. have reported that 

band engineering via Mn-doing in m-HfO2 results in band gap reduction up to 2.1 eV [12]. 

Perevalov et al have realized the carrier concentration of 8.7×1021 cm-3 with the co-doping of 

Zr and La in HfO2 [13]. In a theoretical investigation, Islamov et al. demonstrated the carrier 

concentration of the order 1021 cm-3 in Zr doped o-HfO2 with oxygen defect [14]. Efforts have 

been made to improve its TE performance by doping, and it has been reported that C and V 
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doped c-HfO2 could be a potential candidate for TE application [15, 16]. Besides enhancing 

carrier concentration and reducing band gap, the oxygen vacancies may also help in reducing 

the thermal conductivity in metal oxides [17, 18]. Various reports of relatively low l for HfO2 

over other metal oxides have existed in the literature [19, 20]. These reports suggest that the 

naturally present oxygen vacancies are leading to higher carrier concentration and relatively 

low lattice thermal conductivity in HfO2 which can make it an excellent thermoelectric energy 

harvesting material. Hence, it is vital to evaluate the effect of carrier concentration and doping 

for the true estimation of ZT.  

Therefore, we explored the various polymorphs of HfO2 in a broad temperature range (300 K 

-1200 K) at varying carrier concentrations to achieve optimum ZT. The detailed investigation 

of structural, electronic, phonon transport, and thermoelectric properties is carried out using 

the first-principles method and semi-classical Boltzmann transport theory. The phonon 

behavior is examined to check the dynamical stability of the studied systems and to evaluate 

the lattice thermal conductivities. We demonstrated how the optimized carrier concentration 

and doping can enhance the thermoelectric performance of HfO2.  

3.2 Computational Methodology 

The electronic and transport properties were evaluated using the formalism of DFT as 

implemented in the WIEN2K code (a full potential linearized augmented plane wave method) 

[21]. The GGA scheme for XC potentials, given by Perdew-Burke-Ernzerhof (PBE), was used 

for structural optimization [22]. The approximations such as local density approximation and 

GGA underestimate the band gap [23]. Therefore, we have used TB-mBJ approximation [24] 

to comprehend exchange and correlation potentials which uses semilocal quantities to 

reproduce well step structures. For precise calculations, a K-mesh of 20× 20×20 with 256 K-

points was used in the IBZ for all the polymorphs of HfO2. The plane wave cutoff was decided 

by the RMTKmax = 7, and the muffin tin sphere radii were chosen to be non-overlapping with 

RMT of 2.18 for Hf atom and 1.5 for O atom. The criterion for energy convergence was set to 

0.0001 Ry/cell and the cut-off energy of the core and valence state was fixed at -6 Ry. The 

temperature dependent thermoelectric properties were obtained under constant relaxation time 

approximation using BoltzTraP code by solving semi-classical Boltzmann transport theory 

[25]. A denser K-mesh of 36×36×36 was employed for the calculation of various transport 

properties.  
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To check the dynamical stability of all polymorphs, we used Phonopy code [26]. We calculated 

the 2nd and 3rd order force constants using the Phono3py code [27] interfaced with the VASP 

[28] to estimate l. The plane wave cut-off energy was set to 560 eV, and a 9×9×9, 9×9×5, 

7×7×7, 7×7×7 Gamma-centred K-point mesh was used for the c-, t-, m-, and o- HfO2, 

respectively. An optimized q-mesh of 25×25×25 was used for the calculation of l. 

3.3 Results and discussion 

3.3.1 Structural properties 

The structural parameters are optimized for all the polymorphs of HfO2 within the 

parameterization of GGA by fitting Birch-Murnaghan equation of states [29], and the 

corresponding volume optimization curves are shown in Fig. 3.1. Our optimized lattice 

parameters are in good agreement with the previously reported experimental results (listed in 

table 3.1)  [30–33]. Therefore, we have not optimized the angles of the monoclinic structure 

but rather taken the experimental values from the literature. 

 

Fig. 3.1: Energy vs Volume optimization curve of all polymorphs of HfO2. 
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Table 3.1. The optimized lattice parameters of all polymorphs of HfO2. 

Polymorphs 

of HfO2 

Space 

group 

Lattice parameters (in Å) 

Theoretical  Experimental  

Monoclinic P21/c a = 5.14, b = 5.19, c = 5.33 

 = 90 o,  = 99.19 o,  = 90 o 

a = 5.11, b = 5.16, 

 c = 5.29 [30] 

Cubic Fm3m a = 5.09 

 =  =  = 90 o 

a = 5.09 [31] 

Orthorhomb

ic 

Pbca a = 5.18, b = 10.169, c = 5.29 

 =  =  = 90 o 

a = 5.107, b = 10.10,  

c = 5.270 [33] 

Tetragonal P42/nmc a = 3.54, c = 5.20 

 =  =  = 90 o 

a = 3.62, c = 5.28 [32] 

 

To check the dynamical stability, we performed the phonon calculations on a 9×9×9 k-mesh 

using the density functional perturbation theory implemented in the Phonopy code. A 2×2×2 

supercell is used for monoclinic and orthorhombic structures, whereas a 3×3×3 supercell is 

employed for cubic and tetragonal structures to obtain force constants. The phonon band 

structure, as depicted in Fig. 3.2, shows no imaginary frequencies, indicating that all phases 

are dynamically stable. Moreover, the mechanical stability of all the polymorphs has already 

been established through elastic constants [34].  

 

Fig. 3.2: The phonon band structure diagram for (a) c-HfO2, (b) m-HfO2, (c) o- HfO2, and (d) 

t-HfO2. 
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We doped HfO2 with Ti at Hf sites and S at O sites, the resulting alloy formula is Hf1-xTixO2 

and HfO2-xSx where x= 0, 0.03, 0.06, 0.12, and 0.25. To simulate lower doping concentration 

(0.03, 0.06, 0.12), a 2x2x2 supercell has been used, whereas, for x= 0.25, a 1x1x1 supercell 

has been used. Since the Ti and S-doped c-HfO2 have not been yet reported theoretically or 

experimentally, it is imperative to check the stability of the resulting alloys before doing any 

further calculations. Therefore, we have estimated the formation energy (Eformation) for all 

doping concentrations using the following relation: 

   𝐸𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 =
{𝐸𝑇𝑜𝑡𝑎𝑙−𝑛(𝐸𝐻𝑓𝑎𝑡𝑜𝑚

+𝐸𝑂𝑎𝑡𝑜𝑚
+𝐸𝑇𝑖 𝑜𝑟 𝑆𝑎𝑡𝑜𝑚

)}

𝑁
                                                                        (3.1) 

where ETotal is the total energy of the pure or doped supercell, n is the number of atoms of the 

particular species, EHf, EO, ETi, and ES is the energy of the corresponding isolated atom, and N 

is the total number of atoms in the cell. The negative formation energy corresponding to all 

doping concentrations confirms their thermodynamic stabilities. Moreover, a convex hull is 

another reliable way to check the thermodynamic stability of materials [35]. The convex hull 

of formation energies referenced to the elemental standard states is shown in Fig. 3.3. It can be 

seen that Hf0.97Ti0.03O2, Hf0.94Ti0.06O2, Hf0.88Ti0.12O2, HfO1.97S0.03 and HfO1.94S0.06 are lies on 

the convex hull line which shows that these doping concentrations are thermodynamically 

stable. We have also analyzed a few more hypothetical doping concentrations such as 

Hf0.75Ti0.25O2, Hf0.50Ti0.50O2, Hf0.25Ti0.75O2, HfO1.88S0.12, HfO1.75S0.25, HfO1.50S0.50, HfO1.25S0.75 

and found that these are lying above the convex hull line which shows their instability. The 

decomposition energy, ΔEd, is equal to the vertical distance in formation energy space between 

the particular material and the hull line [35] and ΔEd = 0 or negative is a signature of stability.  
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Fig. 3.3: A schematic convex hull of (a) Hf1-xTixO2 and (b) HfO2-xSx at different compositions 

(in %). ΔEd is given by the vertical distance in formation energy space between the particular 

material and the hull line.  

3.3.2 Electronic properties  

The electronic band structure calculations are essential to understand the derived properties of 

polymorphic phases of HfO2. Fig. 3.4 shows the high symmetry points of c-, m-, o-, t- HfO2 in 

the first Brillouin zone that is considered in the band structure calculations. The obtained band 

structure for various polymorphs along the high symmetry K-path is shown in Fig. 3.5. The 

estimated value of the band gap using GGA and TB-mBJ is listed in Table 3.2. The calculated 

band gaps using TB-mBJ potential are in good agreement with the previously available 

experimental and theoretical results [31], [36–38]. From the band structures, it can be seen that 

the top of the valence band for m-, o-, and t-phases are at  the point, and the c-phase is at X 

point. The bottom of the conduction band is at X for c- and m-HfO2 and at  for o- and t-HfO2. 

The VBM of o-HfO2 (inset Fig. 3.4) is shown in the inset for its better appearance. Hence the 

phases c-, o-, and t-HfO2 show a direct band gap, whilst m-HfO2 exhibits an indirect band gap.  

Table 3.2. The band gaps (with GGA and TB-mBJ approach) and effective mass for all 

polymorphs of HfO2. 

Polymorphs 

of HfO2 

Band gaps (in eV) Effective Mass  

Theoretical Experim

ental 

CBM VBM 

GGA TB-mBJ Others 

Monoclinic 4.11 5.76 TB-mBJ 5.76 [40] 5.71 [16] 0.62me 2.49me 

Cubic 3.78 5.82 TB-mBJ 5.88 [40] 5.88 [35] 0.73me 0.28me 

Orthorhombic 4.46 6.30 GGA 4.30 [41] ----- 1.04me 2.92me 

Tetragonal 4.68 6.46 TB-mBJ 6.54 [40] ----- 0.59me 4.85me 

 

For a better analysis of the band structure of all phases, we presented the partial density of 

states (PDOS) in Fig. 3.6. In the valence band (VB), the O-total atomic states are dominant 

over Hf-total atomic states and attain the maxima near the EF. Whereas, in the conduction band 

(CB), Hf-total atomic states are dominant over O-atomic states in all studied energy regions. 

In the CB, the contribution of atomic states sharply increases ~6 eV, and after that, decreases 

at ~8 eV in all the phases except m-HfO2.  
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Fig. 3.4: The first brillioun zone of all polymophs of HfO2 with high symmetry points. 
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Fig. 3.5: The band structure diagram of all the polymorphs of HfO2 (EF is shifted to 0 eV) (Inset 

VBM of o-HfO2). 

 

Fig. 3.6: The partial density of states of all the polymorphs of HfO2 (EF is shifted to 0 eV). 
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3.3.3 Effect of Ti doping on the electronic properties 

In the case of Hf1-xTixO2, it is observed that 25% doping radically shifted the band gap along 

Γ-Γ direction, and the magnitude of this band gap reduced to 2.16 eV with two-fold degeneracy 

(Fig. 3.7 (a)). This reduction in band gap may be attributed to the Ti states. For x = 0.12, 0.06, 

and 0.03 in Hf1-xTixO2, we examined the band structures as shown in Fig. 3.7 (b)–(d). As 

discussed for x = 0.25, a similar band gap shift along the Γ-Γ direction is observed for all lower 

concentrations of Ti and the magnitude of the band gap increases monotonically as we move 

from x = 0.25 to lower doping concentrations. At x = 0.03, 0.06, 0.12, and 0.25 doping, the 

obtained value of band gap along Γ-H-N-Γ-P high symmetry K points is 2.68 eV, 2.61 eV, 

2.48, and 2.16 eV, respectively. Further, it is observed that as we move towards lower doping 

values, the signature of flat bands starts to appear more vigorously. In Hf1-xTixO2 (x = 0.03, 

0.06, 0.12, 0.25), the band structures plotted along R-Γ-X-M-Γ high symmetry K points. To 

ascertain the effect of various atomic species on the electronic structures, we also analyzed the 

DOS for all values of x (Fig. 3.8 (a)–(d)). The contribution of various atoms in VBs of all doped 

structures is found to be the same as in the case of pure c-HfO2 phase, whereas the induced Ti-

states in lower CB occur in between 2 and 4 eV. Above ~6 eV, Hf-states dominant over Ti and 

O-states and shows the extent of hybridization. With the increase in the doping concentration 

of Ti in HfO2, the magnitude of DOS decreases as it is directly proportional to the number of 

atoms in the cell. 

 

Figure 3.7: Band structure of Hf1-xTixO2 (a) x = 0.25, (b) x = 0.12, (c) x = 0.06, (d) x = 0.03 

(EF is shifted to 0 eV). 
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Figure 3.8. Density of states of Hf1-xTixO2 (a) x = 0.25, (b) x = 0.12, (c) x = 0.06, (d) x = 0.03 

(EF is shifted to 0 eV). 

 

3.3.4 Effect of S doping on the electronic properties 

Next, we analyzed the electronic structure of S-doped c-HfO2. At x =0.03 and 0.06 doping, the 

obtained value of band gap along Γ–H–N–Γ–P high symmetry points is 4.88 eV and 4.18 eV, 

respectively. Both doping concentrations show a direct band gap with flat band curvature along 

Γ–Γ as represented in Fig. 3.9 (a, b). The reduction in band gap with doping can be ascribed to 

the fact that S ions have lower electronegativity than O ions, so the sulfurized oxides (HfO2-

xSx) would tend to have lower energy which costs transferring an electron from the VB (S-3p 

or O-2p) to CB (Hf-5d) leading to the reduction in band gap. In Fig. 3.10 (a, b), the doping 

concentrations are examined to study the effect of various atomic species on the electronic 

structures. In VB, O-states dominate over the S-states and Hf-states, whereas S-states are 

induced in lower CB (∼4 eV–6 eV), and Hf-states dominate in higher energy regions. A good 

extent of hybridization is observed between Hf-, S-, and O-states. 
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Figure 3.9: Band structures of HfO2-xSx (a) x = 0.03, (b) x = 0.06 using TB-mBJ approach (EF 

is shifted to 0 eV). 

 

Figure 3.10: Density of states (DOS) of HfO2-xSx (a) x = 0.03, (b) x = 0.06 (EF is shifted to 0 

eV). 
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3.3.5 Thermoelectric properties 

For the accurate prediction of TE properties, the precise calculation of the band gap is required  

[37]. As our TB-mBJ calculation gives the highly accurate values of the band gap, we are highly 

optimistic to get a more realistic TE parameters to be compared with future experiments. The 

variation in the TE parameters such as S, , e/, PF, and ZT are analyzed with the varying 

carrier concentration at different temperatures under the constant relaxation time 

approximation of 10-14 s. We determined the value of  using a methodology proposed by 

Kumar et al. [39] in which the experimental available value of electrical conductivity () [29], 

and the theoretical calculated value of () is used in the relation,  = 
𝜎𝑒𝑥𝑝.

𝜎/𝜏.
 . The obtained value 

of  is of the order of ~10-14 s at room temperature. We await more experimental results for 

electrical conductivity at higher temperature to find the  at elevated temperatures. 

The various TE parameters are obtained using the following expressions  [25]:   

𝑆𝛼𝛽(𝜇, 𝑇) =
1

𝑒𝑇𝜎𝛼𝛽(𝜇,𝑇)
∫ 𝜎𝛼𝛽(𝜀)(𝜀 − 𝜇) (−

𝜕𝑓(𝑇,𝜀,𝜇)

𝜕𝜀
) 𝑑𝜀                                                                   (3.2)                                             

𝜅𝛼𝛽
𝑒 (𝜇, 𝑇) =

1

𝑒2𝑇𝛺
∫ 𝜎𝛼𝛽(𝜀)(𝜀 − 𝜇)2 (−

𝜕𝑓(𝑇,𝜀,𝜇)

𝜕𝜀
) 𝑑𝜀                                                                        (3.3) 

𝜎𝛼𝛽(𝜇, 𝑇) =
1

𝛺
∫ 𝜎𝛼𝛽(𝜀) (−

𝜕𝑓(𝑇,𝜀,𝜇)

𝜕𝜀
) 𝑑𝜀                                                                                            (3.4)  

where Ω is the reciprocal space volume, f is the Fermi distribution function, e is the electron 

charge, and ε is the carrier energy.  𝜎𝛼𝛽(𝜀) is conductivity tensor can be expressed as: 

𝜎𝛼𝛽(𝜀) =
1

𝑁
∑ 𝜎𝛼𝛽(𝑖, 𝑘)

𝛿(𝜀−𝜀𝑖,𝑘)

𝑑𝜀𝑖,𝑘                                                                                                    (3.5) 

where N is the number of k-points in the reciprocal space. 

In light of the recent experiments indicating the possibility of high carrier concentration [8, 10, 

13, 14] in various phases of HfO2, we analyzed the effect of carrier concentration on S in the 

range of ~1018 – 1022 cm-3 for different polymorphs of HfO2 (Fig. 3.11). The variation of S is 

obtained for different temperatures with carrier concentrations. As expected, it decreases 

monotonically with increasing carrier concentrations for all studied phases. It is also important 

to know the effective mass (m*) of all the phases to validate the obtained value of S, which is 

given as: 
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 
                                                                                                      (3.6) 

The m* is evaluated by the fitting parabolic curve on the maxima of the VB and the minima of 

the CB, which are listed in Table 3.2. The variation in the values of m* for different phases of 

HfO2 is due to the orientation of their band curvature near the EF, which leads to a significant 

contribution toward the value of S. As the m* rises, the value of S increases. The maximum 

observed value of S for c-, m-, o-, and t- HfO2 are found to be 830.81, 867.44, 922.62, and 

945.27 V/K, respectively, at 300 K for 1×1018 cm-3. We achieved a high value of S as 

compared to the previously reported doped (V, C) c-HfO2 [15, 16] and other oxides Cu2O and 

CuO [4].  

 

 

Fig. 3.11: The variation in Seebeck Coefficient with carrier concentrations at varying 

temperatures for all the polymorphs of HfO2. 

The behavior of electrical conductivity under the effect of carrier concentration at different 

temperatures is shown in Fig. 3.12. There is a slight variation in the value of  up to 1×1020 

cm-3 after that; this increases monotonically. It is noted that the thermal excitation of carriers 

has a negligible effect on .  In the c-HfO2, there is almost no effect of temperature; 

however, in all other phases, the values of  differ slightly at different temperatures. The 

highest observed value of  is 2.55×1020, 0.66×1020, 0.51×1020, 0.97×1020  -1m-1s-1 at room 
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temperature, whilst at 1200 K this slightly decreases to 2.34×1020, 0.54×1020, 0.40×1020, 

0.85×1020  -1m-1s-1 for c-, m-, o- and, t- HfO2, respectively, at different carrier concentration. 

 

Fig. 3.12: The variation in electrical conductivity () with carrier concentrations at varying 

temperatures for all the polymorphs of HfO2. 

The variation in electronic thermal conductivity is directly proportional to the electrical 

conductivity, which validates the Wiedemann Franz law, i.e., e = LT. Effect of carrier 

concentration at the different temperatures on ke/ is shown in Fig. 3.13. At room temperature, 

the calculated value of e/ is 2.02×1015, 0.48×1015, 0.37×1015, and 0.76×1015 Wm-1K-1s-1, 

whereas at the higher temperature, e/ increases to 8.33×1015, 1.49×1015, 1.40×1015, and 

3.95×1015 Wm-1K-1s-1 at 1200 K, for c-, m-, o- and, t-HfO2, respectively at carrier 

concentration. The obtained values of   are significantly increased as compared to Cu2O, 

NiO, and CuO [4]. 
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Fig. 3.13: The variation in electronic thermal conductivity with carrier concentrations at 

varying temperatures for all the polymorphs of HfO2. 

 

Fig. 3.14: The variation in power factor with carrier concentrations at varying temperatures for 

all the polymorphs of HfO2. 

An increase in the value of PF is observed with the increasing carrier concentration, as shown 

in Fig. 3.14. The calculated value of PF is purely contributed by the S and .  As we move 
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towards the higher temperature, the increment in PF is observed; the highest estimated value 

of PF is 2.020×1012 Wm-1K-2s-1 at 4×1021 cm-3, 0.71×1012 Wm-1K-2s-1 at 3×1021 cm-3, 0.85×1012 

Wm-1K-2s-1 at 6×1021 cm-3, and 2.09×1012 Wm-1K-2s-1 at 8×1021 cm-3, for c-, m-, o- and, t- HfO2, 

respectively. Therefore, it can be seen that the optimized carrier concentration for the PF is of 

the order of 1021 cm-3
. 

The lattice part of the thermal conductivity plays a major role in maximizing the TE 

performance as it can be tuned independently, unlike S, , e/, which are interdependent on 

each other. The l decreases with the increase in temperature, as shown in Fig. 3.15. The room 

temperature l for c-, m-, o-, and, t-HfO2 are obtained as 5.56, 2.87, 4.32, and 1.75 Wm-1K-1, 

respectively, and this decreases to 1.58, 0.92, 1.12, and 0.53 Wm-1K-1, respectively at 1200 K. 

The high value of l of the c-HfO2 phase as compared to others may be due to its isotopic nature 

and less overlapping between its acoustic and optical modes. A significant extent of 

overlapping in m-, o-, and t-HfO2 is observed as visible in the phonon band structure diagram. 

The low value of l indicates that HfO2 polymorphs can be promising TE materials at elevated 

temperature. 

  

Fig. 3.15: The behavior of lattice thermal conductivity with varying temperatures for all the 

polymorphs of HfO2. 

Based upon the values of PF and ktotal, the carrier concentration dependent ZT is determined 

for polymorphs at different fixed temperatures, as shown in Fig. 3.16. As the temperature rises, 

the ZT rises with it. It is observed that the ZT increases with an increase in carrier concentration 

up to 1021 cm-3 and after that decreases. The peak value of ZT is 0.77 at 3×1020 cm-3, 0.97 at 

1×1021 cm-3, 0.83 at 2×1021 cm-3, 0.87 at 5×1021 cm-3 at the 1200 K for c-, m-, o- and t- HfO2, 
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respectively. The highest value of ZT of the m-HfO2 phase is mainly governed by its low total 

among all polymorphs.  

 

Fig. 3.16: The variation in the figure of merit with carrier concentrations at varying 

temperatures for all the polymorphs of HfO2. 

After obtaining the optimized carrier concentrations (3×1020 cm-3, 1×1021 cm-3, 2×1021 cm-3, 

and 5×1020 cm-3 for c-, m-, o-, and t-HfO2, respectively), we investigated the effect of 

temperature on ZT at these optimized carrier concentrations (Fig. 3.17). It is observed that ZT 

increases with increasing temperature. At room temperature, the calculated values of ZT are 

0.12, 0.07, 0.07,0.39 and a sharp increment is observed as we move towards high temperatures; 

at 1200 K, these values increase to 0.77, 0.97, 0.83, 0.87 for c-, m-, o- and, t-HfO2, respectively. 

At 750 K, the reported value of ZT in m- and t-HfO2 is nearly equal. It is to be noted that we 

got high figure of merit at the optimized carrier concentration in HfO2 as compare to BiCuSeO 

(ZT~0.70) [40], Ag-doped Ca3Co4O9 (ZT = 0.50) [41], La-doped SrTiO3 (ZT = 0.27) [42], Al-

doped ZnO (ZT = 0.44) [43], Al and Ga co-doped ZnO (ZT = 0.65) [44]. The various studied 

polymorphs of HfO2 were found suitable for high temperature TE energy harvesting 

applications. The carrier concentration mediated high ZT for HfO2 is experimentally viable due 

to its high temperature stability [1200 oC – 2500 oC] and an attainable carrier concentration 

(~1021 cm-3) with naturally occurring oxygen defects [8], [10], [13], [14].  
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Fig. 3.17: The variation in figure of merit with temperature at the optimized carrier 

concentrations (3×1020 cm-3, 1×1021 cm-3, 2×1021 cm-3, 5×1020 cm-3 for c-, m-, o- and, t- phases, 

respectively). 

3.3.6 Effect of doping on TE properties 

For pure c-HfO2, an increase in the value of S (Fig. 3.18) is observed with a rise in temperature 

from 300 K to 1200 K. The value of S at room temperature is found to be 214.48 μV/K and 

230.03 μV/K at 1200 K, which is in good agreement with previous studies [15], [16].  

With Ti-doping, an enhancement in S  with temperature has been observed. For x = 0.25, we 

noticed almost 20% increase in its value both at room temperature and 1200 K relative to its 

value in pure c-HfO2. For lower concentrations of Ti, the value of S further increased at room 

temperature whilst it decreased for higher temperatures. The maximum values of S  at x = 0.03, 

0.06, 0.12, and 0.25 are estimated as 320.31, 305.20, 299.77, and 306.13 μVK-1 at 300 K, 450 

K, 700 K, and 1050 K, respectively (Fig. 3.18 (a)). The calculated value of S for sulfur doping 

at 300 K is found to be 248.79, 292.10 VK-1, whereas, for 1200 K, the value is 223.32, 237.66 

VK-1 for x = 0.03, 0.06 concentrations, respectively (Fig. 3.18 (b)). We obtained a higher value 

of S using Ti-doping as compared to S doping and V-doped HfO2 [16]. Increase in the value 

of S  with doping may be attributed to the reduction in the band gap and increment in the 

density of states above the fermi level. Further, as discussed earlier, with doping the flat bands 

appeared in lower CBs, which produced high S values and low mobility and hence resulted in 

low conductivity. To further verify this, we also calculated the effective mass (m*) as listed in 
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Table 3.3. It is observed that in the entire temperature range, the positive value of S shows the 

p-type behavior for pure and doped structures. 

Table 3.3: The variation of effective mass with Hf1-xTixO2 and HfO2-xSx. 

 Hf1-xTixO2 HfO2-xSx 

x = 0 x = 0.03 x = 0.06 x = 0.12 x = 0.25 x = 0.03 x = 0.06 

m* (at CBM) 0.73me 14.96me 3.47me 3.26me 2.84me 3.03me 1.11me 

m* (at VBM) 0.28me 0.54me 0.55me 0.55me 0.51me 2.01me 1.70me 

 

 

Figure 3.18: The variation of Seebeck coefficient of (a) Hf1-xTixO2 (x= 0, 0.03, 0.06, 0.12, 

0.25) and (b) HfO2-xSx (x= 0, 0.03, 0.06). 

The variation of electrical conductivity (σ/τ) with a temperature of pure c-HfO2 is shown in 

Fig. 3.19. It showed an almost linearly increasing trend. The value of σ/τ at 300 K and 1200 K 

is found to be 0.058x1020 Ω−1m-1s-1 and 0.32x1020 Ω−1m-1s-1, respectively. 

 We observed a monotonous decrease in σ/τ with the increase in temperature for all doping 

concentrations. For x = 0.03, 0.06, 0.12, and 0.25 the observed values of σ/τ at room 

temperature and at 1200 K have found to be 0.008x1020, 0.006x1020, 0.0054x1020
,
 0.004x1020 

Ω−1m-1s-1and 0.144x1020, 0.1132x1020, 0.09381x1020, 0.068x1020 Ω−1m-1s-1, respectively (Fig. 

3.19 (a)). The decrease in mobility with enhancing Ti concentration, from Ti = 0.03 to 0.25, 

may be accounted for such behavior. A similar behavior of σ/τ is observed with S doping. The 
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calculated value of σ/τ at 300 K is found to be 0.017 x 1020, 0.006 x 1020  -1m-1s-1, whilst for 

1200 K the values are 0.129 x 1020, 0.089 x 1020  -1m-1s-1, for x = 0.03, 0.06 concentrations, 

respectively (Fig. 3.19 (b)). 

 

Figure 3.19: The variation of electrical conductivity of (a) Hf1-xTixO2 (x= 0, 0.03, 0.06, 0.12, 

0.25) and (b) HfO2-xSx (x= 0, 0.03, 0.06). 

The electronic thermal conductivity (e) follows a similar trend as electrical conductivity (Fig. 

3.20).  The observed results of e are in accordance with the Wiedemann-Franz law, which 

states that the thermal conductivity is proportional to electrical conductivity i.e.,  = LσT where 

L is Lorentz number. The calculated value of e/τ for pure c-HfO2 at 300 K is 0.10x1015 Wm-

1K-1s-1 and 2.78x1015 Wm-1K-1s-1 at 1200 K.  

At x = 0.03, 0.06, 0.12 and 0.25 doping concentrations, observed values of Ke/τ at room 

temperature are 0.030x1015, 0.023x1015, 0.05x1015 and 0.011x1015 Wm-1K-1s-1, whereas at 

1200 K, the values of e/τ are 0.94x1015, 0.80x1015, 1.10x1015 and 0.63x1015 Wm-1K-1s-1, 

respectively (Fig. 3.20 (a)). With the S doping the calculated value of e/τ at 300 K is found to 

be 0.043 x 1015, 0.020 x 1015 Wm-1K-1s-1, and for 1200 K, 0.64 x 1015, and 0.53 x 1015 Wm-1K-

1s-1, for x = 0.03, 0.06 concentrations, respectively (Fig. 3.20 (b)). It is evident that doping of 

sulfur is more significant in obtaining lower e/τ as compared to Ti-doping and C-doping [15]. 
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Figure 3.13: The variation of electronic thermal conductivity of (a) Hf1-xTixO2 (x= 0, 0.03, 

0.06, 0.12, 0.25) and (b) HfO2-xSx (x= 0, 0.03, 0.06). 

The calculated value of PF at 300 K is 0.24x1012 Wm-1K-2s-1 and increases to 1.71x1012 Wm-

1K-2s-1 at 1200 K, which is in good agreement with the previous study of Cao et al. [15]. In the 

case Ti-doping at x= 0.03, 0.06, 0.12, and 0.25 doping concentration structures the observed 

value of PF at room temperature are 0.08295x1012, 0.06919x1012, 0.037x1012 and 0.0279x1012 

Wm-1K-2s-1, respectively (Fig. 3.21 (a)). The observed value of PF at 1200K is 0.9443 x 1012, 

0.8089 x 1012, 0.750 x 1012, and 0.63667 x 1012 Wm-1K-2s-1. The observed value of PF in the 

case S-doping at x = 0.03 and 0.06 doped structures are 0.11 x 1012 and 0.053 x 1012 Wm-1K-

2s-1, whilst at 1200 K values are 0.64 x 1012 and 0.53 x 1012 Wm-1K-2s-1, respectively (Fig. 3.21 

(b)). The variation of PF clearly signifies that it depends on the S and σ/τ. 

 

Figure 3.21: The variation of power factor of (a) Hf1-xTixO2 (x= 0, 0.03, 0.06, 0.12, 0.25) and 

(b) HfO2-xSx (x= 0, 0.03, 0.06). 
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Benefitting from increase in S and decrease in electronic thermal conductivity, the TE figure 

of merit of Hf1-xTixO2 can be significantly improved with Ti concentration. In pure c-HfO2, the 

observed value of ZT at 300 K is 0.67 and increased to 0.73 at 1200 K (Fig. 3.22). The 

maximum value of ZT amongst all doping concentrations is found ~ 0.82 for x = 0.03 at 400 

K. The approximately same value of ZT is observed for x = 0.06, at 800 K and 1200 K, 

respectively (Fig. 3.22 (a)). In the case of S-doping the ZT values are 0.76 and 0.77 for x = 0.03 

and 0.06, respectively at room temperature. At 1200 K, these values are 0.76, and 0.81, for x = 

0.03 and 0.06, respectively (Fig. 3.22 (b)). The maximum value of ZT (0.82) is observed at 800 

K for x = 0.06. This due to the lowest value of e/τ at this concentration among all structures. 

We obtained a relatively higher value of ZT for doped structures (this is the upper most limit of 

figure of merit).  

 

Figure 3.22: The variation of ZT of (a) Hf1-xTixO2 (x= 0, 0.03, 0.06, 0.12, 0.25) and (b) HfO2-

xSx (x= 0, 0.03, 0.06). 

The previous highest value reported is 0.79 at 75% doping of V-doped HfO2 [16]. The similar 

Ti-doping has also been shown to enhance the figure of merit in various other materials such 

as ZrO0.97Ti0.03 (0.81) [45], Ti0.07Cu1.73S (0.54) [46], and V0.855Ti0.1CoSb (0.70) [47]. A similar 

enhancement has been observed in the figure of merit in Cu2SnSe3-xSx (0.66)  [48], and 

BiOCuSe (0.30) [52] with S-doping. Our results may open a new avenue for c-HfO2 as a 

versatile material for TE application in a wide temperature range. 
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3.4 Conclusion: 

In this chapter, we discussed the structural, electronic, phonon dynamics, and transport 

properties of HfO2 polymorphs i.e., cubic (c), monoclinic (m), tetragonal (t), and orthorhombic 

(o) and doped c-HfO2 for their possible application in high temperature thermoelectric energy 

harvesting This study is inspired by few recent experimental reports which have established 

the possibility of getting high carrier concentration in some of these polymorphs. The 

dynamical stability of all the polymorphs was assessed by phonon dispersion calculations. The 

thermodynamical stability of the Ti and S doping concentrations in c-HfO2 was confirmed 

using formation energy and convex hull formalism. The electronic band structure and transport 

properties were calculated using the highly accurate TB-mBJ potentials. Our calculations have 

revealed that the c-, o-, and t- phases have a direct band gap, and the m-phase has an indirect 

band gap. The doping of Ti and S leads to a reduction in the band gap of c-HfO2. These findings 

are in good agreement with the available experimental results. The high m* of the tetragonal 

phase leads to its large S, among other phases. Among all the studied polymorphs, the t-HfO2 

shows the lowest value of lattice thermal conductivity 1.75 W/mK at 300 K which reduces to 

0.53 W/mK at 1200 K. Owing to their large power factor and low lattice thermal conductivity, 

the high figure of merit, i.e., 0.97, 0.87, 0.83, and 0.77, has observed at 1200 K for the 

optimized carrier concentration 1×1021 cm-3, 2×1021 cm-3, 5×1020 cm-3, and 3×1020 cm-3
 in the 

m-, o-, t-, and, c-polymorphs of HfO2, respectively. In all the studied phases, the least observed 

value of ZT was in c-HfO2. The doping of Ti and S at the Hf and O sites on c-HfO2 was 

analyzed, respectively, to enhance its ZT. Doping leads to create new trap states in the band 

gap. It was observed that Ti doping has a lower band gap as compared to S doping. The 

magnitude of the Seebeck coefficient is high in Ti doping as compared to S doping. Further, 

the effective mass calculation was done to understand the behavior of the Seebeck coefficient. 

The maximum value of ZT (~ 0.82) was observed at 800 K for x = 0.06 doping concentration. The 

optimized carrier concentration is in close agreement with the available experimental reports. 

Our results have demonstrated that the TE parameters can be manipulated in a favourable way 

at selected carrier concentration and doping to get enhanced TE performance at a higher 

temperature. 
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Chapter 4 

Pressure induced structural phase transition in monoclinic- 

HfO2 

4.1 Introduction 

HfO2, generally, possesses diverse properties, e.g., optical, thermoelectric, ferroelectric, 

piezoelectric, etc. which are highly phase dependent [1–4]. Various strategies such as external 

pressure, temperature, doping, and electric field have been explored for phase transition in 

HfO2 [5–8]. The aliovalent dopants (Pr and Cr) have been reported to convert monoclinic (m)-

HfO2 from an indirect to a direct band gap material cubic (c)-HfO2, in addition to lowering its 

band gap, which improves its optical behavior [9, 10]. The isovalent doping of Si in HfO2, 

under thermal treatment up to 1100 oC, has resulted in the orthorhombic (o)-HfO2 (Pca21) 

phase in the thin film as well as bulk samples [11, 12]. High pressure (~33.5 GPa) can also lead 

to m- to o-HfO2 [6] but this transition pressure can be lowered significantly (~7 GPa) with Si 

doping [12]. The high dielectric constant and wide band gap of HfO2 over SiO2 make it a full 

complementary metal oxide semiconductor, which Intel launched in 2007 for its production 

process [13]. It is evident from the literature that the effect of Si dopant interactions and strain 

results in an asymmetric distortion in the O sublattice of Si−HfO2 crystal structure that leads 

to a ferroelectric ordered state because of further crystal splitting [14]. Si doped HfO2 provides 

remarkable stability in the subloop switching behavior and access to intermediate polarisation 

states [15]. This also lowers the coercive field and improves the polarization retention which 

improves its ferroelectric behaviour [15, 16].  It has also been observed that o-HfO2 (Pca21) 

acts as a good ferroelectric material [17], and in another study, these ferroelectric materials 

were reported to have a strong optical response over m-HfO2 [18]. Therefore, it can be 

anticipated that Si doping might lead to phase transformation, enhancing its applicability area. 

The aim of this study is to understand the pressure-induced m- to o-phase transition in HfO2 

with Si doping vis-à-vis the available experimental observations [12]. So, in pursuit of this 

motive, in the present study, we examined the effect of pressure on phase transitions from 

monoclinic to orthorhombic in Si-doped and pure HfO2. Thermal stability analysis was carried 

out using ab initio molecular dynamics (AIMD). We studied the structural, and electronic 
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properties of o-Hf1-xSixO2 (x = 0, 0.03, 0.06, 0.09) under various applied pressure using a first-

principles approach. 

4.2 Computational Details 

The structural optimization of Hf1-xSixO2 (x = 0, 0.03, 0.06, 0.09) in m- and o- phases with and 

without pressure were obtained using the first-principles method as implemented in VASP 

[19]. The relaxation was carried out within the parametrization of GGA of PBE [20]. The 

convergence criteria for self-consistent field energy were set to 10-7 eV and the force relaxation 

was carried out till 0.01 eV/Å. The plane wave cutoff energy of 500 eV and a gamma cantered 

k-mesh of 7×7×5 was used for the calculations. To check the thermal stability, the AIMD 

simulations were carried out in a canonical ensemble at temperatures 1673 K (it is the 

temperature at which o-HfSiO2 has been obtained [12]) using a time step of 1 fs, which lasted 

for 5000 fs. The phonon dispersions were obtained using the Phonopy code [21]. 

The electronic properties were calculated using the WIEN2k package which is based on the 

FPLAPW method [22]. The TB-mBJ was used as exchange and correlation potential for 

accurate determination of the band gap of HfO2 [23]. To achieve more realistic results a good 

energy convergence of 0.0001 Ry/cell, and the non overlapping muffin tin radii with RMTkmax 

= 7 were employed. The k-mesh of 15×15×14 and 12×12×12 was used, resulting in 518 and 

412 k-points in the irreducible Brillouin Zone (IBZ) of m- and o-HfO2, respectively. A 2×2×2 

supercell with 96 atoms was constructed to obtain the various Si doping concentrations i.e., 

0.03, 0.06, 0.09.  

4.3 Results and Discussion 

4.3.1 Structural Properties 

Generally, the threshold transition pressure for m- to o-transitions in centrosymmetric phases 

(Pbca and Pnma) of HfO2 lies in the range of 2.7 − 27.0 GPa whereas the pure orthorhombic 

phase has been obtained at ~33.5 GPa [6]. It has also been reported that the Si doping in m-

HfO2 can lead to a non-centrosymmetric o-phase (Pca21) at a relatively lower pressure  [12]. 

To understand the reason behind this, we have performed systematic DFT calculations. From 

now on, we will refer non-centrosymmetric o-HfO2 (Pca21) as o-HfO2 in all further discussions. 

The optimized lattice constants for o-Hf1-xSixO2 (x = 0, 0.03, 0.06, 0.09) under the effect of 

applied pressure are listed in Table 4.1.  
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Table 4.1: Lattice constant (in units of Å) of o-Hf1-xSixO2 (x = 0, 0.03, 0.06, and 0.09) under 

pressure (in units of GPa). 

 x = 0 x = 0.03 x = 0.06 x = 0.09 

  Pressure 
0 8 14 15 0 14 0 8 0 8 

a 5.26 5.20 5.17 5.16 5.28 5.16 5.38 5.20 5.40 5.20 

b 5.04 4.99 4.95 4.95 5.13 4.94 5.06 4.99 5.03 4.97 

c 5.07 5.01 4.96 4.95 5.17 4.95 5.08 4.97 5.09 4.97 

 

The enthalpy vs pressure variation (Fig. 4.1) depicts that on increasing pressure the enthalpy 

also increases and a crossover is observed at 15 GPa, 14 GPa, 8 GPa, and 8 GPa for x= 0, 0.03, 

0.06, and 0.09, respectively, which is called as transition pressure (PT) and these pressure values 

agree well with available experimental data [12]. Fig. 4.2 shows the pressure versus volume 

curve for m- to o-HfO2 transition at 15 GPa. The increase in pressure leads to a change in the 

volume of the unit cell, which is again in good agreement with experimental results [12]. This 

change in the volume from m → o-HfO2 at 15 GPa indicates a first order phase transition. A 

relatively lower volume in o-HfO2, as compared to m-HfO2, is due to the reorientation of 

oxygen atoms in the cell.  
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Fig. 4.1: The structural phase transition of m- and o-Hf1-xSixO2 for (a) x = 0, (b) x = 0.03, (c) 

x = 0.06, and (d) x = 0.09 (values written in black and red colours represent the enthalpy of 

monoclinic and orthorhombic phases, respectively). 

 

 

Fig. 4.2: Change in volume as a function of pressure in m- to o-HfO2. 
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The PT decreases with an increase in doping concentration as the bond length of Hf-O increases, 

whereas the Si-O bond length decreases (Fig. 4.3 (a)). The reduction in PT can also be attributed 

to charge transfer between Si and o-HfO2. It is evident, from Fig. 4.3 (b), that the magnitude 

of DOS of isolated Si atom decreases when it is doped in o-HfO2. 

 

Fig. 4.3: (a) Variation in bond length of o-Hf1-xSixO2 (x = 0, 0.03, 0.06, and 0.09) at 0 GPa (b) 

Density of states of isolated and Si-doped HfO2 at 0 GPa. 

To gain further insights into the charge transfer from Si to o-HfO2, we have carried out the 

Bader charge analysis. The Bader charge of the isolated Si atom is +3.92035. In pure SiO2, it 

reduces to +3.20978 and O has a charge of magnitude -1.62048. As shown in Table 4.2, the 

charge on the Si dopant in o-HfSiO2 reduces in comparison to isolated Si atom as well as Si in 

SiO2, which indicates the charge transfer from Si to o-HfO2. This charge transfer can also be 

visualized in the isosurface plot of pure and doped HfO2 as shown in Fig. 4.4 (a)−(d). The 

Bader charge transfer is consistent with the DOS of isolated Si and Si-doped HfO2 (Fig. 4.3 

(b)). This shows that the Si atom fully oxidized with the localization of charges on the Hf atom. 

As shown in Fig. 4.3 (a), the bond length of Hf-O increases, whereas the Si-O bond length 

decreases with doping. This indicates that o-HfSiO2 is relatively more stable than o-HfO2. 

Moreover, the decrease in Si-O bond length with doping enhances the charge transfer between 

Si and o-HfO2, which further leads to the lowering of transition barrier of Si in o-HfO2. This 

decrease in transition barrier may also account for the reduction in PT [24, 25]. 
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Fig. 4.4: Isosurface plot of partial charge density (a) o-HfO2 (b) Hf0.97Si0.03O2 (c) 

Hf0.94Si0.06O2 (d) Hf0.91Si0.09O2. (In the units of e/Å3 with isosurface level 0.015). 

Table 4.2: The Bader charges of o-Hf1-xSixO2 (x = 0, 0.03, 0.06 and 0.09). 

 Hf O Si 

HfO2 +2.36758 -1.19100 - 

Hf0.97Si0.03O2 +2.57081 -1.29239 +2.61049 

Hf0.94Si0.06O2 +2.56793 -1.28940 +2.62349 

Hf0.91Si0.09O2 +2.54281 -1.26813 +2.64150 

 

4.3.2 Stability analysis 

Prior to proceed for band structure calculations, we examined the thermal stability of the 

orthorhombic phases for all Si concentrations. The formation energy for o-Hf1-xSixO2 (x = 0, 

0.03, 0.06, and 0.09) was estimated using the undermentioned relation:  

𝐸𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 =
{𝐸𝑇𝑜𝑡𝑎𝑙−𝑛(𝐸𝐻𝑓𝑎𝑡𝑜𝑚+𝐸𝑂𝑎𝑡𝑜𝑚+𝐸𝑆𝑖𝑎𝑡𝑜𝑚)}

𝑁
                   (4.1) 



 

92 
 

where ETotal is the total energy of pristine or doped supercell, N is the total number of atoms in 

the cell, EHf, ESi, and EO is the energy of corresponding individual Hafnium, Silicon, and 

Oxygen atom, n is the number of atoms of a particular species in the cell. The obtained value 

of formation energies under the effect of applied pressure for o-Hf1-xSixO2 (x = 0, 0.03, 0.06, 

and 0.09) are -3.7586 eV/atom, -5.7857 eV/atom, -5.7509 eV/atom, and -5.7267 eV/atom, 

respectively. Whilst for m-Hf1-xSixO2 (x = 0, 0.03, 0.06, and 0.09) the value of formation 

energies is -3.7579 eV/atom, -5.7796 eV/atom, -5.7435 eV/atom, and -5.7183 eV/atom, 

respectively. The slightly more negative formation energies for all studied doping 

concentrations confirm the thermodynamic stability of o-Hf1-xSixO2 over m-Hf1-xSixO2. The 

dynamical stability has also been assessed for the pristine o-HfO2 and m-HfO2 at 15 GPa, as 

shown in Fig. 4.5. The absence of negative frequencies in phonon dispersion curves verifies 

that the systems are dynamically stable. 

 

Fig. 4.5: The phonon dispersion curve of (a) m-HfO2 (b) o-HfO2 at 15 GPa. 
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Fig. 4.6: The AIMD simulations of temperature fluctuations versus time of o-Hf1-xSixO2 (x = 

0, 0.03, 0.06, and 0.09). 

The AIMD simulations have been performed up to the time step of 5000 fs in the canonical 

ensemble (NVT) to verify the stability of the proposed material (Fig. 4.6). The results AIMD 

simulation and the formation energy are consistent which confirms the stability of the o-Hf1-

xSixO2. The rate of Si diffusion in o-HfO2 (Fig. 4.7), calculated from AIMD results, decreases 

with an increase in doping concentration i.e., 0.56×10-6 cm2/s, 0.45×10-6 cm2/s, and 0.35×10-6 

cm2/s for x = 0.03, 0.06, and 0.09, respectively.  

 

Fig. 4.7: The variation in diffusion coefficient with doping concentration for o-Hf1-xSixO2 (x 

= 0, 0.03, 0.06, and 0.09). 
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4.3.3 Electronic Properties 

The electronic band structure calculations for o-HfO2 have been analyzed at the optimized 

values of PT i.e., 8 GPa, 14 GPa, and 15 GPa. An indirect band gap, Fig. 4.8, with magnitude 

6.18 eV at 0 GPa, along high symmetry path -X-S-Y--Z-U-R-T-Z is obtained using TB-

mBJ potential which shows a reasonable agreement with a prior report [26]. The magnitude of 

the band gap increases slightly with increasing pressure as listed in Table 4.3. The Si-doping 

creates new energy states between the conduction band (CB) and the valence band (VB). It 

further leads to a change in band gap from indirect (-Y) to direct one along - (Fig. 4. (a)-

(c). For more clarity (Fig. 4.10), we compared the band structure of Hf0.91Si0.09O2 with pure 

HfO2 at 8GPa. As shown in Table 4.3, the magnitude of the band gap decreases to 4.55 eV, 

4.13 eV, and 4.06 eV for o-Hf1-xSixO2 (x = 0.03, 0.06, 0.09). This reduction may be attributed 

to a decrease in the rate of Si diffusion coefficient in HfO2 with increasing doping concentration 

[27] as shown in Fig. 4.7. The similar reduction in band gap with Si doping has also been 

experimentally observed in other oxides e.g., ZrO2, and ZnO [28, 29]. The decrease in band 

gap with diffusion coefficient has also been reported in Y-doped ZrO2 [30, 31]. 

 

Fig. 4.8: Band structure of o-HfO2 (a) 0 GPa (b) 8 GPa (c) 14 GPa (d) 15 GPa at phase 

transition pressures within TB-mBJ approach (EF is shifted to 0 eV). 
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Fig. 4.9: Band structure of (a) o-Hf0.97Si0.03O2 at 14 GPa, (b) o-Hf0.94Si0.06O2 at 8 GPa (a) o-

Hf0.91Si0.09O2 at 8 GPa calculated within TB-mBJ approach (EF is shifted to 0 eV). 

 

Table 4.3: The calculated band gap of o-Hf1-xSixO2 (x = 0, 0.03, 0.06, and 0.09) (within GGA 

and TB-mBJ potentials)  

                                                    x=0                                                                                                   x= 0.03 x= 0.06 x= 0.09 

Pressure 0 GPa 8 GPa 14 GPa 15 GPa 14 GPa 8 GPa 8 GPa 

Band 

Gap 

(eV) 

GGA 4.41 4.47 4.56 4.60 2.89 2.45 2.43 

mBJ 6.38 

6.45# 

6.45 6.52 6.58 4.55 4.13 4.06 

#calulated using B3LYP functional  [26]. 
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Fig. 4.10: Band structure of (a) o-HfO2 and (b) o-Hf0.91Si0.09O2 at transition pressure of 8 GPa 

(EF is shifted to 0 eV). 

We have analyzed the DOS to understand the contribution of various atomic species in band 

structure as shown in Fig. 4.11 (a)-(d). For x = 0, Hf-states dominate over O-states in the CB, 

whilst in the VB O-states dominate over Hf-states. In the case of Si-doped structures, near the 

fermi level, the O-2p states are pre-dominant; however, in the deep VB (~8 eV) the Si-2p states 

show significant contribution over Hf-5d and O-2p states. It is worth mentioning that Si doping 

results in the formation of new energy states near the minima of CB, in which x = 0.03 has the 

highest magnitude as compared to other doping concentrations. At higher energies, the 

significant intermixing of Hf-5d, Si-2p, and O-2p states increases in the extent of hybridization 

in Hf1-xSixO2. 
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Fig. 4.11: Density of States (DOS) of (a) o-HfO2 (b) o-Hf0.97Si0.03O2 (c) o-Hf0.94Si0.06O2 (d) o-

Hf0.91Si0.09O2 (EF is shifted to 0 eV). 

4.4 Conclusion 

We have presented a systematic study of the pressure induced structural phase transitions from 

centrosymmetric m-HfO2 to non-centrosymmetric o-HfO2 with Si-doping. The phase transition 

for pure m → o-HfO2 has occurred at the transition pressure of 15 GPa. With an increase in Si-

doping, the transition pressure has reduced to 14 GPa, 8 GPa, and 8 GPa for x= 0.03, 0.06, and 

0.09 respectively. The obtained results are in excellent agreement with experimental 

observations. This reduction in pressure with Si doping has been attributed to a reduction in 

bond length and charge transfer from Si to o-HfO2. The thermal stability of o-HfO2 has been 

assessed via ab initio molecular dynamics and negative value of formation energy. The doping 

has led to the transformation of the indirect band gap centrosymmetric m-HfO2 to direct band 

gap non-centrosymmetric o-HfO2 and creates new energy levels near the CB minima which 

results in the reduction of band gap. Our proposed study has accurately predicted the phase 

transition pressures and stability of Si-doped non-centrosymmetric o-HfO2. This might be a 

suitable choice for optoelectronic, ferroelectric device applications. 
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Chapter 5 

Effects of various dopants on optical properties of HfO2 

 

5.1 Introduction 

In recent years, the oxide based materials have captivated the attention of scientific society due 

to their inimitable properties in the allied area of optoelectronics [1, 2]. HfO2 has been 

considered the most appropriate host for optoelectronic applications due to its unique 

characteristics such as high permittivity, low leakage current, and good thermal and interface 

stability [3, 4]. Various existing polymorphs of HfO2 were discussed in the Chapter 1. HfO2 is 

extensively used as a coating material due to its hardness and widespread spectral transparency 

range i.e., from infrared (IR) to ultraviolet (UV) [5–7]. The applicability of HfO2 is identified 

in industrial applications like laser mirrors [8], and optical coatings [9, 10]. Recently, HfO2 thin 

film on a double-sided Si substrate (HfO2/Si/HfO2) has proven its applicability as an anti-

reflection coating by reducing the IR reflection [11]. The antireflective coating of HfO2 reduces 

the Fresnel loss that can be used in night vision devices [7, 12]. S-Parramon et al. have shown 

experimentally that Ti doping in HfO2 thin films leads to improved optical properties like 

refractive index, and extinction coefficient [13]. Using first-principles calculations, Tan et al. 

have also shown that Ti doping in m-HfO2 modifies its various optical properties  [14]. 

Recently, it has been revealed by Khera et al. that doping of transition metals (Co, Ni, Zn) in 

c-HfO2 may lead to better optical properties [15]. Besides the transition metals, anionic (S, N, 

F, and C) doping has also been highly studied in the recent past to enhance various physical 

and chemical properties of metal oxides  [16, 17]. It has been shown that doping of S in HfO2 

thin film leads to improved durability and optical response [18–20]. Zhang et al. have reported 

that the effect of co-doping of C and F can improve the optical properties of c-HfO2 [21].  

In the present chapter, we explored the optical properties of c-HfO2, a non centrosymmetric o-

HfO2, and how the doping at anionic and cationic sites can enhance its optical performance.  

5.2 Computational details 

The optical properties calculations were performed using the optic program as built in the 

WIEN2K package [22, 23]. The GGA scheme for XC) potentials, given by PBE, was used for 

structural optimization [24]. The approximations such as local density approximation and GGA 
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underestimate the band gap. Therefore, we have used TB-mBJ approximation [25] to 

comprehend exchange and correlation potentials which uses semilocal quantities to reproduce 

well step structures.  

For precise calculations, a K-mesh of 20× 20×20 was used in the IBZ for all the studied cases 

of HfO2. The plane wave cutoff was decided by the RMTKmax = 7, and the muffin tin sphere 

radii were chosen to be non-overlapping with RMT of 2.18 for the Hf atom and 1.5 for O atom. 

The criterion for energy convergence was set to 0.0001 Ry/cell and the cut-off energy of the 

core and valence state was fixed at -6 Ry.  

5.3 Results and discussion 

The structure optimization, thermodynamical stability, and variation in band structure under 

different doping were discussed in chapters 3 and 4. Here, we studied the linear optical response 

of c-HfO2 and a non centrosymmetric o-HfO2. The effect of Ti, and Si doping on Hf sites in c- 

and o-HfO2, respectively, and S-doping O sites in c-HfO2 is examined.  

To analyze how electromagnetic (EM) radiations interact with a material, it is necessary to 

analyze the dielectric function: 

   𝜀(𝜔) = ε1(𝜔) + 𝑖𝜀2(𝜔)                                                                                                   (5.1) 

where the symbol ε1(𝜔) and ε2(𝜔) are real and imaginary components of the dielectric 

function. 

The ε1(𝜔) and ε2(𝜔) components are associated with intraband transitions and interband 

transitions for a metallic and a semiconductor material, respectively.  

The Kramers-Kroning transformation is used to obtain the real component, 1(), which is 

given by: 

  ε1(𝜔) = 1 +
2𝑝

𝜋
∫

𝜔′𝜀
2(𝜔′)

(𝜔′2−𝜔2)
𝑑𝜔′                                                                                               (5.2) 

where 𝑝 denotes the momentum matrix. 

The imaginary component 2() can be calculated from transitions between VB to CB states 

and related to electronic structure and the absorption of the incident EM wave as: 

   𝜀2(𝜔) =
2𝜋𝑒2

𝛺𝜀𝑜
∑|𝛹𝑘

𝑐| 𝑢. 𝑟|𝛹𝑘
𝑣|2𝛿(𝐸𝑘

𝑐 − 𝐸𝑘
𝑣 − 𝐸)                                                                (5.3) 

where 𝛹𝑘
𝑐𝑎𝑛𝑑 𝛹𝑘

𝑣 are the wave function related with the CB and VB at k point, u represents 

the electric field component,  represents the unit cell volume, and e represents the charge. 
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The real and imaginary part of the dielectric constant gives the information about refractive 

index and extinction coefficient, respectively. Refractive index n(ω) and extinction coefficient 

k(ω) are given by: 

𝑛(𝜔) = √
|𝜀(𝜔)|+𝜀1(𝜔)

2
                                                                                                    (5.4) 

𝑘(𝜔) = √
|𝜀(𝜔)|−𝜀1(𝜔)

2
                                                                                                    (5.5) 

The Reflectivity of a material depends on the refractive index and extinction coefficient of a 

material which is given by:  

   𝑅(𝜔) =
(𝑛−1)2+𝑘2

(𝑛+1)2+𝑘2                                                                                                              (5.6) 

The optical conductivity is dependent on the imaginary component and can be expressed as: 

   𝜎(𝜔) =
𝜔

4𝜋
𝐼𝑚 𝜀 (𝜔)                                                                                                          (5.7) 

The value of absorption coefficient α(ω) depends on k(ω) which can be expressed as: 

𝛼(𝜔) =
2𝜔𝑘

𝑐
                                                                                                                         (5.8) 

5.3.1 Ti and S doping in c-HfO2 

We obtained a response of ε1(𝜔) of Hf1-xTixO2 and HfO2-xSx using equation 5.2, which is shown 

in Fig. 5.1(a, b). The calculated value of static dielectric constant ε1(0) is 3.86 for pristine c-

HfO2. The calculated values of static dielectric constant ε1(0) for Hf1-xTixO2 is 4.12, 3.65, 4.16, 

and 5.24 at x = 0.03, 0.06, 0.12, and 0.25, respectively. In the case of HfO2-xSx this value 

reduced as compared to pure and Ti doped HfO2. 

With the increase in photonic energy, the graph shows decreasing behavior, which may be 

ascribed to Maxwell-Wagner interfacial polarization [26, 27]. At low energy, the real 

component lies at a higher value, indicating more polarization ability and showing a higher 

refractive index. Real part ε1(𝜔), for x = 0, exhibits the maximum value at 7.06 eV, which is 

in good agreement with previous studies [2, 21, 28], and for Hf1-xTixO2 at x = 0.03, 0.06, 0.12, 

and 0.25, the maximum values obtained at 3.27, 3.25, 3.12 and 2.9 eV, respectively. Whereas 

for HfO2-xSx the maximum obtained values are 8.04 eV, and 7.94 eV for x = 0.03 and 0.06 

doping concentrations, respectively.  

As the incident photon energy increases, the real component starts to decrease and attain a 

negative value in the range 11.88−14 eV for x = 0, 10.73−11.56 eV for x = 0.03, 10.69−14.86 

eV for x = 0.06, 10.63−14.74 eV for x= 0.12, and 10.29−10.95 eV and 11.61−11.94 eV for x = 
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0.25. In the case of HfO2-xSx, the real component attains the negative value in the range 

10.63−14.79 eV for x = 0.03, and 10.57−14.62 eV for x = 0.06. Negative values of ε1(𝜔) in 

these particular energy, ranges suggest the metallic behavior of Hf1-xTixO2 and HfO2-xSx. This 

signifies that electromagnetic radiation will be reflected by the material due to the phenomenon 

of an anomalous dispersion  [29]. 

 

Fig. 5.1 Real part of dielectric function (a) Hf1-xTixO2 (x = 0, 0.03, 0.06, 0.12 and 0.25) (b) 

HfO2-xSx (x = 0, 0.03, and 0.06). 

 

We obtained the response of ε2(𝜔) of Hf1-xTixO2 and HfO2-xSx using equation 5.3, which is 

shown in Fig. 5.2 (a, b). An increase in the value of ε2(𝜔) is observed onwards the optical 

band gap and reaches a maximum at 11eV for x = 0, which shows the transition of electrons 

between the VB O−p states to CB Hf−d states. For Hf1-xTixO2, at x = 0.03, 0.06, 0.12, and 0.25, 

the maximum observed values are at 10.69 eV, 10.67 eV, 10.56 eV, and 9.66 eV, respectively. 

In the case of HfO2-xSx, at x = 0.03, the observed values of highest absorption peak lie in the 

range of 9.71−10.19 eV, and for x = 0.06 lies at 9.83 eV. This shift in the transition peaks is in 

good agreement with our result of DOS (Fig. 3.8, 3.10) as shown in Chapter 3. These peaks 

reflect the interaction among various atoms in the VB and CB. In the higher photon energy 

region, the decrease in ε2(𝜔) corresponds to the low probability of transitions between 

unoccupied and occupied orbitals. 
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Fig. 5.2 Imaginary part of dielectric function of (a) Hf1-xTixO2 (x = 0, 0.03, 0.06, 0.12 and 0.25) 

(b) HfO2-xSx (x = 0, 0.03, and 0.06). 

The nature of 𝑛(𝜔) of Hf1-xTixO2 and HfO2-xSx with incident photon energy, obtained using 

equation 5.4, which is shown in Fig. 5.3 (a, b). It can be visualized that the static value of 

refractive index 𝑛(0) for c-HfO2 is 1.96.  With the Ti doping the 𝑛(0) changes to 2.03, 1.91, 

2.04, and 2.29 for x = 0.03, 0.06, 0.12, and 0.25 doping concentration, respectively. In the case 

of HfO2-xSx, the value of 𝑛(0) becomes 1.87, 1.93 for x = 0.03 and 0.06 doping concentration, 

respectively. The decrement in the refractive index after a particular wavelength is due to 

optical dispersion  [29]. Refractive index below unity is due to the fact that group velocity of 

incident radiation is greater than c means that the group velocity shift in the -ve region and the 

behaviour of medium changes from linear to non-linear. 

 

Fig. 5.3 Refractive index of (a) Hf1-xTixO2 (x = 0, 0.03, 0.06, 0.12 and 0.25) (b) HfO2-xSx (x = 

0, 0.03, and 0.06). 
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We obtained the extinction coefficient of Hf1-xTixO2 and HfO2-xSx using equation 5.5, which is 

shown in Fig. 5.4 (a, b). The value of the extinction coefficient follows the same trend as the 

imaginary part of the dielectric function. The highest value of 𝑘(𝜔) was observed at 11.80 eV 

for pure and doped structures its value lies between 10.09 to 10.83 eV.  In the high energy 

region, 𝑘(𝜔) shows large fluctuations this may be due to different rates of excitation of the 

electron. 

 

Fig. 5.4 Extinction coefficient of (a) Hf1-xTixO2 (x = 0, 0.03, 0.06, 0.12 and 0.25) (b) HfO2-xSx 

(x = 0, 0.03, and 0.06). 

The Reflectivity (Figure 5.5) defines the material’s ability to reflect the incident photons from 

its surface, which is calculated using equation 6. The calculated value of 𝑅(0) is 0.105 for 

pristine c-HfO2 showing fair agreement with previous reported results [29, 30]. In Hf1-xTixO2 

doped structures the calculated value of 𝑅(0) is 0.115, 0.097, 0.117 and 0.15 for x = 0.03, 0.06, 

0.12, and 0.25, respectively (Figure 5.5 a). Whilst, in HfO2-xSx the value become 0.092, 0.10 

for x = 0.03 and 0.06 doping concentrations, respectively (Figure 5.5 b). It is observed that in 

the visible region, Ti-doped HfO2 shows improved results over Mn, Fe, Co, and Ni doping [30]. 

Hence suggested doping can work as a better antireflective coating material. 
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Fig. 5.5 Reflectivity of (a) Hf1-xTixO2 (x = 0, 0.03, 0.06, 0.12 and 0.25) (b) HfO2-xSx (x = 0, 

0.03, and 0.06). 

The response of optical conductivity of the Hf1-xTixO2, and HfO2-xSx is the same as the response 

of absorption and extinction coefficient, which is obtained through equation 5.7 and depicted 

in Figure 5.6 (a, b). The highest peaks of optical conductivity are observed in the range of 9 eV 

to 11eV for Ti and S-doping in c-HfO2. The highest observed value is in the range where the 

value of  ε1(𝜔)  is negative, which indicates that optical conductivity is high in the metallic 

region.  

 

Fig. 5.6 Optical conductivity of (a) Hf1-xTixO2 (x = 0, 0.03, 0.06, 0.12 and 0.25) (b) HfO2-xSx 

(x = 0, 0.03, and 0.06). 

The behaviour of the absorption coefficient 𝛼(𝜔) of Hf1-xTixO2 and HfO2-xSx, is obtained using 

equation 5.8 and shown in Fig. 5.7 (a, b).  

 This is an important parameter that indicates how much distance is covered by the beam of 

definite energy as it passes through any material before the absorption. In pure c-HfO2 the 
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observed value of 𝛼(𝜔) is 6.09 which is in good agreement with the previous study  [29] whilst 

in the Ti doped structures this decreases to 3.18, 2.94, 2.48, and 2.29 eV for x = 0.03, 0.06, 0.12 

and 0.25, respectively (Fig. 5.7 (a)). In HfO2-xSx the observed value of 𝛼(𝜔) is 4.88, 4.36 for 

x = 0.03, and 0.06, respectively (Fig. 5.7 (b)). 

The fluctuation in the values is due to different rates of excitation of electrons. The value of the 

absorption coefficient signifies low absorption in the visible region, while high absorption is 

achieved in the UV region and no absorption in the IR region. High absorption in the UV region 

makes it a suitable candidate for optoelectronic memristors and other optical devices. 

 

Fig. 5.7 Absorption Coefficient of (a) Hf1-xTixO2 (x = 0, 0.03, 0.06, 0.12 and 0.25) (b) HfO2-

xSx (x = 0, 0.03, and 0.06). 

5.3.2 Si doping in o-HfO2 

Now, we discuss the effect of pressure on the linear optical properties of non-centrosymmetric 

o-Hf1-xSixO2 (x = 0, 0.03, 0.06, and 0.09).  

The real and imaginary components of the dielectric function of the o-Hf1-xSixO2 are obtained 

using equations 5.2 and 5.3, and shown in Fig. 5.8 (a and b). The variation in the value of ε1(0) 

is 3.31, 3.35, 3.34, and 3.38 for x = 0, 0.03, 0.06, and 0.09, respectively. In the range of ~ 4−11 

eV, a large number of peaks are observed, and the magnitude of  ε1(𝜔) is high for Hf0.91Si0.09O2 

up to 7.23 eV as shown in Fig. 5.8 (a). At 11.79 eV, o-Hf0.91Si0.09O2 and o-Hf0.94Si0.06O2 become 

metallic whereas o-Hf0.97Si0.03O2 and pristine o-HfO2 show metallic behaviour at 12.02 eV of 

photon energy.  

The observed values of  ε2(𝜔) are 6.32eV, 4.49 eV, 4.10 eV, 4.01 eV for x = 0, 0.03, 0.06 and 

0.09, respectively. It is clear from Fig. 5.8 (b) that the dielectric function is closely related to 
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the band gap.  We observed that threshold energy shifted to lower photon energy with an 

increase in Si concentration. There appear four sharp peaks of ε2(𝜔), at 7.73 eV, 8.30 eV, 9.29 

eV, and a maximum value at 10.94 eV. These peaks reflect the interaction among various atoms 

in the VB and CB. The lower lying peaks are mainly contributed by the O−2p and Hf−5d states 

and high energy peaks are associated with the Si−2p and Hf−5d atomic states.  

The refractive index of Hf1-xSixO2 is obtained using equation 4. The observed value of static 

refractive index  𝑛(𝑜) is ~1.82 and 1.83 for pure and Si-doped o-HfO2 (Fig. 5.8 (c)). The o-

Hf0.91Si0.09O2 has the lower value of 𝑛(𝜔) as compared to other studied concentrations of o-

HfO2, this will accelerate the EM radiations as they pass through this material.  The value of 

𝑛(𝜔) becomes less than unity as the incident photon energy reaches 12.3 eV which means, that 

after this, the behavior of the system changes from linear to non-linear. A decrease in the value 

of the refractive index after 7.29 eV is due to the optical dispersion behavior of the material  

[2]. 

The extinction coefficient of Hf1-xSixO2 is obtained using equation 5. The 𝑘(𝜔), as shown in 

Fig. 5.8 (d), follows a similar pattern as the imaginary part of the dielectric constant. The 

highest value of 𝑘(𝜔) observed at 10.94 eV for pristine o-HfO2 and after that, it decreases as 

doping increases.  

 

Fig. 5.8: (a) Real part (b) Imaginary part (c) Refractive index (d) Extinction coefficient of o-

Hf1-xSixO2 (x = 0, 0.03, 0.06, and 0.09). 
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The reflectivity of Hf1-xSixO2 is obtained using equation 5.6. The measured static value 

reflectivity 𝑅(0) is ~0.084 and augmented at the high photon energy up to 12 eV and then starts 

to decline as shown in Fig. 5.9 (a). In the lower photon energy region, the material shows an 

optically transparent nature. 𝑅(𝜔) slightly increases in the infra-red region and UV region it 

shows maximum reflectivity (0.35).  

 

Fig. 5.9: (a) Reflectivity (b) Conductivity of o-Hf1-xSixO2 (x = 0, 0.03, 0.06, and 0.09). 

The Conductivity of Hf1-xSixO2 is obtained using equation 5.7. It can be seen, from Fig. 5.9 (b), 

that the 𝜎(𝜔) follows the same behavior as ε2(𝜔), and attain the maximum value at 10.96 eV, 

10.89 eV, 10.72 eV, and 10.69 eV with a magnitude of 9044.11 -1cm-1, 8661.76 -1cm-1, 

8317.64 -1cm-1, 7973.52 -1cm-1, for x= 0, 0.03,0.06,0.09, respectively. 

 

Fig. 5.10: Absorption Coefficient of o-Hf1-xSixO2 (x = 0, 0.03, 0.06, and 0.09). 
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The absorption Coefficient of Hf1-xSixO2 is obtained using equation 5.8. The value of 𝛼(𝜔) 

decreases from 6.23 eV to 4.01 eV due to the incorporation of dopants as shown in Fig. 5.10. 

In the high photon energy range, the fluctuation in the value of 𝛼(𝜔) is due to a different rate 

of excitation of the electron. Doping leads to a redshift in absorption and reduces the forbidden 

band width. This decrease in the 𝛼(𝜔) for high doping concentration may be due to the low 

diffusion coefficient value of the doped structure, see Fig. 4.7 Chapter 4  [31]. As a result, the 

Si-doped o-HfO2 would be suggested as an efficient material for UV absorption.  

5.4 Conclusion 

Optical parameters such as dielectric constant, and refractive index have been calculated to 

foresee the use of HfO2 for optoelectronic applications. We predicted that Ti doping at x = 0.03 

and S doping at x = 0.06, have the lowest value of static dielectric constant which may make it 

suitable for electron transport. The calculated decrease in reflectivity also suggests the utility 

of Ti and S-doped HfO2 for the anti-reflective coating material. In the case of Si doped HfO2 it 

is analyzed that doping leads to enhancing the UV absorption area but no significant changes 

were observed in the refractive index. The high absorption in the UV region makes HfO2 a 

suitable candidate for optical devices. The suggested doping mechanism can be used to improve 

the required optical properties and make HfO2 as a suitable candidate in optoelectronic 

applications. 
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Chapter 6 

Photoluminescence and local electronic structure analysis of pure 

and Eu3+ doped HfO2 

 

6.1 Introduction 

The technological areas of the phosphor-based materials have gathered great attention due to 

numerous enthralling potential applications such as solid state lighting. The contemporary light 

emitting diodes (LEDs) have received much attention over the conventional light sources due 

to their exclusive properties, such as low operating voltage, longer lifetime, compactness, high 

efficiency, and diverse applicability makes it next generation illumination sources [1, 2]. 

Researchers also particularly drawn to RE doped luminous materials because of their notable 

qualities including, high color rendering index (CRI), good color purity, great chemical stability 

and high luminescence efficiency [3, 4]. The RE doping has the ability to improve electron 

transport between 4 f  levels and their wavelength ranges from ultraviolet (UV) to infrared (IR) 

[4]. Numerous oxide-based materials such as TiO2, ZrO2, HfO2 have been exploited with the 

RE doping to enrich the field of luminescence [3, 5, 6].   

Along with the development of high-performance devices of this material, the HfO2 also drawn 

much research attention for its structural re-adjustments. The HfO2 exists in the different 

polymorphs as discussed in Chapter 1. At a higher temperature (~2600°C), the tetragonal phase 

can also be transformed into cubic phase [7]. Instead of high temperature annealing based phase 

transformation studies, the monoclinic to cubic phase transformation of HfO2 has been 

achieved through yttrium doping at moderate temperatures [8]. Likewise, doping of other 

aliovalent ions such as Dy3+ and Sm3+ and isovalent ions such asTi4+ and Zr4+ have been 

reported for stabilizing the cubic or tetragonal phases at lower annealing temperatures (500°C 

– 800°C) [6, 9, 10]. It has been observed that formation of oxygen ion vacancies and their 

coordination with Hf4+ cations helped to stabilize the tetragonal and cubic phases when the 

oversized aliovalent rare earth cations were incorporated in HfO2 [11]. Eu3+ doping effect on 

the structure modification of HfO2 have been observed under the temperature variation and a 

tetragonal phase appears at high temperature [12]. Density functional theory calculations have 

shown that oversized trivalent ions preferentially stabilize the cubic phase and not the 

tetragonal phase [13]. Experimental studies have shown mixed results on the formation of 
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tetragonal and cubic phases with the doping of lanthanides in HfO2. For example, based on X-

ray diffraction (XRD) results, 20% Tb could stabilize the tetragonal phase in HfO2 thin films  

[14]. A few studies have been reported on the local bonding arrangement and modification in 

the crystal system [15, 16]. X-ray absorption spectroscopy (XAS) is commonly used to identify 

the defect type and formal valance states and local symmetry of dopant ions using X-ray 

absorption near edge structure (XANES). Intrinsic luminescence has been reported in undoped 

HfO2 which ascribed to the oxygen vacancy which acts as luminescence centres in the crystal 

lattice [17]. The wide band gap and low phonon frequency makes it promising host for doping 

of RE activator ions [13]. Efforts have been intensified for the PL properties of HfO2 via doping 

of RE activator ions such as Sm3+, Dy3+, Gd3+, Pr3+, and Er3+ which leads to energy transfer 

between different energy level of host and activator [6, 11, 14, 15, 18]. The RE doped HfO2 

nanocrystals have been found to alter in size and exhibit phase-dependent luminous 

characteristics at varying temperatures and pH levels [19]. Under the suitable doping condition 

Eu3+ doped amorphous HfO2 leads to PL due to defects which reside in the crystal sites with 

inversion centres [16]. It is demonstrated that doping of Sm3+ ions in HfO2 leads to phase 

transformation and shows the emission in near green and red region [20], whereas Dy3+ and 

Sm3+ binary doped HfO2 nanophosphors shows PL emission in blue, yellow and red region and 

used as latent finger print imaging application [6].   

The present study demonstrates the structure, morphological, XANES, PL response of HfO2 

with varying Eu3+ concentration. The phase transformation of HfO2 powder at lower 

temperature obtained by chemical co-precipitation method. The effect of phase transition on 

electronic and optical properties have investigated by XANES and PL. Moreover, a detailed 

discussion has been provided for the oxygen vacancies and structural phase transition using 

first-principles calculations. 

6.2 Experimental and theoretical details 

6.2.1 Material synthesis 

HfO2 nanocrystals were synthesised through low temperature chemical co-precipitation 

method [16]. To synthesis NP’s of HfO2, initially stoichiometric HfCl4 was dissolved in the DI 

water upon magnetic stirring. NH4OH was poured dropwise and pH value of solution was 

maintained at 7.2 during the synthesis. For the doped samples, Eu3+ doping ratio was defined 

as molar ratio of HfO2. The stochiometric proportion of HfCl4.5H2O and Eu(CH3COO)3.H2O 

were weighted and separately dissolved into de-ionized (DI) water with the help of magnetic 
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stirring for 2 hrs. The temperature was maintained at 120°C during the stirring to avoid 

intermediate states. After stirring for an hour on hot plate the resulting precipitates were washed 

with distilled water with the help of centrifuge. The excess salt was discarded and yellow 

colored precipitate was placed at the heating mantle overnight at 50°C. The dried powder was 

crushed and placed in the muffle furnace for further annealing at 600°C and 1100°C.  

6.2.2 Characterization  

Powder X-ray diffraction pattern was obtained using Rigaku Ultima-IV X-Ray diffractometer 

(Cu-Kα, λ = 1.5417 Å) operated at 8.04 KeV. Photoluminescence and Raman spectra were 

performed on inVia confocal Raman microscope using 325 nm line of He-Cd laser and 514 nm 

line of Ar laser respectively in this work. UV-Vis absorption spectroscopy was performed on 

Indian make RIMS (RIII India) set-up. XANES spectra for the synthesized samples were 

collected at the soft X-ray beam line of Pohang Accelerator laboratory (PLS-II). Hf L1-edge 

XANES were collected at 1 D XRS KIST-PAL beamline, and O K-edge and Eu M5,4-edge 

XANES spectra were collected at the soft X-ray beam line (10D). PLE and PL spectra for Eu 

doped HfO2 samples were measured via employing Horiba spectrophotometer. 

6.2.3 Theoretical methodology 

The electronic structure calculations of m-HfO2 were performed using DFT based FPLAPW 

method as implemented in WIEN2k program package [21]. The GGA of PBE [22] and TB-

mBJ were used for XC potentials [23]. The GGA approximation underestimate the band gap 

whereas TB-mBJ potential use semilocal quantities to reproduce well step structures. The 

muffin tin radii were chosen to be non-overlapping to get better convergence of energy eigen 

values. Plane wave cutoff was decided by RmtKmax = 7 and convergence criteria for energy and 

charge was set to 0.0001 Ry/cell. A 17 × 17 × 16 k-points mesh was used which results in 518 

k-points in the IBZ. The oxygen vacancies were simulated using a 2 × 2 × 2 supercell of 92 

atoms with 10 × 9 × 9 k-points mesh.  

The structural optimization of Hf1-xEuxO2 (x = 0, 0.03, 0.06, 0.07) in monoclinic and cubic 

phases were obtained using first-principles method as implemented in VASP [24]. The 

relaxation was carried out within the parametrization of GGA of PBE [22]. The convergence 

criteria for self-consistent field energy were set to 10-7 eV and the atomic force relaxation was 

carried out till 0.01 eV/Å. The plane wave cutoff energy of 550 eV and a gamma centered k-

mesh of 9 × 9 × 7 was used for the calculations. A 2 × 2 × 2 and 1 × 1 × 7 supercell with 96 
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and 84 atoms, respectively was constructed to obtain the Eu doping concentrations i.e., 0.03, 

0.06, 0.07. 

6.3 Results and discussion  

6.3.1 Structure analysis  

XRD pattern of synthesized HfO2 at 1100°C, shown in Fig. 6.1.  All diffracted peaks 

resembled with standard reference JCPDS card No. 78–0049, no extra peaks were observed 

which indicates the high purity of HfO2. Rietveld refinement of crystal structure was done 

using the FullProf suite using pseudo Voigt shape function [25]. Rietveld refinement confirmed 

the monoclinic phase of annealed HfO2 with space group P21/c. The unit cell parameters were 

found to be a=5.06 Å, b=5.11 Å, c=5.23 Å, β=99.19˚. Cell volume for monoclinic phase was 

found to be 133.85 Å 3. Reliability factor which confirms the quality of fit such as weighted 

profile R factor (Rwp), profile R factor (Rp), expected R factor (Rexp) are listed in Table 6.1.  

Average crystallite size is calculated using the Scherrer relation [6]: 

0.9

cos
D



 
=                     (6.1) 

Where λ is the wavelength of the X-rays, D is the crystallite size, β is the full width at half 

maximum of the diffraction peak). 

The average crystallite size was calculated to be ~ 32.85 nm which confirms the nanometer 

size particles. Normalised occupancy indicates the presence of Hf and O vacancy. 

 

Fig. 6.1: XRD and Rietveld refinement of m-HfO2. 
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Table 6.1. Refined parameters, convergence indicator (chi square), phase for HfO2 at 1100°C. 

Sample Rp Rwp Rexp χ2 GOF 
Phase 

(in %) 

Normalized 

Occupancy 

HfO2 15.5 14.0 13.5 1.07 2.09 m − 100 

Hf – 0.92 

O1 – 0.97 

O2 – 1.00 

 

Fig. 6.2 shows the XRD data of HfO2 samples at 600°C. Fig. 6.2 (a) shows the XRD patterns 

from HfO2 sample at 1100°C. Fig. 6.2 (b)-(e) show the XRD patterns of undoped HfO2, 

HfO2:3.0 mol% Eu, HfO2:5.0 mol% Eu, and HfO2:7.0 mol% Eu samples, respectively. It was 

noticeable that the XRD patterns of HfO2 at 600°C matches with the standard profile of HfO2 

(JCPDS card no. 78-0049) with a monoclinic structured unit cell (space group P21/c) with 

lattice parameters; a =5.12 Å, b = 5.17 Å, c = 5.29 Å, α = γ = 90° and β = 99.19°. This 

strengthened the formation of monoclinic phase of HfO2 at 600 °C. Noticeable changes were 

seen in the XRD patterns of Eu doped samples. The evolution of a few new peaks at ~ 30.2°, 

35.1°, 50.3° and 60° in the HfO2:3.0 mol% Eu along with the peaks of monoclinic structured 

HfO2. The intensity of newly evolved XRD peaks is improved in the HfO2: 5.0 mol% Eu 

sample and the intensity of XRD peaks of monoclinic structured HfO2 was significantly 

diminished. Eventually, the XRD peaks of monoclinic structured HfO2 were eradicated and the 

intensity of peaks at ~ 30.2°, 35.1°, 50.3° and 60° was dominated in the XRD patterns of 

HfO2:7.0 mol% Eu sample. The peak position of these newly evolved peaks (~ 30.2°, 35.1°, 

50.3° and 60°) was fairly matched with the previously reported XRD patterns of cubic phase 

of HfO2 nanoparticles. Likewise, the JCDPF card no. 53-0560 also match with the XRD 

findings of HfO2:7.0 mol% Eu sample and convey cubic phase of HfO2 (space group Fm3̅m a 

= b = c = 5.105 Å, α = β = γ = 90 °).  

For the analysis of the content of phases and more information regarding the XRD pattern of 

HfO2 samples. The rietveld refinement analysis was performed using the Fullprof suite with 

pseudo-Voigt shape function [25]. The rietveld refinement peaks fitted well with the XRD 

pattern as shown in Fig. 6.3. With increase in the Eu concentration the peaks become more 

dominant and intense. The rietveld refinement paraments were summarised in Table 6.2.   
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The calculated crystallite size from HfO2, HfO2:3.0 mol% Eu, HfO2:5.0 mol% Eu, and 

HfO2:7.0 mol% Eu samples were observed 32.99 nm, 11.32 nm, 12.69 nm and 13.60 nm, 

respectively. The slope of W-H plot was used to measure the strain of the all studied samples. 

The strain for the synthesized HfO2, 3.0, 5.0 and 7.0 mol% Eu doped HfO2 samples were found 

to be 2.76, 8.34, 7.39, 4.52, respectively. The strain was reduced in the samples are having 

single phase (or nearly the single-phase nature) and leads higher XRD peak intensity. The 

dislocation density was correlated with the crystallite size as follows: 

 
2

1

D
 =                    (6.2)  

where δ is dislocation density and D is the crystallite size. The measured values of δ for HfO2, 

3.0, 5.0 and 7.0 mol% Eu doped HfO2 samples are 0.0009, 0.007, 0.006, and 0.005, 

respectively. The structural transformation, monoclinic to cubic phase, may arise due to the 

substitution of Hf4+ (ionic radii = 0.078 nm) by the larger sized Eu3+ ions (ionic radii = 0.106 

nm), which promotes the formation of oxygen vacancies. The strain produced in the lattice, 

due to larger sized Eu3+ ions, may push O2- ions towards the Hf ions leading to Hf-O8 kind of 

polyhedron formation in the HfO2:Eu3+ compound and leading to alteration in the lattice 

parameters of the resultant unit cell, which cause the arrangement of ions in the cubic structure  

[5]. 
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Fig. 6.2: XRD patterns of pure and Eu doped HfO2 (at 3.0, 5.0 and 7.0 mol%). 

 

 

Fig. 6.3: Rietveld refinement of pure and Eu doped HfO2 (at 5.0 and 7.0 mol%). 
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Table 6.2. Refined parameters, convergence indicator (chi square) and phase for pure and 

doped HfO2. 

Sample Rp Rwp Rexp χ2 GOF 
Phase 

(in %) 

Normalized 

Occupancy 

HfO2 16.0 17.5 16.2 1.26 1.08 m − 100 

Hf – 1.04 

O1 – 1.22 

O2 − 0.98 

HfO2: 5.0 Eu 24.6 28.7 26.60 1.17 1.07 

c − 96.58 

m − 3.42 

 

Hf – 0.95 

O1 – 0.97 

O2− 1.12 

Eu – 0.05 

HfO2: 7.0 Eu 20.1 20.9 18.33 1.29 1.14 c – 100 

Hf – 0.93 

O1 – 0.92 

O2 − 1.07 

Eu – 0.07 

 

6.3.2 First-principles study of structural phase transition 

The first-principles calculations have been used to analyse the effect of doping on the structural 

phase transition in HfO2. The calculated atomic positions and cell parameters of monoclinic as 

well as cubic phases are in good agreement with the experimental findings (Table 6.3). The 

variation of the total energy vs doping concentration is shown in Fig. 6.4. The crossover point 

in the energy vs doping concentration is called as transition point (PT).  It clearly shows that 

Eu doping concentrations up to PT i.e., 5.11% (close to experimental result of 5%) acquire 

minimum amount of energy for the m-HfO2 resulting in a stable structure. After PT, the cubic 

structure is more stable than monoclinic one. The difference in the energies of monoclinic and 

cubic phases increases with higher doping concertation. Hence, we theoretically validate the 

phase transition and stability of cubic phase after PT which is in excellent agreement with our 

experimental results. 
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Table 6.3. Theoretical and experimental lattice parameters of HfO2. 

HfO2 phases Space 

group 

Lattice parameters (in Å) 

Theoretical  Experimental  

Monoclinic P21/c a = 5.14, b = 5.19, c = 5.33 a = 5.12, b = 5.17, c = 5.29 

Cubic Fm3m a = 5.09 a = 5.104  

 

 

Fig. 6.4: The total energy vs doping concentration of Hf1-xEuxO2 (at 0, 3%, 6% and 7%) 

 

6.3.3 Raman spectroscopy 

Vibrational modes of HfO2 nanoparticles were investigated using Raman spectrum as shown 

in Fig. 6.5.  We observed Raman modes at wavenumbers 108, 136, 149, 164, 244, 258, 324, 

335, 381, 398, 498, 522, 550, 582, 642, 673, and 779 cm-1 with most intense peaks at 149cm-1 

and 498cm-1. Except the small variation in peak width all the modes have good resemblance 

with previous reports of monoclinic HfO2 phase [26–28]. Raman modes from 108 to 324 cm-1
 

are purely dominant by Hf-Hf bond vibration and remaining modes involves the vibration of 

oxygen atom with O-Hf and O-O stretching bond [27]. The slight variation occurring in the 

peak intensity and peak position towards high wave number may be ascribed to the formation 

of nanostructures leading to phonon confinement.  The Raman shift at peak positions 136, 149, 

244, 381, 398, 498, 642 and 673 cm-1 show Hf dominant mode which has minimal peak shift 

and peak broadening, while remaining peak are associated with oxygen atom. Hafnium shows 

approximately quasiharmonic and oxygen shows anharmonic behaviour [27].  
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Fig. 6.5: Raman spectra of m-HfO2. 

6.3.4 X-ray absorption spectroscopy 

Fig. 6.6 shows the O K-edge spectra of HfO2 and HfO2:7.0 mol% Eu samples. In previous 

reports, it has been reported that the cubic phasic CeO2 and pseudo-cubic HfO2 and ZrO2 

compounds experience vivid crystal field effects [29, 30]. The dx2-y2 and dz2 orbitals (i.e., eg 

orbitals) of metal elements align between the O ligand fields and experience weak interaction 

on the other hand metal’s dxy, dxz, and dyz orbitals (i.e., t2g orbitals) directed towards the 

oxygen ligands, and experience strong interaction. The ligand field interaction impulses the t2g 

orbitals at higher energy and the eg orbitals are placed at lower energy [31]. It is noticeable 

from the Fig. 6.6 that both of the samples have exhibited two sharp features at 533. 8 eV and 

538.2 eV for eg and t2g orbitals, respectively. O K edge spectra of HfO2 is quite similar to the 

spectra of bulk HfO2 with monoclinic crystal structure [30, 32]. In case of monoclinic unit cell 

of HfO2, there is no centre of symmetry in M-O7 (M is metal and O is Oxygen atoms) polyhedra 

and the different d orbitals interact, uncommonly, with the crystal field of O ligands. In case of 

monoclinic structured ZrO2, the orbital degeneracy was uninvolved and resulted complex 

splitting of d orbitals [30]. The monoclinic phase of HfO2 has been reported with fragmented 

eg and sharp t2g spectral features in the O K-edge XANES spectra. On the other hand, the 

tetragonal phase of HfO2 has reported with sharp eg and splitted t2g features in the O K-edge 

XANES spectra [32]. The M-O8 polyhedra also exists in cubic phasic HfO2 and the crystal 

field splitting values (i.e., energy separation between eg and t2g spectral features) remains the 
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same for both cubic and tetragonal phase of HfO2 [32, 33]. In the present case the O K-edge of 

HfO2:7.0 mol% Eu sample exhibited the splitting/broadening in the eg peak (marked by *) and 

better symmetric t2g spectral feature (within the spectral resolution of used beam line). On the 

other hand, the HfO2:7.0 mol% Eu sample shows the sharp or less splitted eg spectral feature 

and broadened t2g feature. This strengthened the monoclinic phase in HfO2:7.0 mol% Eu 

sample and cubic phase in HfO2:7.0 mol% Eu sample. XRD results have confirmed the 

formation of monoclinic phase in HfO2:7.0 mol% Eu sample and stabilization of cubic phase 

in HfO2:7.0 mol% Eu sample. Therefore, a difference has been observed in the O K-edge 

XANES of both of the samples which arises due to the distinct hybridization of frontier orbitals 

of Hf and O atoms in metal-oxygen polyhedra.   

 

Fig. 6.6: O K-edge XANES spectra of HfO2 and HfO2:7.0 mol% Eu. 

 

The Hf L-edge XANES spectra of HfO2, HfO2:3.0 mol% Eu, HfO2:5.0 mol% Eu, HfO2:7.0 

mol% Eu samples (Fig. 6.7). The Hf L1-edge XANES spectrum arises due to the 2s core level 

transitions to the p-type unoccupied states. In the Fig. 6.7, there is no measurable change in the 

pre-edge, main edge and post edge features of Eu doped samples. This indicates oxidation state 

of Hf4+ ions and local coordination of Hf and O atoms is not affected under the Eu doping 

conditions in HfO2 lattice.  
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Fig. 6.7: Hf L-edge XANES spectra of HfO2 and HfO2: 3.0, 5.0 and 7.0 mol% Eu. 

 

To understand the valence state of Eu ions in HfO2, the Eu M5,4 edge XANES measurements 

are performed as presented in Fig. 6.8. Reference Eu2O3 sample was also scanned under the 

same conditions for collecting the Eu M5,4 edge XANES spectrum. It is noticeable that main 

spectral features of reference Eu2O3 and Eu doped HfO2 samples are quite similar and showing 

two intense peaks at ~ 1136 eV and ~ 1164 eV, which are corresponding to the M5 and M4 

edges, respectively. The M5 and M4 edges originate from the Eu 3d5/2 and 3d3/2 electronic 

transitions to the 4f states, respectively, and their intensities are proportional to the density of 

unoccupied 4f states  [16]. The energy difference between M5 and M4 edges is ~ 28 eV and is 

consistence with previous reports of Eu3+ ions containing sample [16]. A closer view of Fig. 

6.8 conveys that the lower Eu concentration doped HfO2 samples are showing M5,4 edge 

features at lower energy. This indicates that, at lower Eu doping concentrations, the Eu ions 

may coordinate with oxygen atom with EuO kind of geometry with +2 valence state. However, 

we have not seen distinct EuO crystalline phases in the XRD data. Therefore, it is anticipated 

that EuO kind of clusters, if formed, are very diluted in HfO2 lattice or present in the amorphous 

form. The M5,4 peaks of higher concentration Eu doped HfO2 sample are fairly matched with 

the spectral features of reference Eu2O3 sample and confirm the dominant Eu3+ ions in HfO2:7 

mol% Eu sample.  
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Fig. 6.8: Eu M5,4-edge XANES spectra of 3.0, 5.0 and 7.0 mol% Eu doped HfO2.  

 

6.3.5 Band gap analysis 

The experimental band gap of HfO2 nano particles was estimated using UV-Vis 

absorption spectroscopy. The optical absorption is mainly attributed to the transmission of the 

electrons from valance band to the conduction band. Fig. 6.9 (a) shows the absorption spectrum 

of m-HfO2 which shows the fundamental absorption edge in the short UV region. According to 

Wood and Tauc, the Eg associated with the absorbance and photon energy is given by: 

( ) ( )h h
m

gE   = −
                                                                                                                                        (6.3)  

where a is absorbance, h is Planck’s constant, ν is the frequency, Eg is the optical band gap, m 

is a constant assign to the different electronic transitions as m=1/2,2,3,2/3 for direct allowed, 

indirect allowed, indirect forbidden, direct forbidden transitions, respectively. The band gap 

can be obtained from the extrapolation of the straight line portion of (𝛼ℎ𝜈)m vs hν plot to hν=0.                                                                                                                                        

Monoclinic HfO2 being indirect band gap material and thus band gap was calculated using m=2 

and extrapolating the linear portion of the curve tail as shown in Fig. 6.9 (b). Estimated band 

gap in m-HfO2 is 5.71eV which is moderately higher and also in close agreement with previous 

studies  [34–36]. In m-HfO2 a small shoulder like structure also appears near the band edge of 

band gap. The shoulder feature may be ascribed to oxygen vacancy in the crystal lattice or 

shifting of Hf-O bond length. Without affecting the lattice structure, the small variation of Hf-
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O bond length may create a perturbed potential and influence the optical and electronic band 

properties, resulting in shoulder formation [37].   

 

Fig. 6.9: (a) Absorbance spectrum and (b) Tauc plot for m-HfO2. 

6.3.5.1 Theoretical analysis of band gap 

For theoretical insights of band gap, study, we performed DFT calculations using the 

experimentally determined unit cell parameters. The band structures and DOS of the pristine 

m-HfO2 calculated with GGA and TB-mBJ are shown in Fig. 6.10 (a, b). It is evident that the 

both the approximations predict maxima of valance band Ev lying at the high symmetry Gamma 

point () of the Brillouin zone and conduction band minima Ec lying at the high symmetry X 

point of Brillouin zone which results in an indirect band gap along  -X direction. The value of 

band gaps is listed in Table 6.4. As mentioned earlier, the value of band gap (4.1 eV) predicted 

with GGA approximation is quite smaller in comparison to the experimental determined value 

(5.71 eV), whilst the TB-mBJ predicted band gap (5.78 eV) is in excellent agreement with the 

experimental value, however with slight overestimation. 
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Fig. 6.10: Band structure of m-HfO2 using (a) GGA and (b) TB-mBJ approach (EF is shifted 

to 0 eV). 

To gain the more insight of electronic structure of m-HfO2 we explored the partial 

density of state of m-HfO2, using GGA and TB-mBJ potentials, as shown in Figure 6.11 (a, b). 

The qualitative features of DOS calculated using both the approaches are quite similar. 

Therefore, here we are presenting the details analysis using TB-mBJ only. The low-lying states 

are mainly composed of O-p states with a very feeble contribution from Hf-d states.  Except a 

small peak at around -10 eV, a high-density valence band gages from ~ -5.0 eV to 0 eV (which 
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corresponds to Fermi energy here).   The conduction band, on the other hand, is dominated by 

Hf-d states with a weak presence of O-p states which shows a hybridization between Hf-d states 

and O-p states.   

 

Fig. 6.11: Projected density of states of m-HfO2 using (a) GGA approach and (b) TB-mBJ 

approach (EF is shifted to 0 eV). 

6.3.6 Photoluminescence 

6.3.6.1 Photoluminescence study of pure HfO2: 

The effect of defect states observed from the above discussed results, are also observed in PL 

spectrum. Upon excitation of pristine HfO2 at 325 nm, the broad PL spanning in the range 350-

700 nm is observed, as shown in Fig 6.12. The overall emission is fall in the warm white region, 

as seen from the Commission International de I’Elcairage (CIE) coordinate diagram (inset fig. 

6.12). In this phase the dominant emission appears at 450 nm (2.75 eV), 536 nm (2.31 eV) and 

562 nm (2.20 eV) corresponding to blue, green and yellow regions respectively. The emission 

is indicating towards active role of defect states in imparting the broad luminescence. 

Researchers have earlier experimentally shown the presence of oxygen vacancy related 

radiative defect states in HfO2 thin film [17]. The electrons are captured in these oxygen 

vacancies and lead to the formation of ionized oxygen vacancy centers. Single and doubly 

charged vacancy leads to trap extra electron which is polaronic in nature. On the vacancy site, 

the trapped electron doesn’t fit in vacancy space rather they distributed over nearest Hf atom  

[38], leading to the broad PL spectrum. It is seen that two types of oxygen vacancies exist in 

m-HfO2 named as 3-fold (O3) and 4-fold (O4) because each oxygen atom is surrounded by 3 

Hf atoms and 4 Hf atom, respectively. The removal of oxygen atoms leads to the structural 
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relaxations of the nearest-neighbour Hf ions surrounding the vacancy which leads to the lower 

energy configuration corresponding to defect states which is verified by our calculations. As 

the doubly O-vacancy lowers the band gap up to 0.60 eV and 0.39 eV in case of O3 and O4, 

respectively, the observed PL spectra in m-HfO2 cannot be explained using doubly O-vacancy 

as discussed in following text. So, here we only concentrate on single O-vacancies. It has been 

found that the defect states corresponding to O4 vacancy is more stable than the O3 vacancy. 

The total density of states corresponding to these vacancies is depicted in Fig. 6.13 (a). The 

conduction band minima, in case of O3 single vacancy, is red-shifted at 2.27 eV and at 2.18 eV 

in case of O4 single vacancy which results in decrease of energy band gap. As the TB-mBJ 

approach predicts the accurate band gap, near to experimental value, this probably increases 

the accuracy with which it envisages the defect states. According to our calculations the PL 

peaks (shown in Fig. 6.12) corresponding to 562 nm, 536 nm and 450 nm wavelength are 

attributed to O4 single vacancy. These peaks are correlated with total density of states as shown 

in Fig. 6.13 (b). First peak arises at 563 nm, second at 534 nm, and third at 476 nm which are 

in close agreement with our experimental observation. 

 

Fig. 6.12: PL emission spectrum and CIE plot (inset) of m-HfO2. 
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Fig. 6.13: Total density of states of m-HfO2 with (a) three and (b) four-fold single oxygen 

vacancy using TB-mBJ (EF is shifted to 0 eV). 

6.3.6.2 Photoluminescence study of Eu3+ doped HfO2 

The photoluminescence excitation (PLE) spectra for HfO2 doped with varying Eu3+ ion 

concentrations were measured at room temperature in the spectral wavelength range from 325 

to 550 nm by monitoring 611 nm emission wavelength as demonstrated in Fig. 6.14.  The PLE 

spectra consists of several excitation peaks related to f-f electronic transitions located at 331, 

361, 383, 394, 414, 465 and 532 nm initiating from ground energy level (7F0) to various excited 

energy levels such as 5H3, 
5D4, 

5G2, 
5L6, 

5D3, 
5D2 and 5D1 of Eu3+ ions, respectively. Among all 

these excitation peaks, the sharp intense excitation peak was observed at 394 nm corresponds 

to 7F0 → 5L6 transition, which well matches the emission profile of the n-UV LED chip. The 

various excitation peaks, including 361, 383, 394 and 465 nm were opted to record the emission 

spectral profiles of Eu3+ doped HfO2 samples. 
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Fig. 6.14: Photoluminesce excitation spectra for HfO2 doped with varying Eu3+ ion 

concentrations under 611 nm emission wavelength. 

The emission spectra of HfO2 with varying Eu3+ ion concentrations were observed in the 375-

750 nm spectral range by monitoring the excitation wavelength of 275 nm presented in Fig. 

6.15. Also, the emission spectra for HfO2 doped with differing Eu3+ ion concentrations were 

measured in the wavelength region from 550 to 750 nm at room temperature under various 

excitation wavelengths, including 361, 383, 394 and 465 nm, respectively as shown in Fig. 

6.16 (a)-(d). Using above mentioned different excitations, the emission spectra of Eu3+ doped 

HfO2 samples reveal that several emission peaks starting from higher energy excited level (5D0) 

to various lower energy levels such as 7FJ (where J = 0, 1, 2, 3 and 4), which represents the 

emission peak observed at 578, 587, 611, 654 and 710 nm, respectively. A minute variation in 

the emission peak intensity with varying the different excitation wavelengths was noticed. The 

emission peak observed at 611 nm corresponds to the 5D0 → 7F2 transition and was highly 

intense as compared to other emission peaks, which ascribed to forced electric dipole (ED) 

transition. The forced ED transition is hypersensitive in behaviour and obeys the following 

selection rule such as ∆J = 2 [32, 33]. Furthermore, the emission intensity of the 5D0 → 7F2 

transition remains dominant through the crystal field strength of the local environment  [39, 

40]. The emission peak located at 587 nm corresponds to the 5D0 → 7F1 transition was a 

magnetic dipole (MD) transition in behaviour and following the Laporte selection rule such as 

∆J = 1, which ascribed to the insensitive to the crystal field environment of the Eu3+ ions in the 
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synthesized samples [40]. The emission intensity ratio of ED (5D0 → 7F2) to MD (5D0 → 7F1) 

is referred to as the asymmetric fraction, which explains the degree of distortion concerning 

the inversion symmetry of the Eu3+ ions. In the present work, the emission intensity of ED 

transition was greater than the emission intensity of MD transition, which indicates the 

presence of Eu3+ ions at sites without inversion symmetry. The emission intensity varies with 

Eu3+ ion concentrations in the synthesized samples as shown in inset Fig. 6.16 (a)-(d). As 

increasing the Eu3+ concentration in the synthesized samples from 3.0 mol% to 5.0 mol%, the 

emission intensity increases and beyond that the emission intensity decreases with an increase 

in the concentration of Eu3+ ions up to 7.0 mol%. This behaviour occurs because of 

concentration quenching phenomena. The quenching phenomena can be taken place owing to 

a decrease in the distance between the dopant (Eu3+) ions, which increases the non-radiative 

energy transfer (NRET) and multipolar interaction or resonant energy transfer (RET). The 

optimal dopant ion concentration in Eu3+ doped HfO2 samples was discovered to be 5.0 mol%. 

 

Fig. 6.15: Emission spectra of Eu3+ doped HfO2 samples pumping under excitation wavelength 

of 275 nm. 
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Fig. 6.16: Emission spectra of Eu3+ doped HfO2 samples pumping under various excitation 

wavelengths, including 361 nm, 383 nm, 394 nm and 465 nm. 

Furthermore, the partial energy level diagram that includes excitation and emission as well as 

possible some other type of non-radiative transition (NRT) of Eu3+ doped HfO2 sample are 

presented in Fig. 6.17. By absorbing the specific photon energy, the Eu3+ ions at ground energy 

level (7F0) were excited to the higher energy level (5L6) of Eu3+ ions. The excited Eu3+ ions have 

been de-excited by emitting the phonon or photon via NRT before carrying out the downward 

radiative transitions, including 5D0 → 7FJ (J = 0, 1, 2, 3 and 4) of Eu3+ ions. 
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Fig. 6.17: Partial energy leevel diagram of Eu3+ doped HfO2 samples. 

6.3.6.3 Estimation of CIE coordinates, correlated color temperature (CCT) and color purity   

The Commission International de I’ Eclairage (CIE) 1931 parameters like (x, y) color 

coordinates, CCT values may be calculated via employing the emission data to understand the 

colorimetric features of the prepared samples. To reveal the color tone of the emission, the 

calculated color coordinates were represented on the CIE 1931 graph. The calculated color 

coordinates shown in the CIE chromaticity graph for 5.0 mol% Eu3+ doped HfO2 sample (i.e., 

optimized 5.0 mol% doped) excited along with different wavelengths, including 361 nm, 383 

nm, 393 nm and 465 nm situated in the reddish region (shown in Fig. 6.18).  

 

Fig. 6.18: CIE chromaticity diagram for optimized HfO2:5.0 mol% Eu3+ sample under various 

excitation wavelengths, including 361 nm, 383 nm, 394 nm and 465 nm. 



 

 
137 

 

The estimated color coordinates for optimized HfO2:5.0 mol% Eu3+ were found close to the 

standard National television Standard Committee (NTSC) and the red-emitting commercial 

phosphors. Furthermore, the CCT is a crucial parameter that reveals the distinct color of the 

light emitted by the luminous components and estimated in kelvin (K). The McCamy empirical 

relation has been used to compute the CCT values for HfO2: xEu3+ samples [41]; 

𝐶𝐶𝑇 =  −449𝑛3 + 3525𝑛2 − 6823𝑛 + 5520.3            (6.4) 

in above relation 𝑛 =
𝑋−𝑋𝑒

𝑌−𝑌𝑒
;  𝑋𝑒 =  0.332 and 𝑌𝑒 =  0.186 is the epicentre, respectively. The 

estimated CCT for optimized 5.0 mol% Eu3+ doped HfO2 sample was found to be 1221 K, 1225 

K, 1232 K and 1224 K under different excitation wavelengths. The estimated CCT values for 

the optimized HfO2: xEu3+ (x = 5.0 mol%) samples are below 4000 K signifying the aptness of 

HfO2: 5.0 mol% Eu3+ sample for warm lighting applications. The CP of the as-synthesized 

HfO2: xEu3+ samples have been evaluated from the given relation below [41]: 

𝐶𝑃 =
√(𝑥−𝑥𝑒𝑒)2+(𝑦−𝑦𝑒𝑒)2

√(𝑥𝑑−𝑥𝑒𝑒)2+(𝑦𝑑−𝑦𝑒𝑒)2
                  (6.5) 

in the above relation, (x, y) (𝑥𝑒𝑒, 𝑦𝑒𝑒) and (𝑥𝑑, 𝑦𝑑) shows the chromaticity coordinates, equal 

energy point and dominant wavelength of as-synthesized samples, respectively. The CP for the 

optimized 5.0 mol% Eu3+ doped HfO2 sample was found to 97.2 %, 97.8 %, 98.5 % and 98.1% 

under different excitation wavelengths. Hence, the aforementioned results show that the direct 

utility of Eu3+ doped HfO2 samples may be a suitable candidate for the red emitting element 

for photonic device applications. 

6.4 Conclusion 

Single phase monoclinic and cubic HfO2 nanocrystals successfully synthesized using the 

chemical co-precipitation method. XRD analysis confirms the pure monoclinic phase 

formation at 600 °C and 1100 °C. At low temperature the XRD results revealed a mixed phase 

formation at lower concentration and a dominant cubic phase achieved at 5 mol% doping of 

Eu3+ in HfO2. The phase transition was also confirmed by theoretical study which revealed the 

transition ~ 5.11 mol% doping concentration. X-Ray absorption spectra was used to identify 

the oxidation state of Eu ions in the HfO2. The Eu3+ ions are dominantly present in the Eu-

doped HfO2 samples. The magnitude of band gap estimated by experimental and first-

principles calculations was in good agreement. The m-HfO2 shows broad photoluminescence 
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in warm white towards yellowish region upon 325 nm excitation, which may be assigned to 4-

fold (O4) vacancies as predicted by first principles calculations.  

The PL study of Hf1-xO2: xEu3+ demonstrates the emission in red region with high color purity 

under different excitation wavelengths from near UV to blue light. PL emission spectra show 

four emission bands at 594 nm, 609 nm, 650 nm, and 716 nm corresponding to 4 4f f→  

transitions of Eu3+ under excitation wavelengths of 361 nm, 383 nm, 394 nm and 465 nm. The 

reddish PL emission with high color purity under different excitation wavelengths from near-

UV to blue region may be exploited in solid state lighting-based applications. 
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Chapter 7 

Summary and the future outlooks 

 

In this chapter, we summarize our research entitled “Study of HfO2 based Structures for Optical 

and Thermoelectric Applications” by discussing the outcomes of every finding. We have 

examined the optical and TE properties of HfO2 using experiment and DFT investigations for 

future efficient lighting and green energy harvesting. The summary of the work done is 

presented as follows: 

Chapter 1 describes the introduction of the problem and the technological advancement of the 

solid state lighting and TE application. A brief discussion on transport parameters and the 

strategies to enhance the performance of TE materials is presented. This chapter explains the 

basic concept of luminescence and spectroscopic features of rare earth ions. The importance 

selected host, the objective of the present thesis, and the scope of thesis were included. 

Chapter 2 DFT was used to examine the structural, electronic, optical, and thermoelectric 

properties of pure and doped HfO2. The present chapter briefly discusses the methodology of 

the entire calculations performed to fulfil the existing study. The discussion starts with the 

physical interpretation of many-body problem. Subsequently, we discuss the emergence of 

DFT, one of the prominent methods for solving many particle system. In addition to that, the 

necessary explanation of exchange correlation functionals were included. The semi-classical 

Boltzmann transport theory was discussed to study the transport parameters.  

Along with this, we focused on the method to prepare the HfO2 and HfO2: xEu3+ with varying 

concentrations. It also explains the experimental tools that were used in the structural and 

optical properties of HfO2. The structural properties were investigated by the X-ray 

Diffractometer, and Raman spectroscopy. The oxidation state of rare earth ions was examined 

via X-ray absorption spectroscopy and the PL properties of HfO2 were also discussed in this 

chapter. 

Chapter 3 examines the thermoelectric properties of pure and doped HfO2. The optimization 

of the figure of merit by tuning carrier concentrations was an effective way to realize efficient 

thermoelectrics. Using the first-principles calculation combined with the semi-classical 

Boltzmann transport theory and phonon dynamics, we realized the high thermoelectric 
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performance in various polymorphs of HfO2. The phonon dispersion calculations confirm the 

dynamical stability of all polymorphs of HfO2. The thermodynamical stability of the Ti and S 

doping concentrations was confirmed using formation energy and convex hull formalism. The 

electronic and thermoelectric properties were found using TB-mBJ potential. The observed 

values of the Seebeck coefficient are 945.27 V/K, 922.62 V/K, 867.44 V/K, and 830.81 

V/K for tetragonal (t), orthorhombic (o), monoclinic (m), and cubic (c) phases of HfO2, 

respectively, at 300 K. The highest value of electrical conductivity was observed in c-HfO2 at 

1200 K, and the lowest value of electronic thermal conductivity was observed in o-HfO2 at 300 

K. The lattice thermal conductivity was decreased at higher temperatures. The peak value of 

ZT was 0.77 at 3×1020 cm-3, 0.97 at 1×1021 cm-3, 0.83 at 2×1021 cm-3, 0.87 at 5×1021 cm-3 at the 

1200 K for c-, m-, o- and t- HfO2, respectively. The low lattice thermal conductivity leads to 

the high values of the figure of merit at the optimized carrier concentrations (~1021 cm-3). In 

all the studied phases, least observed value of ZT was in c-HfO2. The doping of Ti and S at the 

Hf and O sites on c-HfO2 was analyzed, respectively, to enhance its ZT. Doping leads to create 

new trap states in the band gap. It was observed that Ti doping has a lower band gap as 

compared to S doping. The magnitude of the Seebeck coefficient is high in Ti doping as 

compared to S doping. Further, the effective mass calculation was done to understand the 

behavior of the Seebeck coefficient. The maximum value of ZT (~0.82) was observed at 800 K 

for x = 0.06 doping concentration. The estimated high figure of merit can make HfO2 a potential 

material for thermoelectric energy harvesting applications at elevated temperatures.  

Chapter 4 describes the structural phase transition in the HfO2 under the effect of doping and 

pressure. Here, we discuss the phase transition from a centrosymmetric m-HfO2 to a non-

centrosymmetric o-HfO2 with Si doping. The reported phase transition pressures i.e., 15GPa, 

14 GPa, 8 GPa, and 8GPa for x = 0, 0.03, 0.06, and 0.09, respectively for Hf1-xSixO2 are in 

excellent agreement with available experimental results. It was observed that with increasing 

Si concentrations the transition pressures reduce significantly which was understood in terms 

of bond length and charge transfer. The thermal stability of the obtained o-HfO2 phase was 

examined via ab initio molecular dynamics up to its synthesis temperature. The negative 

formation energy also confirms its thermodynamical stability. The band gap and density of 

states were analyzed using Tb-mBJ potential. The density of states indicates the noticeable 

appearance of Si states in the lower conduction band and an increase in the extent of 

hybridization.  
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Chapter 5 illustrates the optical properties of pure and doped HfO2. The effect of Ti, Si, and S 

was investigated on the optical properties of HfO2 using dielectric and refractive index 

calculations. The refractive index of c-HfO2 slightly enhanced with Ti and S doping. The 

absorption coefficient and optical conductivity enhanced form visible to UV region in Ti doped 

c-HfO2. The effect of Si doping on o-HfO2 also broader the UV absorption range but no 

significant enhancement in refractive index was observed. The observations revealed that at a 

lower pressure i.e., 8GPa; similar optical response of non-centrosymmetric HfO2 can be 

observed. The optical properties can be augmented via the suggested doping mechanism. The 

optical response of HfO2 under different doping makes it a viable candidate in optoelectronic 

applications.  

Chapter 6 explains the defect states analysis in the pristine HfO2 and a low temperature 

synthesis of cubic HfO2. The samples were synthesized via the chemical co-precipitation 

method. The crystal structure and phase analysis of the prepared sample was carried out by 

XRD and Rietveld refinement studies. The UV-visible spectroscopy used to analyze the band 

gap of HfO2. Theoretical observed band gap using the TB-mBJ approach was in good 

agreement with the experimental results. The PL peaks corresponding to 562 nm, 536 nm, and 

450 nm wavelength are attributed to oxygen vacancy. To analyze the vacancy, we have 

calculated the density of states of O3 and O4 vacancy using DFT. The peaks are correlated with 

the total density of states of O4 single vacancy and are in close agreement with our experimental 

observation. 

A low temperature synthesis of HfO2:xEu3+ (x = 0, 3, 5, and 7 mol%) at 600 °C. The XRD 

results revealed the monoclinic phase in undoped HfO2 and showed mixed phase formation at 

lower concentrations and a dominant cubic phase achieved at 5 mol% doping of Eu in HfO2. 

Further, the phase transition was also calculated using density function theory which shows the 

transition point at ~5.11% doping concentration. X-ray absorption spectra identify the +3 

oxidation state of Eu ions in the HfO2. PL study demonstrates the emission in the red region 

with high color purity under different excitation wavelengths from near UV to blue light. The 

reddish PL emission with high color purity under different excitation wavelengths from n-UV 

to blue region may be exploited in solid state lighting-based applications. 
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Future outlooks: 

➢ To explore various methods to improve the thermoelectric performance of HfO2. 

➢ To extend the theoretical work for understanding of various defect mechanism and 

doping in HfO2. 

➢ To improve the optical response of non-centrosymmetric phase HfO2. 

➢  To extend the utility of HfO2 as a future spintronic material. 

➢ To investigate novel thermoelectric materials using machine learning. 
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