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ABSTRACT 

 

With the implementation of the HTTPs, the communication between the 

website and the browser has become secure. The HTTPs uses the TSL 

encryption, which uses the asymmetric key to encrypt the data being 

exchanged. Https is only responsible for data transfer, the IP translation is 

done by the DNS. DNS was first introduced in 1983, since then it has been 

responsible for resolving the URL into the IP address. A non-cached DNS 

query is resolved by first sending it to the Recursive DNS Servers, which 

is then sent to the Authoritative DNS Servers which finally returns the IP 

address. All these transmissions are not encrypted and can be read by any 

on-route router, this compromised the privacy of the users and they 

became susceptible to tracking and spoofing. In 2018, DNS over HTTPS 

was introduced and it greatly enhanced the privacy of the users by 

encrypting the query. DoH works by sending the DNS query over https 

directly over to the DoH server thus eliminating the information leakage. 

DoH solved the privacy issues but it resulted in other problems. DNS data 

is actively used by intrusion detection systems, firewalls and by various 

corporations to either block, control or to monitor the traffic before it 

enters into the network. But now as the DNS data would be encrypted thus 
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these services can't be carried out properly. It can even lead to serious 

consequences if a malware bypasses the firewall. Due to all these reasons, 

it hasn’t been welcomed by many corporations. But Google and Firefox 

have already decided to provide this feature in their browsers. Thus, the 

network needs to be monitored based on other properties to filter the 

malicious traffic. In this project we have used artificial neural network to 

train the model. The model has shown exceptional accuracy. Our work is 

different from all the previous work 
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CHAPTER 1 

INTRODUCTION 

 

1.1 DOMAIN NAME SYSTEM  

The Domain Name System (DNS) is an effective mechanism for the operation of 

the Internet. Essentially, it is responsible for mapping human-readable Internet 

destinations to given IP addresses. In other words, machines making up the 

Internet are addressed using IP addresses. However, Internet users usually do not 

desire to remember these IP addresses; instead, they use them to guide their traffic. 

Accordingly, users depend on domain names to direct their traffic, making it more 

straightforward for them to remember. It is also a seamless method of advertising 

to influence online users to visit specific websites. To this end, employing DNS 

servers enables client computers to establish the IP address associated with a 

particular domain requested by the Internet user. 

 

1.2 ISSUES WITH DNS 
 

While DNS encryption is considered beneficial as a new trend, it is also 

associated with some potential issues, including increased centralization, a 

vital aspect of the Internet infrastructure. Essentially the DNS infrastructure is 

less resistant to interruption caused by configuration errors, intrusion, and 

manipulation.[1] These dangers are not merely hypothetical: In 2016, a 

cyberattack on DNS infrastructure left several websites inaccessible. DNS 

requests are easily manipulated, culminating in information control and 

restriction. DNS vulnerabilities are also somewhat prevalent from a long 

time.[2] 
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1.3 DNS OVER HTTPS (DOH) 
 

DNS over HTTPS (DoH) is a protocol intended to address this privacy 

issue[1]. Its premise is relatively simple: instead of sending DNS queries and 

replies out in cleartext, they will be sent out wrapped in an HTTPS GET or 

POST request, depending on the browser. Because HTTPS is encrypted and 

authenticated via TLS, an attacker’s ability to read or change them is 

significantly reduced through this process. 

 

DoH is not widely used and is still regarded as “in development,” this does not 

rule out the possibility that it is currently accessible. The transition from 

regular DNS to DoH is a significant milestone. [3]It has been decades since 

DNS traffic on the Internet has been sent in an unencrypted fashion. As a result, 

many DNS servers may be unable to create and send encrypted answers unless 

they undergo an extensive update. Consequently, some sites may be 

inaccessible while utilizing the DoH due to this restriction. As the name 

implies, this essentially wraps DNS communication inside HTTPS 

transmission, ensuring that DNS queries and replies cannot be intercepted or 

altered in cleartext. Thus, using DoH assures an improved performance over 

the traditional DNS. 
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The discussion on the influence of DoH on the corporate sector is a trending 

topic regarding policies in the Internet ecosystem.[1] DoH has been an issue 

for businesses since it was first suggested. It offers a means to override 

centrally enforced DNS settings, allowing workers to utilise DoH to avoid 

DNS-based traffic filtering systems. Because today’s DNS servers do not 

accept DoH queries, programs now supporting DoH are mainly hardcoded 

DoH servers.[4] System administrators must monitor such systems to combat 

attempts of attacks. The question of how to accomplish such milestones 

necessitates implementing policies that guide such actions; thus, the increasing 

need for corporate- and user-level policies to ensure security. 

Fig 1.1 Issues raised due to  DoH 
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1.4 DISTINCTIONS BETWEEN WEB TRAFFIC AND DOH TRAFFIC  
 

Even though the Doh traffic appears to be similar to the normal web traffic but 

there are many differences between the two. The first major difference between 

them is the number of packets involved in each response. [5]In case of normal 

web traffic there are less packets involved but the DoH communication uses a 

large number of packets each time.[5] There are at least 5 packets used in each 

time. 

The next difference between the normal traffic and Doh traffic is the flow 

duration of the packets. [5]In case of DoH the flow durations are usually 

always longer than usual web traffic because it uses multiple packets in each 

response. 

The next difference is the difference in the packet sizes of normal web traffic 

and DoH traffic. This difference can easily be used to determine the difference 

between the two.[5] 

At present DoH can be used in two ways; first way is the one in which it can 

be used from the browser directly by enabling it in the browser settings. Second 

method to use the DoH is to route the DNS queries through a central DOH 

proxy. This proxy performs a special task of changing the format of these DNS 

queries into the  DoH format. 

 
 

 
 
1.5 WORKING OF DOMAIN NAME SYSTEM  
 
 

Humans are used to entering the human readable URL in order to reach to a 

website. But at the root level these searches are not performed using these 

URLs. It is very difficult to remember the numeric IP address of the website. 

That is why a mechanism was required which could take care of the numeric 

IP address for respective URLs. In 1983 DNs was introduced by Paul 

Mockapetris. DNS is responsible for converting the human readable URLs into 

machine readable IP address. 
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1.6 DNS RESOLUTION  
 

Resolution of URLs into IP address takes place in 8 steps 
 

• In the first step the website generates the query from the user end and that 
query is sent to the recursive resolver. 

 
• In the second step the recursive resolver is further responsible for moving 

the query forward. This query is sent to the root server. 
 

• In the third step, the query which was sent to the root server generates an 
IP address of the TLD (Top level domain). This IP address is then sent to 
the recursive resolver 

 
• In fourth step the recursive resolver further  queries with the TLD( Top 

level domain) server 
• In Fifth step TDL (Top level domain) returns the address of the domain 

name server 
 

• In Sixth step the query is forwarded to the domain name server. 
 

• In Seventh step the IP address is returned by the domain name server 
 

• In the last step returned IP address is sent back to the web browser 
 

 
 

 
Fig 1.2 DNS resolution  
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1.7 WORKING OF  HTTPS 
 

HTTPS uses the TSL encryption protocol to encrypt the communication taking 
place. TSL uses the concept of asymmetric key cryptography. [6]In 
asymmetric cryptography a set of public and private key is generated for each 
website. 
 
The private key is held by the owner of the website and the public key is 
available to all those who wants to communicate with the website. Once the 
messages have been encrypted using the private key, only public key can be 
used to decrypt them and vice versa 

 
 
 

1.8 WORKING OF DOH 
 

DNS over https is a very new protocol, it was introduced in 2018. It is implemented 

using two approaches.  

• The first approach uses the DNS Wireformat; it uses the  same format as 

that of a  DNS query but It wraps the DNS into HTTPS data using POST 

and Get method.  

• The second approach is used by Google; it uses HTTPS GET based on Json 

messaging 

 

Though both of these approaches are supported but Wireformat messages are 

being currently used by all the browsers. HTTPSs2 is the protocol recommended 

for DOH. This protocol starts with a handshake; which is then followed by the 

connection preface. After the handshake has been completed the request and 

response takes place. 

 

At present the doh service is provided by limited servers. Even though the DNS 

queries are encrypted but they must be decrypted in order to be translated into IPs. 

In case of doh the entire process of name resolution i.e. converting the URLs into 

IP, is moved behind the server providing the DOH service. The encrypted 

transmission takes place with the DoH server, the server then places a DNS query 

on its behalf by requesting the resolver with its own ip to interact with the  
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conventional naming servers. Some servers even use the query name minimization 

to improve the privacy 

 
1.9 SUPERVISED MACHINE LEARNING  
 

Supervised learning algorithms can easily be implemented on labeled data. 

Few of the Types of supervised algorithms are KNN, Random Forest, Decision 

Tree. These algorithms have been implements in previous works. 

 

 
1.9.1 K-NEAREST NEIGHBOR 
 
 

It is a supervised machine learning algorithm which is used for classification. 

This algorithm considers that similar things can be found in closeness to each 

other. Based on this closeness it calculates the probability of data point 

belonging to a group. In case of  KNN, during the training phase data is simply 

stored and no calculations are carried out thus there is no training performed 

at this phase. Due to this reason this algo is also called a lazy learning algorithm  

In case of KNN no presumptions are made about the data, that is why it is 

considered to as non-parametric method.[7] 

 

Algorithms of KNN 

• Load the data. 

• Set the K value to any arbitrary value. 

• For each point in data: 

• Calculate Euclidean distance between the current data point and other data 

points. 

 
(1.1) 

 
 

 
 
• Add the calculated distance and the index to an ordered list. 

• Sort the list and select first K entries. 

• Label the selected k points and return the mode. 
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1.9.2 DECISION TREE 
This algorithm falls under the supervised technique. It works both as classification 

and regression technique. These are of two types depending on the target variable. 

• Categorical Variable Tree a tree working on the categorical variable is 

called categorical. 

• Continuous Variable tree: a tree which has the target variable as the 

continuous variable is called a continuous tree. 

 
 

Certain assumptions are to be made while creating a decision tree. 

 

• Whole training data is considered as root to start with 

• Continuous values are represented approximately using the discreet 

value. 

• Recursive distribution of records is carried out based on the random 

value 

• Statistical approach is used in internal root ordering. 

 

Algorithm for tree construction   

 

• Start with the dataset as root node S 

• Use ASM for find the best attribute 

• Split the root S into subsets which contains the best value 

• Repeat step 3 to create the trees until it can’t be done any further 
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1.9.3 C4.5 TREE 
 

This tree is the modification of ID3. It uses Gain ratio as the goodness function. 

Gain ration minimizes the overfitting which occurred in ID3 

Gain ratio 

As the IG suffered from overfitting due to its preference for features with 

multiple categories. Gain ratio minimized this by penalizing those features. It 

uses Intrinsic information formula to do so.  

 

 

                    ( 1.2) 

 

 

 

(1.3) 

 

 
 
 
                   (1.4) 
 
 

 
 

(1.5) 
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1.9.4 RANDOM FOREST  
 

Random forest is widely used for classification and regression models. It is a 

supervised Machine Learning algorithm which builds multiple decision trees. 

In case of classification, it takes a majority vote but in case of regression it 

takes an average. It has better performance in classifications problems, 

Random Forest uses. 
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CHAPTER 2 

LITERATURE REVIEW 
 
 
 

DoH stands for DNS over HTTPs, it is a very novel technology, it was 

introduced in 2018 and was published as RFC 8484.[6] It was introduced in 

order to improve the security of the network and the privacy or the users. 

Unlike the DNS, where the queries were sent as plain text, it performs the DNS 

resolution over HTTPs. It is continuously evolving since its introduction; it is 

still a work in progress. 

 

 

Many browsers have started providing this feature already. In 2018 itself 

Google and Firefox started their testing. And by 2020 Firefox has switched to 

DOH by default in the United States. But it is yet to pick up the pace. Even 

though but not much have been presented in the field but some papers are there 

which have already been published.[8] 

 

 

Paper by Borgolte et al. [6]presented a white paper in which they talk about 

DoH in general. This paper provides a discussion on various aspects of doh 

such as performance, privacy and security.[9] But there is no network level 

analysis presented in this paper. They have considered the internet space as 

marketplace. they have then tried analyzing the possible effects on the various 

entities present in the marketplace including the consumers.  They have also 

compared the performance of Doh and plain DNS 
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Hjelm et al. [10]of SANS institute presented a paper on the description of Doh 

services. They have used RITA framework. RITA stands for Real time 

Intelligence Analytics. They tried analyzing the logs in order to analyze the 

network traffic. They have provided with the ways to prevent or block the DoH 

on the organization network 

 

 

Patsakis et al.[11]  in their paper has emphasized on botnet and DGA. These 

botnets used DNS as communication channels for establishing a 

communication between the command servers and the control servers. They 

have also talked about how DAGs are attacked to generate large number of 

fake domains which makes providing security even more challenging. 

 

 

Bushart et al and Siby et al. worked on Alexa in order to identify the encrypted 

traffic. They have used messages in busts and sequences. They have also talked 

about how encrypted DNS can still be analyzed at traffic level making it 

sensitive to monitoring. To overcome this problem, it was suggested to 

introduce the padding before encryption. It was proposed by RFC 8467. They 

have majorly focused on identifying the fingerprinting the said websites. 

 

 

P. Hoffman in DNS queries over https has proposed a standard and has defined 

the protocol. It explains how the DNS queries can be sent over https and how 

to get their response for https. It also talks about how each and every query is 

mapped in this exchange. 

 

Dmitrii	 Vekshin[12]	 	 in	 their	 paper	 	 have	 worked	 on	 the	 encrypted	

network	 analysis.	 They	 have	 created	 the	 	 DOH	 dataset	 and	 made	 it	

available	 to	 the	public.	 In	 their	 paper	 they	have	 implemented	machine	

learning	on	the	dataset	to	in	order	to	categorise	the	traffic	as	DoH	or	Non	

DoH	and	further	classify	it	as	malicious	or	benign.	In	their	paper	they	have	

used	 5	 difference	 algorithms	 for	 classification.	 They	 have	 used	 KNN,	
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Random	Forest,	C4.5	Tree,	Ada	Boost,	Naïve	Bayes	algorithms.	They	have	

been	able	to	get	a	good	accuracy	of	99%.Their	approach	is	different	from	

what	has	been	implemented	my	this	project.	

	

In	 this	 project	 we	 have	 used	 Artificial	 Neural	 Network	 for	 the	

classification	 of	 DoH.	 Our	 model	 has	 outperformed	 all	 their	 previous	

work.	Our	model	was	 able	 to	predict	 everything	 accurately	with	 just	 2	

false	positive.	The	overall	accuracy	of	the	model	was	100%	.	
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CHAPTER 3 

METHODOLOGY 

 

 
3.1 DATASET 

 
CIRA-CIC-DoHBrw[13] is 2020 data set which was publicly made available 

by the Canadian Institute for Cybersecurity. This dataset was manually created 

and was later released for the public. It was created by capturing the traffic 

from browsers which had doh enabled. Thousands of top websites were visited 

and with the help of DNS and tunneling this data was captured. The data 

collected was in PCAP which were converted to prevent user privacy. These 

were later converted using the ‘flow_meter’. 

 

This dataset is divided into 2 levels consisting of a total of 4 CSV files. On the 

first level data classification was done to segregate it into DoH and Non-Doh 

traffic. The first level has 2 CSV files and it distinguishes between the doh and 

non doh data. On the second level time series classification. Was carried out to 

segregate the traffic as malicious or benign. second level again has 2 CSV files 

and it distinguishes between malicious and non-malicious doh. 

 

Once the data was captured its dimensionality was reduced in order to skip the 

unnecessary information which was either too small or insignificant. This was 

done using the concept of packet clumps. When a flow of consecutive packets 

is sent which has the same source and same destination then it is called as 

packet clumps. Packet clamping is done in order to identify the packets which 

are the part of same process but are separated due to fragmentation. 
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3.1.1 CATEGORIZATION OF DATA IN THE ORIGINAL DATA SET  
 

• Non-Doh: Traffic generated by a browser which is using plain DNS and 

HTTPS is classified as non-DoH 

 

• DoH: Traffic generated by a browser which has DoH enabled and is using 

HTTPS is classified as DoH traffic. 

 

• Benign-DoH : It is the DoH traffic which was classified as non- malicious 

 

• Malicious-DoH: This is the malicious traffic which was generated with the 

help of tunnelling tools. Few examples of these are DNSCat2, Iodine. These 

sent malicious TCP traffic in DNS searches. 

 
 
The original dataset has 2,69,643 rows and 35 features. Those features are depicted 

in the table below 
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Table 3.1 Features of the dataset 

 
 
 
3.2 MACHINE LEARNING MODEL USED  
 

3.2.1 ARTIFICIAL NEURAL NETWORK 
 

In human brain and nervous system neural are fundamental units, they are 

responsible for carrying all the sensory inputs to the brain and the response 

from the brain. There are large number of neurons in brain and they for a 

network. Similarly Artificial neural network is an attempt to replicate the idea 

of human brains using algorithms. Structure of biological neuron is described 

in the figure. 

 

 
Fig 3.1 Biological Neuron[14] 
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Even though the idea is to copy the human brain still there are some differences 
between the two. Neurons present in human body carry out parallel processing 
whereas artificial neurons carry out sequential processing. 
 
 
Despite their differences an artificial neuron can be compared with biological 
neuron. It has been described in the table 

 

 
Table3.2 Comparison between ANN and biological Neuron 

 
 
3.2.2 ARCHITECTURE OF ANN 
 

For mimicking the human brains we need to have large numbers of neurons. 

These neurons are arranged in multiple layers, there is a sequence between 

these layers. 

The most basic form of ANN consists of three layers. 

• Input layer 

• Hidden Layer 

• Output layer 

 

 
Fig 3.2 Artificial Neural Network 
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Input Layer 
This layer is responsible to accepting the inputs passed to it 

 

Hidden layers 

This Is the layer in been the input and the output layer. All the calculations 

are performed in these layers. These are done in order to find the features and 

patterns present in the dataset. 

 
Output layer 
Hidden layer, after transforming the input layer passes the result to the output 

layer 

 

3.2.3 PERCEPTRON  
 

In 1957, Frank Rosenblatt introduced the perceptron. It was used in 

supervised learning for binary classification. 

 
 

 
Fig 3.3 Perceptron 

 
Types of perceptron  

 

Single layer 

These are only fir for learning patterns which can be linearly separated. The 

weight is calculated by adding up the input weights, based on the value they 

are activated. If the result is not satisfying the changes are to be made to the 

input weights. 
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Multi-layer 

These have at least two hidden layers and these are feedforward network. The 

operation takes place in two steps; forward step and the backward step. In the 

former the activation value moves from input to output layer. In case of later 

case demanded value moves back from the output for modification. 

 

Formula  

 

																											∑ #$ ∗ &$!
"#$                               (3.1) 

 
#' = #' − * ∗ %&

%'(                                (3.2) 
 

 
 
3.3 DATA PREPROCESSING 
 
 

Data preprocessing is carried out in order to make the dataset suitable for 

computations. Null values are either removed or calculated using suitable 

methods 

 

This dataset had 344 missing values in “ResponseTimeTimeMedian“  field 

and 344 missing values in “ResponseTimeTimeSkewFromMedian”. Since 

is data set is very large so dropping those rows wont affect the model. 

Therefore those values were dropped 

 

 
Fig 3.4  code for dropping the null values 
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The “Timestamp” values were in raw format and could not be used directly for the 

computation. It was first converted into seconds. Since the dataset is time series 

therefor timestamp played a very important role in uplifting the performance 

 

 
Fig 3.5  Code for timestamp conversion  
 
 
 

The “sourceIP” and “destinationIP” also needed to be changed. This was done by 

using one hot encoder and generating dummy columns  

 

 
 

Fig 3.6 Code for changing source and destination IP 
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In the alternate approach this model was implemented by splitting SourceIP and 

DestinationIP into 4 Separate columns and then applying the one hot encoder on the 

newly created 8 columns. After this the 2 original columns were dropped. 

 

 

 
 

Fig 3.7 Code for splitting the columns 
 
 

Lastly the label had to be changed into binary. 
 

 
Fig 3.8 Code for changing the label 
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3.4 FEATURE SCALING  
 

It is one of the most important task while carrying put pre processing  

As there is large difference in the feature values, they must be converted to a 

common scale. In this project this was done using the max min scalar. It scales 

the data in the range of 0 and 1  

 

 

 
Fig 3.9  Code for feature scaling 

 
 
 
 
3.5FEATURE SELECTION  
 
 

In this step the dimensionality needed to be reduced. Our dataset had 71 

columns are preprocessing.  

Principal Component Analysis (PCA) was used for carrying out the feature 

selection. The major advantage was that it removed all the correlated features. 

After carrying out this step 31 features captured the 95% variance of the data. 

Thus, we transformed the original data into 31 principal components  

 

 

 
 

Fig 3.10 Code for PCA 
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3.6 IMPLEMENTATION 
 

 

This model is implemented using Neural Network. It has been implemented in 

Keras. The model has 1 input layer, 5 hidden layers, and 1 output layer. It has 

been depicted in the figure 

 
 

 
Figure 3.11 Number of layers in the model 

 

The input layer had 132 neurons. There was a total of 5 hidden layers. First 

hidden layer had 64 neurons, second hidden layer had 32 neurons, third hidden 

layer had 16 neurons, the fourth layer had 8, fifth layer had 4. The output layer 

had 2 neurons 

 

RELU was used as the activation function in the input and hidden layers. 

Softmax was used in the output layer. The model was initialized with Adam 

optimizer with a learning rate of 0.001 
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CHAPTER 4 

RESULT 

 

       
Fig 4.1 Training and validation loss 

 
 

        
Fig 4.2 Training and validation accuracy  

 
 
In the above figure we can clearly see that both the training loss and validation loss 

are equal and are minimized. Similarly, the training accuracy and validation accuracy 

are same and they are maximined. Therefore, we can safely conclude that the model 

has been trained well and there is no over fitting of the training data. 
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The model was able to predict the results with great accuracy in both training 

and testing data. 

 

In the first approach where “sourceIP” and “destinationIP” was converted using one 

hot encoder and generating dummy columns, the model showed exceptional accuracy. 

 In the training data it predicted only two values as false positive whereas in case of 

testing data it predicted no wrong output. 

In this approach the model got 100% 

 
 

 
 

Fig 4.3   Precision, Recall and Accuracy in train set in first approach 
 
 
 
 

 
 

Fig 4.4 showing Confusion matrix in the train set in first approach 



 
 

26 

 
Fig 4.5 Precision, Recall and Accuracy in test set in first approach 

 

 
 

Fig 4.6  Confusion matrix in test set in first approach 
 
 
 
 
 
 
 
 
 
 
 



 
 

27 

 

In the second approach where the “SourceIp” and “DestonationIP” were first split  into 

4 separate columns , the model predicted 180 wrong values in the training set and 73 

wrong values in the testing set. Despite this the model achieved an F! score of 99% 

and overall accuracy of more than 99% 

 

 
Fig 4.7 Precision, Recall and Accuracy in train set in second approach 

 
 
 
 
 

 
Fig 4.8 Confusion matrix in train set in second approach 
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Fig 4.9 Precision, Recall and Accuracy in test set in second approach 
 
 
 
 

 
Fig 4.10. Confusion matrix of test set in second approach 
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CHAPTER 5 
 

CONCLUSION 
 

As users are getting more and more concerned about their privacy in the online 

world the use of DoH is certain to pick up the pace. This will get an additional 

boost from the race between the companies to control the major portion of doh 

traffic. In such a situation it will open back doors for other problems. With the 

help of this project, we have tried to show how we can successfully use 

machine learning algorithm so accurately classify the DoH traffic as benign or 

malicious. 

 

5.1 FUTURE SCORE 

 

In the future the implementation can be done at the IDS level in order to block 

certain packets from entering into the network. This can easily be done once 

they have been classified as malicious. 

As the Doh protocol is evolving so there is a need for more datasets and 

information gathering. DNS can also be replaced by DoT in future; therefore, 

models can be made more generalized so as to include TSL connections instead 

of focusing on one aspect of it. 
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