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ABSTRACT 

 

One of the more intriguing deep learning applications is colourizing black and white 

photographs. The technology of automatic image colorization has sparked a lot of 

attention in the recent decade for a range of applications, including the restoration of 

aged or degraded photos. This task used to need a lot of human input and hardcoding, 

but now, thanks to AI and deep learning, the entire process can be automated from start 

to finish. Using GANs to restore and recolorize historical photos is one answer to this 

problem. The purpose of this project is to demonstrate GAN functionality and 

superiority by using a Generative Adversarial Network (GANs) that accepts fixed size 

black and white images as input and produces corresponding coloured images of the 

same size as output. Concerning the dataset, I have approximately 3000 rgb 

photographs from diverse domains such as mountains, forests, and cities, which we will 

convert to grayscale and use as labels for our model. I used binary cross entropy as the 

discriminator's loss function and mean squared error as the generator's loss function, & 

then I used Adam to optimise the generator and discriminator. Moving on to the results, 

the colourized output from the generator was significantly closer to the original rgb 

image. The project's future work will include colourizing photographs of our 

grandparents in order to make the image more remembered, and I also intend to 

continue this work by colourizing videos of historical heroes such as Charlie Chaplin. 

Finally, I want this model to be implemented on a web platform so that users all over 

the world can convert their old black and white images to colourized versions. 
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CHAPTER - 1 

 

INTRODUCTION 

 

1.1 Overview 

 

Images are the primary source for understanding the world and obtaining information, 

while grayscale images cannot provide sufficient information. Compared with grayscale 

images, colorful images contain richer information and convey more intuitive feelings. 

There is a definite tendency towards integrating computer technology with traditional 

sectors as artificial intelligence advances. One of the more intriguing deep learning 

applications is colourizing black and white photographs. With the advancement of 

digital media technology in recent years, numerous techniques for colouring grayscale 

photographs have been suggested. The technology of automatic image colorization has 

sparked a lot of attention in the recent decade for a range of applications, including the 

restoration of aged or degraded photos. This task used to need a lot of human input and 

hardcoding, but now, thanks to AI and deep learning, the entire process can be 

automated from start to finish. Using GANs to restore and recolorize historical photos is 

one answer to this problem. If these grayscale images can have rich and reasonable 

color information, it can help humans better identify target objects and understand the 

scene. Potential use cases for this research include restoration of old blackand-white 

photos [1], automatic colorization of anime sketches [2], grayscale images in medical 

fields [3], etc. Colorization needs to estimate the missing color channels from a 

grayscale value, and reasonable colorization solutions are not unique. Colorization is 

still a challenging task due to its uncertainty and diversity [4]. 

Concerning the dataset, I have approximately 3000 rgb photographs from diverse 

domains such as mountains, forests, and cities, which we will convert to grayscale and 

use as labels for our model. 
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1.2 Motivation 

 

The main motivation for implementing this project was that we wanted to make 

recolorization of old black and white images an easy task because it is not easy for 

everyone to use complex editing softwares to colorize their images. So, if I talk about 

the overall design of this project, there were two major components one was generator 

and the other was discriminator so for generator I am going to input original grayscale 

image and it is going to output generated image which would be rgb image and I am 

going to pass on the generated rgb image along with the original rgb image to the 

discriminator and the discriminator would going to figure out whether it was a fake 

image or a real image. 

 

1.3 Objective 

 

The goal of this project is colorization with deep learning methods. This has been 

divided into the following sub-goals: 

1. First learn the research background in the field of deep learning and image 

colorization, as well as the application of deep learning methods in digital image 

processing.  

2. Focus on the research progress of generative adversarial networks and 

corresponding optimization techniques. Starting from its characteristics, the goal 

is to explore what kind of network is suitable for application in the field of 

image colorization. 

3. In terms of models, the goal is to propose an improved generative adversarial 

network image colorization algorithm. It can improve the global feature 

extraction ability on high-resolution images. 

The purpose of this project is to demonstrate GAN functionality and superiority by 

using a Generative Adversarial Network (GANs) that accepts fixed size black and white 

images as input and produces corresponding-coloured images of the same size as 

output. 

 

 



12 

 

 

 

1.4 Organization of Dissertation 

 

Chapter 1 briefly takes you through the introduction of the topic thereafter section 1.2 

shows the motivation behind the project, section 1.3 gives the objectives of the project. 

In Chapter 2, background if the work has been through explained. In sections 2.2 & 2.3, 

you will find the complete description of the Machine Learning and ANN, thereafter in 

section 2.4 & 2.5, the Impact of Convolutional Neural Networks on Image Processing 

and CNN and its layers has been explained thoroughly. In section 2.6, the complete 

information for understanding GANs has been given. In its subsections you will find the 

complete details related to Generator & Discriminator and their working principle. A 

brief understanding of UNET architecture has also been given. Chapter 3 takes you 

through the summary of previously related studies. Chapter 4 gives the complete 

information related to implementation & methodology, it also explains the Generator 

model and discriminator model structure. Chapter 5 shows the results that have been 

gathered and evaluation of those results. Chapter 6 gives the conclusion on the complete 

idea of the topics and results; it also discusses about the future scopes related to the 

idea. In last, some references that have been taken are mentioned. 
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CHAPTER - 2 
 

BACKGROUND 
 

2.1 Overview 

Information exchange is essential in the modern day, and photographs have emerged as 

a common tool for doing so. In many facets of human existence, including medicine, 

agriculture, business, and social media, images have proven to be useful. An image's 

basic building block is a pixel, and the resolution of a picture is determined by the 

quantity of pixels in a specific area. Resolution, to put it simply, governs the clarity and 

level of detail that an image may include. A higher resolution makes it possible to 

distinguish between closely spaced lines and to see more complex details. However, the 

resultant image's resolution usually falls short of the required criteria for a variety of 

reasons, such as the use of inexpensive image-capturing equipment, the inability to 

capture all image elements, or technical difficulties with the capturing procedure. As a 

result, crucial features that pixels convey are lost. The image processing method known 

as image super-resolution, which raises the resolution and clarity of the image by 

adding additional pixels to the same unit area of the image, solves this problem. Deep 

learning, a well-liked machine learning method that is a subset of artificial neural 

networks, has made significant progress in the field of image super-resolution. 

 

2.2 Machine learning 

Machine learning has become a crucial and important component of this era as a result 

of our increasing reliance on machines. Depending on the dataset at hand, machine 

learning entails teaching a computer to carry out particular tasks using either supervised 

or unsupervised techniques. Machine learning is important in the field of image 

processing. It is now possible to improve the resolution of new photos by teaching a 

machine to recognise relationships between low-resolution and high-resolution images. 

However, the precise picture super-resolution technology used will determine the level 

of clarity and quality of the final high-resolution image. Artificial Neural Networks 
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(ANNs), one of the many machine learning techniques, have become extremely popular 

and widely used. ANNs consistently outperform other machine learning models and 

give excellent outcomes across various problem domains. 

 

2.3 ANN (Artificial Neural Network) 

ANNs, or artificial neural networks, are created to mimic the neuronal architecture of 

the human brain. They try to mimic the biological interactions and cognitive 

development seen in our brains. The complex network of billions of neurons in a 

biological brain is made up of the following components: 

 

a) Axon: Neurons are interconnected through axons. 

b) Dendrites: They receive input from the previous layer of neurons. 

c) Synapses: They transmit output to the next layer of neurons. 

 

Nodes in ANNs represent neurons, and connections between nodes represent dendrites 

and synapses. Similar to how connections in the biological brain are adaptive, these 

connections have movable weights. A node applies an activation function to an input 

when it is received. The node activates and sends a signal to the associated nodes in the 

following layer if the calculated value exceeds a predetermined threshold. If the 

threshold is not met, on the other hand, the node remains dormant and nothing happens. 

Following the learning process, if a node continuously remains inactive, meaning its 

activation function output never exceeds the threshold, the node or its associated link is 

regarded as "dead." This idea is based on the finding that the human brain forms certain 

connections as it learns a particular task, like telling dogs from cats. Only these specific 

neurons are active during the discriminating process; other neurons are not. The ability 

to repeatedly carry out a learnt activity is made possible by these recently formed 

connections or patterns of connections between the particular neurons. 

 

2.3.1 Advantages of ANN 

 

• ANNs are capable of learning and understanding different relationships between 

input and output on their own, including complicated nonlinear correlations that 

are frequently seen in real-world circumstances. This capacity to learn complex 
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mappings between inputs and outputs is facilitated by the network's depth, 

layers, and structure. 

 

• An ANN can learn and form connections by being trained on large datasets, 

which enables it to behave intelligently like humans. This makes it possible for 

the network to operate efficiently when faced with brand-new, untested data 

during actual usage.  

 

• ANNs are not restricted to a particular set of input data types or formats. In 

situations like this, they are known to produce better results than other models 

since they can manage diverse data. 

 

2.3.2 Disadvantages of ANN 

 

• The successful training of ANNs requires a sufficient amount of data. In order to 

properly saturate the weights and biases based on the input, a larger dataset is 

required as the model's complexity rises with a greater number of weighted 

connections. The model's accuracy is improved by the availability of data. 

 

• Due to machine learning's intrinsic complexity, training ANNs takes more time. 

The complexity grows tremendously when ANNs are used in an effort to mimic 

the human brain. The method involves a lot of processing power, and the model 

needs to stabilise after several iterations. Compared to central processing units 

(CPUs), graphics processing units (GPUs) can aid in reducing training time. 

 

• It is critical to fine-tune the architecture parameters of an ANN. The network 

includes a wide range of parameters, including weights, biases, learning rate, 

batch size, and the number of iterations or epochs. To create a reliable and 

effective network that can deliver precise results, these factors must be adjusted 

carefully. 
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Figure 2. 1: Architecture of ANN 

 

2.3.3 Applications and Importance of Image Super Resolution 

Improving image resolution has a wide range of practical applications. A few examples 

include: 

a) Medical Image Processing: For correct diagnosis and prompt treatment, high-

resolution and clear images are essential in medical imaging such as MRI or CT 

scans. While X-ray images may have low contrast, ultrasound images frequently 

contain noise. Research and treatment in medicine can considerably benefit 

from increasing the resolution of these images. 

b) Satellite Image Processing: Because of the distance and available technology, 

satellite-derived images frequently exhibit blurriness and lack of clarity. It is 

therefore essential to increase the pixel count in order to repair and improve 

these photographs. This procedure enriches the geographic information in the 

image, minimises distortions, and improves the visual understanding of the 

image. 

c) Multimedia and Video Enhancement: Multimedia apps are important in today's 

society because they give users engaging experiences. Clearer, higher-

definition, and less jarring pictures are provided by high-resolution photographs, 
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which improve visual quality. Old computer games can benefit from super-

resolution technology to increase and enhance the visual experience. Since 

videos are made up of individual images, raising the resolution of each image 

raises the resolution of the entire video. 

d) Microscopic Image Processing: Image super-resolution methods are essential for 

examining and learning about microscopic objects like cells and their structure. 

By supplying information at the nanoscale scale, these strategies can enhance 

aesthetically subpar photos, hence enhancing clarity and resolution. Clearer and 

images with a greater resolution can be produced by combining many switching 

mode photos. 

e) Processing of Astronomical photographs: Astronomical photographs sometimes 

lack visual differentiation between closely packed celestial objects and are 

blurry. These photos can be made more visually clear using super-resolution 

techniques, which will help astronomical research and study. 

f) Additional Uses: Image super-resolution has further uses in the surveillance, 

military, forensics, automotive, real-time processing, scanning, and object 

identification industries. 

Convolutional Neural Networks (CNNs) are the most utilised and well-liked 

neural networks. CNNs are crucial for many applications due to the growing 

emphasis on artificial vision and task automation. They are essential for the 

development of self-driving automobiles, autonomous robots, and related 

technologies because they are excellent at processing images, identifying 

objects, detecting scenes, human faces, and other image features. 

 

 

2.4 The Impact of Convolutional Neural Networks on Image 

Processing 

Convolutional Neural Networks, or CNNs, are particularly well known as widely 

applied and very powerful neural networks for image processing tasks. It is excellent at 

detecting faces, objects, and other image characteristics. CNN is an example of a deep 

learning model that allows computers to learn from examples in a manner similar to 

how people learn. With the help of this technology, driverless cars will be able to 

distinguish between a stop sign and a lamppost and make intelligent decisions under a 
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variety of driving circumstances. The performance of deep learning has been greatly 

improved by the accessibility of increased computing power, making it possible to 

achieve remarkable outcomes that were previously unachievable. 

 

In deep learning, the word "deep" denotes the neural network's integration of several 

hidden layers. Traditional artificial neural networks typically comprise of just two to 

three hidden layers, however deep learning models can have up to 150 hidden layers. 

Filters were manually constructed in traditional image processing ways based on the 

specific problem at hand. This method required a lot of time, effort, knowledge, and 

energy from the participants. CNN, on the other hand, overcomes this difficulty by 

automating the feature extraction procedure. It gradually learns which aspects to focus 

on, if they are present in the image, and how to interpret them. It independently pulls 

the key features from the photographs. This learning process is made easier by CNN's 

numerous hidden levels, with each layer building on the abstractions that were extracted 

by the layers before it. 

 

2.5 CNN (Convolutional Neural Network) 

Convolutional neural networks, or CNNs, are frequently used for image processing 

applications. Height, width, and the number of channels are the three dimensions of the 

input images supplied into a CNN. The width and height represent the image’s 

resolution, while the 3rd dimension corresponds to the no. of channels, which can be the 

pixel values for the RGB - red, green, and blue colors, respectively. 

 

The commonly found layers in a Convolutional NN model include: 

 

1. Convolutional Layer 

2. Activation Layer (e.g., ReLU or LeakyReLU) 

3. Pooling Layer 

4. Batch Normalization Layer 

5. Dropout Layer 

6. Fully Connected Layer 

 

Each of these layers serves a specific purpose in the overall architecture of the CNN. 
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2.5.1 Convolution Layer: 

The first layer to receive the input image is the convolution layer. To build a feature 

map, it uses a kernel or filter, which is frequently square in shape. Using fixed gap 

intervals known as strides, the filter sweeps across the image. To get the desired 

outcomes, the stride size needs to be properly adjusted. The dot product is computed 

between the filter's pixel value and the corresponding pixel value from the area of the 

picture covered by the filter is calculated during the convolution process. The position 

in the convolved feature map matrix that corresponds to the total of these dot products 

is then assigned. The result of this procedure is a feature map with fewer dimensions. 

The filter may extract distinct features from the image by having a variety of shapes and 

values. One filter might be used to capture curves and lines, while another would be 

used to recognise particular colour intensities. The intricacy of the filters rises as we 

move through the network's tiers. Complex filters have the ability to extract features 

that combine features from earlier filters. 

 

 

2.5.1.1 Adjustable Parameters for Fine-Tuning CNN 

Performance: 

• Stride: The number of pixels by which the filter is moved as we scan the image 

is referred to as the stride. It impacts the size of the final feature map and the 

degree of overlap between adjacent receptive fields. A larger stride may result in 

a smaller output map, which may result in some information being lost. 

 

• Padding: Padding entails adding zeros to the input image's edges. This is done to 

guarantee that the convolutional output feature map has the appropriate 

dimensions. In addition to allowing the convolutional operation to be applied to 

the whole input, padding aids in maintaining the spatial dimensions of the 

image. 

 

• Filters: Filters, also referred to as kernels, are of various types and are used to 

extract particular features from images. Each filter is in charge of identifying a 
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specific pattern or trait. Filters are trainable parameters that are modified to 

enhance the network's capacity to identify pertinent features in the input data. 

 

 

2.5.2 Activation Layer 

The activation layer is essential in deciding which values should be passed on to the 

next layer and which ones should be ignored. It often includes an activation function, 

such as a ‘Rectified Linear Unit (ReLU) or a Leaky ReLU’, that only activates the 

output connection when a predetermined “threshold” value is surpassed. The network 

gains non-linearity from the activation function, which enables it to learn complicated 

correlations and produce more expressive predictions. 

 

Figure 2. 2: Rectified Linear Unit (ReLU) function 

 

2.5.3 Pooling Layer 

The pixel within a set of pixels that contributes the most to the final output is chosen 

using the pooling layer, with the remainder pixels being ignored. Its primary function is 
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to further reduce the size of the feature-map by eliminating unused sparse cells in the 

resultant matrix that hold no significant value. Although this matrix size reduction 

improves the process's speed and efficiency, it also results in information loss. The 

fundamental idea behind pooling is that the pixel with the most useful data can be used 

to estimate other nearby or adjacent pixels. Typically, there are three different pooling 

techniques: 

• Max Pooling: This technique chooses the pixel from the collection of pixels 

with the highest value. 

• Average Pooling: This technique determines the average value of each pixel in 

the group. 

• Sum Pooling: This technique computes the sum of all the pixel values in the 

given group. 

 

 

2.5.4 Dropout Layer 

An essential element in preventing overfitting in a neural network is the dropout layer. 

When the model receives similar inputs frequently during the training phase, it may 

develop a set pattern of learning and inter-node connections. When given many sorts of 

inputs, this rigid pattern cannot generalise. The Dropout layer chooses nodes at random 

and sets their connection weights to 0, thus dropping or deactivating those nodes, to 

solve this problem. This forces the model to develop alternate routes and make use of 

various nodes and connections in order to create the required mappings. As a result, the 

network's effectiveness is improved. Dropout makes it possible for the network to 

actually learn and adapt, allowing it to function successfully even when the input 

somewhat varies, rather than merely memorizing a direct mapping between specific 

input-output pairs. 

 

2.5.5 Fully Connected Layer 

Typically, an inverted pyramid shape is used to represent the number of parameters in a 

CNN model, which gradually converge to the intended output classes. This is 

accomplished by flattening the filter matrix into a single vector and then feeding it into 

the fully linked layer. This flattened vector is processed by the fully connected layer, 
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which then sends the output through activation functions like softmax or sigmoid. By 

placing the image into distinct groups, this last step helps to categorise it. 

 

Figure 2. 3: Architecture of CNN 

 

 

2.6 What are GANs? 

GANs (Generative Adversarial Networks) are generative models that are created by 

competing two neural networks.  

The generator and discriminator are the two main components of GANs.  

To fool the discriminator, the generator turns noise into a replica of the data.  

The discriminator attempts to distinguish genuine data from data generated by the 

generator.  

The generator develops itself to the point where it can mislead the discriminator by 

decreasing its loss. Fooling the discriminator results in the discriminator producing 

probability even for generated photographs (closer to 1.0).  

In order to maximise the discriminator's loss, created images would need to be 

accurately classified, and images from the dataset would need to produce good 

probabilities (closer to 1.0). 
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Figure 2. 4: GAN 

Courtesy: Coderz Den 

The discriminator differentiates between actual and bogus data, and the generator's 

main purpose is to mislead the discriminator. 

 

2.6.1 Generator 

 
The generator will take a grayscale or black-and-white image and convert it to RGB. 

The encoder-decoder structure of our generator will be symmetrically arranged layers. 

The encoder will create a latent representation (z) of a grayscale image (also called the 

bottleneck representation). 

The decoder's function is to enlarge this hidden representation and produce an RGB 

image. Most autoencoders and other encoderdecoder architectures employ this strategy. 
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Figure 2. 5: Generator 

 

An important aspect to mention here is that we are utilising a unit architecture to 

segment the objects from the photos because when we talk about the images being input 

to the generator, we have an image with different items such as a bird, a flower, or any 

other vegetation, and these objects are being separated using unit architecture. 

 

2.6.2 UNET Architecture 

 

The architecture consists of two ways. 

The first path is the contraction path (also known as the encoder), which is used to 

record the image's context. A stack of convolutional and maximum pooling layers 

serves as the encoder. 

The second path is the decoder, which uses transposed convolutions to provide precise 

localization. It is also referred to as the symmetric expanding path. 
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Figure 2. 6: U-net architecture 

(Ronneberger, 2015, October) 

In the diagram's representation of the U-net architecture (particularly for a resolution of 

32x32 pixels), blue boxes stand in for multi-channel feature maps. Each box has a top-

mounted channel count indicator and a lower-left edge with an x-y size indication. 

Feature maps with white boxes indicate copies. Different operations are represented by 

the arrows in the diagram. 

 

2.6.3 Discriminator 

 

We will use a conventional CNN as the discriminator to categorise the input. It will 

analyse an image and determine whether it was created (by the generator) or original. 
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Figure 2. 7: UNET Generator + Discriminator 
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CHAPTER - 3 

 

LITERATURE SURVEY 

 

Sarmai and Sadhu [6] introduced a novel deep learning approach for image 

colorization, the networks' goal is to transform black-and-white photos to the 

appropriate colour format. The proposed method utilizes the RGB color space as the 

basis for the network implementation. To evaluate the performance of the autoencoder 

model, metrics such as ‘root mean squared error (RMSE), mean squared error (MSE), 

mean absolute error (MAE), and colorization accuracy’ were employed. A dataset 

consisting of 7000 RGB images was utilized to train and implement the networks. The 

effectiveness of the autoencoder models and generative adversarial network (GAN) was 

assessed using the mean absolute error metric, revealing that the GAN outperforms the 

autoencoder models in terms of colorization capability. 

 

In their research, Zhang et al. [7] introduced an innovative approach to image 

colorization using deep learning. They developed two variations of the CNN network, 

namely the global hints network and the local hints network. A U-Net architecture is 

used in the primary branch of their proposed network. The network is made up of ten 

convolutional blocks. The evaluation of the models was performed using the peak 

signal-to-noise ratio (PSNR) metric. The local hints network, in addition to colorization, 

provided predictions for color dispersion. On the other hand, the global hint network 

did not incorporate spatial information. The global hints network's inputs were 

processed through four conv-relu layers, each with 512 channels and a kernel size of 11. 

Based on the authors' analysis of semantic similarities, they concluded that their 

network effectively predicts user-intended actions. 

 

Madhab Raj Joshi et al.[8] InceptionResnetV2 and deep convolutional neural networks 

were utilised by the researchers to transform grayscale photos into coloured ones. They 

use CIE Lab as their colour space. ‘Mean squared error (MSE) and peak signal-to-noise 
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ratio’ are the objective functions they employ to evaluate the colour image's quality 

(PSNR). 1.2 million old photos were utilised to train their CNN model. The models' 

MSE, PSNR, and accuracy are 6.08 percent, 34.65 dB, and 75.23 percent, respectively, 

according to the authors. 

 

Abhishek Pandey et al. [9] conducted a study where they employed a deep CNN 

autoencoder that incorporated pre-trained layers of InceptionResnetV2. The authors 

resized the images used in their experiment to dimensions of 256*256 pixels. The 

evaluation of the model was based on the mean squared error (MSE) metric. Their 

encoder is split into four sections. The feature extraction generator produces high-level 

features, whilst the encoder produces mid-level features. These features were 

subsequently combined in the fusion layer of the autoencoder. 

 

Baldassarre et al. [10] took a similar approach to the previously stated publications in 

their investigation. They coloured historical photographs as part of their task. They 

utilized approximately 60,000 photos as validation data, with a 10% data split and a 

batch size of 100. The writers recolored the grayscale using the CIE Lab colour system 

images. Several test cases were used to train the model. According to the authors, the 

model can colourize some photos with an accuracy of up to 80%. 

 

In their research on automatic image colorization, Kotala et al. [11] took a similar 

technique to Zhang et al. They chose pictures from the ImageNet library, scaled them to 

224*224 pixels, and then used those pictures. They used a CNN architecture, similar to 

Zhang et al., that was modelled after a VGG-style network and consisted of several 

convolutional blocks. The output colour was chosen by the authors using multinomial 

log loss as a criterion, and it was then used to colour rebalancing. 

 

Nguyen et al. [12] presented a unique methodology f for colorization of ukiyo-e—a 

Japanese painting genre—using deep learning techniques, in their study. To distinguish 

style from content, the authors utilized a pre-trained convolutional neural network that 

was originally designed for image categorization. They subsequently proposed an 

approach to colorize grayscale images and merge their content with the separately 

identified style, resulting in a colorized output. 
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In their study, Charpiat et al.[13] used a machine learning strategy for automatic image 

colorization. Support vector machines (SVM) were utilised to do this. The authors 

employed the CIE Lab colour space to transform grayscale to colour images. Until the 

prediction step, their method keeps the images' multi-modality. In contrast to previous 

methods that used manual selection of spatial coherence criteria, this framework 

provides a logical way of learning local colour predictors along with spatial coherence 

criteria. 

 

In his study, Stephen Koo[15] attempted to implement automatic image colorization 

using DCGANs (deep convolutional generative adversarial networks). They used the 

CIFAR-10 dataset to test their model. The collection contains 60,000 photos, each with 

a resolution of 32*32 pixels. Their basic method involves learning a mapping from 

grayscale to colour image space directly. The training process involved using batches of 

128 images for up to 125 epochs. The optimizer employed a learning rate decay of 

1*10-7. During training, the system achieved a training loss of 0.0071 and a validation 

loss of 0.0073. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



30 

 

 

 

CHAPTER - 4 

METHODOLOGY 

 

 

Figure 4. 1: Methodology 

 

Firstly, I downloaded and processed the data so if I talk about the data, the dataset 

includes 3000 RGB photos from different fields (forests, mountains, cities, etc.,). 

Thereafter formulated it in a grayscale image and rgb image and kept the batch size of 

64, image size of 120 and after that splitted the data to 2500 images because using all 

3000 images was in computational overhead so over here what we tried to use using pill 

library that we convert the rgb images into a grayscale image in order to have both 

grayscale image and the original rgb image so here we formulated an x and y for our 

model and then we splitted the data set for training purpose and the testing purpose. 

Now let's see how a generator was implemented, it had batch size of 64 and 120 by 120 

which was our image size and initially it would be one because the input to the 
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generator is a black and white image and the output is going to have a shape of batch 

size 64 120 by 120 image size and three because it is going to be an rgb image so we 

have a three convolutional layers we have convolutional 2d layer on each and the leaky 

relu activation function is being implemented on each layer subsequently bottleneck the 

latin representation z that has a stride of 1, activation function tanh and the padding is 

similar to the convolutional layer 3. After that we are going to concatenate all the layers 

in order to form our model and here during the concatenation we use the activation 

function relu moving towards the discriminator structure so if we talk about the 

discriminator structure for our project we have a standard convolutional neural network 

which is used for classification because the discriminator is going to find out that 

whether the data input to the discriminator was real or fake consequently, it will take an 

image and produce a likelihood indicating whether the image was created by the user or 

a generator., thus discriminator is a standard convolutional neural network in which we 

have four convolutional 2d layers the input layer has a size of 32 subsequently followed 

the hidden layers which have 64 128 and 256 size after that each layer has a max 

pooling layer after that these all layers are being flattened and throughout these steps 

value activation function is being used is relu and on the output layer we have sigmoid 

in order to classify the inputs whether it was a real image or a fake image. 

 

For a single step, we ran the generator once and the discriminator twice because reading 

different literature on gans we found out state of the art technique that discriminator 

needs to be run a greater number of times than generator. 

The generator develops itself to the point where it can mislead the discriminator by 

decreasing its loss. Fooling the discriminator results in the discriminator producing 

probability even for manufactured photographs (closer to 1.0). 

In order to maximise the discriminator's loss, created images would need to be 

accurately classified, and images from the dataset would need to produce good 

probabilities (closer to 1.0). 

The discriminator will be trained to yield probabilities that are closer to 1.0 for real 

photos (from our dataset) and closer to 0.0 for images created by the generator. The 

output probability for genuine photos for a discriminator that is "smart" will be closer to 

1.0. (coming from our dataset). Therefore, even if the images are fake, we are educating 

our generator to produce realistic images that will increase the discriminator output 

probabilities near 1.0. (not from our dataset, but from the generator). 
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4.1 Generator model 
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Figure 4. 2: Generator model 

 

The generator (denoted by G) will take a grayscale image x and generate an RGB image 

G (x). It should be noted that x will be a tensor of shape (batch size, 120, 120, 1), and 

the output G(x) will have a shape (batch size, 120, 120, 3). 

 

The encoder-decoder structure of the generator will be comparable to the UNet 

architecture. In addition, to have a large receptive field, we use Dilated convolutions. 

 

In order to improve the flow of information from the encoder to the decoder, we 

implement skip connections into our model. 
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4.2 Discriminator model 
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Figure 4. 3: Discriminator model 

 

The discriminator model, denoted by D, will output two probabilities from the real 

picture y (from the training data) and the generated image G(x) (from the generator). 

 

We train the discriminator in such a way that it can distinguish between actual and 

produced photos. As a result, we train the model to produce a 1.0 output for y and a 0.0 

output for G(x). 

 

We utilise soft labels that are close to 1 and 0 instead of hard labels such as 1.0 and 0.0. 

So, given a hard label of 1.0, the soft label will be (1−ϵ), with ϵ being randomly chosen 

from (0,0.1]. 
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CHAPTER - 5 

EVALUATION AND RESULTS 

 
For the evaluation of the model, I have implemented the loss functions for our GAN 

model. As you might know that we have two loss functions, one for the generator and 

another for the discriminator. 

 

For discriminator, we'll use the binary cross entropy as a loss function and 

For generator, we'll use the L2/MSE loss function. 

 

For optimization, The Adam optimizer is utilized, with a learning rate of 0.0005. 

 

 

Figure 5. 1: Loss vs Epochs 
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Moving to the results, the colorized output from the generator was really closer to the 

ground truth of the rgb original image. 

 
Figure 5. 2: Output 1 

 
Figure 5. 3: Output 2 

 
Figure 5. 4: Output 3 

 
Figure 5. 5: Output 4 
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The four state-of-the-art strategies that we used in this gan model are also advised by 

researchers for implementing the deep learning model. First, we used soft and noisy 

labels. Second, Adam was employed as an optimizer. Third, we trained the 

discriminator twice as much as the generator, and fourth, we chose relu as an activation 

function, which would greatly aid us in avoiding sparse gradients due to its lu 

decomposition. 
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CHAPTER - 6 

 

CONCLUSION AND FUTURE WORK 

 

The overwhelming results depicts the power of GANs and the disruption which can be 

brought through them. 

The colorized output produced by the generator was really closer to the ground truth of 

the rgb original image. 

By using this project, we can convert old b/w photo of our grandparents into colorized 

photo making that picture more memorable. 

We also aim to carry our work further by colorizing the videos too.  

Lastly, we want our model to be deployed on web platform, so that it is accessible for 

users worldwide. 
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