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 ABSTRACT  

  

In the age of digital connectivity, where a vast array of content is easily accessible, it has 

become increasingly difficult to find captivating and personally appealing material. 

Moreover, as the internet continues to expand at a rapid pace, more and more people are 

turning to OTT platforms and digital content providers, like e-books, to enhance their 

leisure activities. In response to this challenge, recommendation systems have emerged as 

indispensable tools that offer users customized content suggestions based on their 

individual preferences and interests. In this project, we aim to assess the effectiveness of 

three distinct methods: Neural Collaborative Filtering, Multilayer Perceptron, and Matrix 

Factorization. Our objective is to evaluate the performance and efficacy of these approaches 

in the context of our study. Neural Collaborative Filtering (NCF) is a powerful approach 

that combines the capabilities of neural networks with collaborative filtering techniques, 

enabling the generation of highly personalized recommendations. By leveraging the 

strengths of both neural networks and collaborative filtering, NCF excels at capturing 

complex patterns and relationships in user-item interactions, resulting in accurate and 

tailored recommendations for individual users. Matrix Factorization is a technique 

commonly employed in collaborative filtering-based recommendation systems. Its primary 

objective is to decompose a user-item interaction matrix into lower-dimensional 

representations. This approach assumes that the observed interactions between users and 

items can be effectively explained by a set of latent factors or features. By discovering these 

underlying factors, matrix factorization enables the system to make accurate predictions 

and provide recommendations based on users’ preferences and historical behaviour. The 

Multilayer Perceptron (MLP) is an Artificial Neural Network (ANN) architecture with 

interconnected layers of artificial neurons. It processes information in a one-way flow from 

input to output, without loops. Neurons apply nonlinear functions and pass outputs to the 

next layer. MLPs effectively capture complex data relationships for tasks like classification, 

regression, and pattern recognition. 
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CHAPTER I  

INTRODUCTION  

Recommender systems[1] and good recommendations are vital in the entertainment industry, 

specifically for movies and TV shows. They provide personalized experiences, help users discover 

relevant content, boost engagement, promote diverse options, enable targeted marketing, and 

enhance user satisfaction and loyalty. These systems analyse user preferences and behaviour to 

suggest tailored content, making it easier for users to find what they like. By offering enjoyable 

recommendations, users are more likely to stay engaged, explore new content, and remain loyal to 

the platform. Overall, recommender systems play a crucial role in enhancing the entertainment 

experience by connecting users with the content they love. 

1.1. Recommender Systems 

  

A recommender system is an information filtering system that provides personalized 

recommendations to users based on their preferences, past behaviour, and other relevant data. The 

primary goal of a recommender system is to suggest items or content that a user is likely to be 

interested in, thus improving their overall experience, and helping them discover new items they 

might have otherwise missed. 

Recommender systems are widely used in various industries, including e-commerce, streaming 

platforms, social media, and content providers. They utilize various algorithms and techniques to 

analyse user data and generate recommendations. Here are a few common types of recommender 

systems: 

1. Content-based filtering: This approach recommends items similar to the ones a user has 

shown interest in previously. It analyses the content or features of items and matches them 

to a user's profile or preferences[2]–[4]. 

2. Collaborative filtering: This method recommends items based on the preferences of similar 

users. It considers the behaviour and preferences of a group of users to find patterns and 
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make recommendations. Collaborative filtering can be further divided into two types: user-

based and item-based[5]–[7].   

• User-based collaborative filtering: It identifies users with similar preferences and 

recommends items that these similar users have liked or purchased[8], [9]. 

• Item-based collaborative filtering: It identifies items similar to the ones a user has 

interacted with and recommends those similar items. 

3. Hybrid recommender systems: These systems combine multiple approaches, such as 

content-based filtering and collaborative filtering, to provide more accurate and diverse 

recommendations. By leveraging the strengths of different techniques, hybrid recommender 

systems aim to overcome the limitations of individual methods[1], [10]. 

 

 

Recommender systems typically improve over time by collecting feedback from users and 

incorporating it into their recommendation algorithms. They can adapt to changing user preferences 

and adjust their recommendations accordingly. 

Receive Recommendations 

Users 

Recommendation System 

User Interface Database Recommendation 

Engine 

Users 

Figure 1.1 A simple Recommendation System 
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Recommender systems have emerged as indispensable tools across diverse domains, owing to their 

profound significance and impact. These systems revolutionize the user experience by providing 

highly personalized recommendations that are precisely tailored to individual preferences and 

interests. By analysing user data and behaviour patterns, recommender systems deliver 

recommendations that resonate with users on a deep level, resulting in heightened engagement, 

satisfaction, and a sense of delight. Through their ability to suggest relevant and diverse items, these 

systems enable users to embark on journeys of serendipitous discovery, unveiling new and exciting 

content, products, or experiences they might have otherwise missed. 

The influence of recommender systems extends beyond user satisfaction and engagement. In the 

realm of e-commerce and retail, they play a pivotal role in driving sales and generating revenue. By 

intelligently leveraging user browsing history and purchase behaviour, recommender systems can 

influence and guide users' purchasing decisions, significantly impacting sales figures. Through 

techniques such as cross-selling and upselling, these systems help businesses maximize the average 

order value and ultimately boost their bottom line. 

Furthermore, recommender systems possess a profound impact on customer retention and loyalty. 

By consistently delivering personalized recommendations that align with individual preferences, 

these systems foster a deep sense of user loyalty and satisfaction. Users who experience a seamless 

and enjoyable recommendation process are more likely to remain committed to a platform or 

service, reducing churn rates and increasing customer lifetime value. 

The benefits of recommender systems go beyond user-centric advantages. They contribute to 

efficient information filtering, particularly in platforms with vast content or product catalogues. By 

intelligently filtering out irrelevant or less interesting items, recommender systems assist users in 

navigating through the overwhelming volume of choices, saving them valuable time and effort. 

This streamlined and targeted approach enhances the overall user experience and alleviates the 

burden of information overload. 

Another crucial aspect is the role recommender systems play in empowering businesses with 

actionable insights. By mining and analysing user data, these systems provide valuable intelligence 

and deeper understanding of customer preferences, trends, and behaviours. Armed with this 
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knowledge, businesses can make informed decisions, optimize their product offerings, refine 

marketing strategies, and enhance the overall user experience. 

In essence, recommender systems are transformative tools that deliver personalized, engaging, and 

relevant recommendations. They unlock the power of discovery, foster user loyalty, boost sales and 

revenue, streamline information filtering, and enable data-driven decision making. As the digital 

landscape continues to evolve, recommender systems will remain an essential component of 

delivering exceptional user experiences and driving business success. 

1.2 Introduction to Techniques Used 

In this evaluation, the effectiveness of three techniques, namely Neural Collaborative Filtering 

(NCF)[11], Multilayer Perceptron (MLP)[12], and Matrix Factorization[13][14], is assessed. The 

objective is to compare and analyse the performance of these techniques to determine their 

effectiveness within the context of the study. 

Neural Collaborative Filtering (NCF)[11] is a powerful recommendation technique that combines 

neural networks with collaborative filtering. It addresses the limitations of traditional methods by 

using deep learning models to capture intricate user-item interactions. NCF transforms user and 

item features into dense embeddings, which are then processed through multi-layer perceptrons 

(MLPs)[12] to capture preferences and characteristics. By leveraging neural networks, NCF 

overcomes sparsity and scalability challenges in recommender systems, providing accurate 

recommendations even with limited data. Its scalability enables it to handle large-scale datasets and 

real-time scenarios. NCF's ability to model non-linear relationships allows it to capture complex 

user-item patterns, surpassing traditional methods. It has shown improved performance in tasks 

such as item recommendation and personalized ranking. Neural Collaborative Filtering represents 

a significant advancement in recommender systems, delivering accurate and personalized 

recommendations while overcoming challenges of sparsity and scalability. 

Matrix factorization[13][14] is a popular technique used in recommendation systems to analyse and 

predict user-item interactions. It simplifies the recommendation process by decomposing the user-

item interaction matrix into two lower-rank matrices: the user matrix and the item matrix. By 
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representing users and items in a lower-dimensional latent space, matrix factorization captures their 

latent preferences and characteristics. In matrix factorization, the user-item interaction matrix is 

typically a sparse matrix with users as rows, items as columns, and the observed interactions as 

entries. The goal is to find low-rank representations of users and items that can reconstruct the 

original matrix as accurately as possible. This is achieved through optimization algorithms such as 

gradient descent, which minimize the difference between the reconstructed matrix and the observed 

interactions. 

Matrix factorization[12] has several advantages in recommendation systems. It can handle sparsity 

and scalability issues commonly encountered in real-world datasets. By reducing the dimensionality 

of the user-item space, matrix factorization enables efficient computation and faster 

recommendation generation. It also provides personalized recommendations by identifying 

similarities between users and items based on their latent representations. Matrix factorization 

techniques, such as Singular Value Decomposition (SVD)[15] and Alternating Least Squares 

(ALS)[16], have been widely used and studied in recommendation systems. They have shown 

successful results in various applications, including movie recommendations, music 

recommendations, and personalized advertising. 

To summarize, matrix factorization is a powerful approach used in recommendation systems. It 

involves decomposing the user-item interaction matrix into lower-dimensional representations, 

which brings several advantages. Firstly, it allows for efficient computation by reducing the 

dimensionality of the problem. Secondly, it effectively handles sparsity in the data, which is 

common in recommendation systems. Lastly, matrix factorization enables the generation of 

personalized recommendations by capturing latent preferences of users. 

Multi-Layer Perceptron (MLP)[12] is a type of artificial neural network commonly used in 

recommender systems to capture complex patterns and make accurate predictions. MLPs consist of 

multiple layers of interconnected nodes, or neurons, with each neuron performing a non-linear 

transformation on its input. 

In the context of recommender systems, MLPs are employed to model the relationships between 

users, items, and their features. The input layer of the MLP represents the user and item features, 
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such as demographic information or item attributes, while the output layer represents the predicted 

user preferences or ratings for items. The intermediate layers, known as hidden layers, play a crucial 

role in learning the non-linear relationships and extracting relevant features from the input data. 

MLPs are advantageous in recommender systems for several reasons. First, they can handle non-

linear relationships between user and item features, which is crucial for accurately capturing the 

complex preferences and interactions in recommendation scenarios. MLPs are capable of learning 

intricate patterns that may not be captured by simpler linear models. Second, MLPs are highly 

flexible and can handle diverse types of input data. They can accommodate different types of 

features, including categorical, numerical, and text-based features. This flexibility allows MLPs to 

effectively utilize a wide range of data sources and capture rich representations of users and items. 

Third, MLPs can be trained using gradient-based optimization algorithms, such as backpropagation, 

which enable efficient and scalable training on large-scale datasets. This makes MLPs suitable for 

recommendation systems with vast user and item populations. Additionally, MLPs can be enhanced 

with regularization techniques, such as dropout or batch normalization, to prevent overfitting and 

improve generalization performance. They can also incorporate techniques like residual 

connections or attention mechanisms to further enhance the model's capability to capture important 

features and user-item interactions. 

Overall, MLPs provide a powerful framework for building recommender systems that can capture 

complex patterns, handle various types of data, and make accurate predictions. By leveraging the 

non-linear transformations and representation learning capabilities of MLPs, recommender systems 

can deliver more personalized and effective recommendations to users. 

1.3 Motivation 

Recommender systems play a crucial role in various domains, including e-commerce, 

entertainment, and personalized content delivery. These systems are designed to assist users in 

navigating vast amounts of information and making informed decisions by providing personalized 

recommendations. 

While numerous techniques have been proposed for building recommender systems, three 

prominent methods have gained considerable attention in recent years: Neural Collaborative 
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Filtering, Multilayer Perceptron, and Matrix Factorization. Each technique offers unique 

advantages and has shown promising results in different scenarios. However, there is a need for a 

comprehensive evaluation and comparison of these techniques to understand their relative strengths 

and weaknesses in terms of recommendation accuracy, scalability, interpretability, and adaptability 

to various datasets. This research aims to bridge this gap by conducting an extensive empirical 

analysis and evaluation of these three techniques. 

By investigating the effectiveness of Neural Collaborative Filtering, Multilayer Perceptron, and 

Matrix Factorization for recommender systems, this thesis aims to contribute to the existing body 

of knowledge by providing valuable insights into the performance and applicability of these 

techniques. The findings of this research will help researchers, practitioners, and decision-makers 

in selecting the most suitable technique for specific recommender system applications, ultimately 

enhancing user satisfaction, and improving the overall quality of recommendations. 

 

1.4 Objective 

The objective of this thesis is to evaluate and compare the hit ratio performance of Neural 

Collaborative Filtering, Multilayer Perceptron, and Matrix Factorization techniques for 

recommender systems. By calculating the hit ratio and analysing the results, this research aims to 

identify the strengths and weaknesses of each technique in terms of recommendation accuracy. The 

findings will provide valuable insights for selecting the most suitable technique based on hit ratio, 

enhancing the effectiveness of recommender systems. This research contributes to the existing body 

of knowledge by providing empirical evidence and recommendations for improving 

recommendation algorithms. 

1.5 Thesis Outline 

This research aims to assess the effectiveness of NCF, MLP, and matrix factorization techniques 

within the realm of recommender systems. The outcomes derived from this study hold value for 
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researchers seeking appropriate recommender systems for their own projects or desiring to compare 

performance benchmarks. 

 

The thesis is thoughtfully structured into five chapters. The synopsis of each chapter is as follows: 

Chapter 1: Introduces recommender systems, their significance, an introduction of the techniques 

employed in the study, the motivation driving this research, and the objectives. 

Chapter 2: Provides a comprehensive literature overview of recent advancements in recommender 

systems, with particular emphasis on NCF, MLP, and matrix factorization. 

Chapter 3: Expounds on the techniques, explaining their underlying principles and discussing the 

methodology employed in this study. 

Chapter 4: Presents the findings resulting from the application of the aforementioned techniques. 

Chapter 5: Summarizes the study's conclusions and outlines potential avenues for future research. 
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CHAPTER 2  

LITERATURE REVIEW  

The literature review section extensively examines the existing body of knowledge concerning 

recommender systems, with a particular focus on the three techniques being investigated in this 

study: neural collaborative filtering, multilayer perceptron, and matrix factorization. The main 

objective of this section is to provide a thorough understanding of the principles, methodologies, 

and applications of these techniques within the realm of recommender systems. By synthesizing 

and critically analysing previous research and scholarly works, the literature review establishes a 

foundational framework for comprehending the current landscape of recommender systems and 

identifying gaps in the existing literature. Through a systematic review of relevant literature, this 

section aims to establish the necessary context and theoretical foundations for evaluating the 

effectiveness and comparative performance of the selected techniques. 

 

2.1 Overview of Recommender Systems  

The first research paper on recommender systems is often attributed to the paper titled "GroupLens: 

An Open Architecture for Collaborative Filtering of Netnews"[17] published in 1994. The paper 

was authored by Paul Resnick, Neophytos Iacovou, Mitesh Suchak, Peter Bergstrom, and John 

Riedl from the GroupLens research project at the University of Minnesota. 

In this paper, the authors introduced the collaborative filtering approach and presented a system 

that recommended Usenet news articles to users based on their ratings and similarities to other 

users. They described the architecture, algorithms, and evaluation of their collaborative filtering 

system. The GroupLens project was influential in laying the foundation for collaborative filtering 

and sparked further research and development in the field of recommender systems. The concepts 

and techniques presented in this paper paved the way for subsequent advancements in personalized 

recommendation algorithms and the widespread adoption of recommendation systems in various 

domains. 
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Girsang et al.[5] built a recommendation system serves as a method to understand the preferences 

of consumers by presenting potential objects of interest. It aims to assist consumers in finding 

objects that align with their preferences, including popular recommendations like anime films. In 

this research, the focus is on recommending anime films based on the ratings of previously watched 

films. Collaborative filtering is employed as a technique, involving the calculation of similarities, 

predictions, and recommendations. The study utilizes a dataset from Kaggle, consisting of 73,516 

users and 12,294 anime. The viewing history of users is matched with the entire user history using 

the alternating least squares (ALS) method, enabling the recommendation of anime films based on 

the results. This method is expected to benefit millions of users in discovering the anime films that 

best match their preferences. 

Singh et al.[18] conducted a comprehensive study on recommender systems (RS), which have 

gained considerable research interest due to their ability to provide tailored suggestions to users, 

matching their interests in finding online items. The authors examined various recommendation 

approaches, addressed associated issues, and explored information retrieval techniques within the 

RS domain. Their study encompassed more than 1,000 research papers published by prominent 

publishers such as ACM, IEEE, Springer, and Elsevier, spanning from 2011 to the first quarter of 

2017. 

The research conducted by Singh et al. [18] yielded valuable insights for both current and future 

RS researchers, helping them evaluate and shape their research roadmap. By analysing the trends 

and findings, the authors aimed to contribute to the ongoing development and evolution of RS. 

Additionally, Singh et al. [reference] presented a forward-looking perspective on the future of RS, 

identifying potential research directions that could drive innovation in the field. Their work serves 

as a valuable resource for researchers seeking to understand the current landscape of RS and explore 

new avenues for exploration. 

2.2 Collaborative Filtering Techniques 

Schafer et al. [6] mention that collaborative filtering emerges as a potent personalization technology 

that drives the adaptive web, enabling the evaluation and filtering of items based on the opinions 

and preferences of others. It harnesses the collective wisdom of interconnected communities on the 
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web to handle substantial volumes of data. This exploration introduces the core concepts of 

collaborative filtering, highlighting its key applications in the adaptive web domain. It delves into 

the theory and practical aspects of CF algorithms, while also considering important factors such as 

rating systems and the acquisition of ratings. Evaluating CF systems and the evolution of interactive 

interfaces for enhanced user experiences are also discussed. Furthermore, privacy challenges unique 

to CF recommendation services are addressed, along with key research questions that continue to 

shape the field. Overall, this overview provides insights into collaborative filtering, its 

functionalities, and its role within the realm of personalized recommendations on the web. 

In a study conducted by Mishra et al. [9], the primary focus was centred around recent 

advancements in Collaborative Filtering Approaches, specifically utilizing Matrix Factorization 

Models and Nearest Neighbourhood Models. The Matrix Factorization Models encompassed 

various techniques such as SVD and PMF, which were explored in conjunction with newer models 

that incorporated implicit user feedback, such as SVD++ methods. Additionally, an extension to 

Factor Models using time SVD++ methods was investigated to account for temporal effects. 

Similarly, the Nearest Neighbourhood Models were examined, with an emphasis on recent 

advancements. This included an extension to the Global Neighbourhood Model and the Factorized 

Neighbourhood Model, both aimed at enhancing predictive accuracy. Furthermore, temporal 

dynamics were considered to enrich the overall accuracy of the models. 

The study provided a comprehensive overview of the following areas: an introduction to 

Collaborative Filtering Models, techniques for estimating baseline predictors with temporal effects, 

advanced dimensionality reduction techniques within Matrix Factorization Models, and the 

evolution of Nearest Neighbourhood Models incorporating temporal effects. 

2.3 Neural Collaborative Filtering 

Neural Collaborative Filtering was proposed in He et al.[11]. Neural collaborative filtering (NCF) 

revolutionizes the traditional collaborative filtering approach by integrating neural networks to 

create personalized recommendations. Collaborative filtering, a widely employed technique in 

recommendation systems, exploits user behaviour and preferences to generate suggestions. It 

operates on the assumption that users who shared similar preferences in the past will exhibit similar 
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preferences in the future. Conventionally, collaborative filtering employs matrix factorization 

methods to decompose the user-item interaction matrix into lower-dimensional latent feature 

vectors, representing users and items. These latent vectors capture underlying characteristics or 

factors influencing user preferences. Recommendations are then derived by measuring similarity 

between users or items in this latent space. 

NCF takes collaborative filtering a step further by incorporating neural networks, which are highly 

capable models for capturing complex patterns and nonlinear relationships in data. In NCF, neural 

networks are utilized to model the user-item interaction and directly learn latent representations 

from the raw data. This integration enables NCF to capture intricate user-item dynamics and provide 

more accurate and personalized recommendations. 

2.4 Multilayer Perceptron 

Recommender systems aim to personalize recommendations by predicting user preferences based 

on their past tastes. However, a common challenge faced by many recommender systems is the 

Cold-start problem, where the system struggles to provide recommendations for users with limited 

or insufficient information. In the study conducted by Alizadeh et al.[19], the authors propose a 

hybrid recommender system that combines collaborative filtering (CF) techniques and content-

based filtering (CBF) using an artificial neural network (ANN). The objective is to develop a model 

that is suitable for both cold-start users and regular users. To enhance the model's performance, 

Mutual Information techniques are utilized to select the most relevant properties. 

The proposed method is evaluated using MovieLens and Netflix datasets, and the results 

demonstrate that the prediction accuracy of the proposed approach outperforms other methods 

applied to the same datasets. The hybrid recommender system shows promising potential in 

addressing the Cold-start problem and providing more accurate recommendations for users. 

In another notable study conducted by Singh et al. [20], the significance of the perceptron model in 

the field of artificial neural networks was further emphasized. The research delved into the practical 

applications of the perceptron, its learning mechanisms, and the impact it has had on advancing the 

field of machine perception and artificial intelligence. The study provided valuable insights into the 
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concepts and workings of the perceptron, ultimately contributing to the broader understanding and 

development of neural networks. By incorporating the findings of Singh et al. [20], it becomes 

evident that the perceptron model continues to be a cornerstone in the field, driving advancements 

and enabling machines to learn and make intelligent decisions. 

2.5 Matrix Factorization 

In accordance with the paper published by Bell et al.[14] in 2009, matrix factorization techniques 

have emerged as a dominant methodology within collaborative filtering recommenders. The 

research, which drew insights from datasets like the Netflix Prize data, demonstrated that these 

techniques outperform classical nearest-neighbour approaches in terms of accuracy. One of the 

notable advantages of matrix factorization techniques is their ability to provide a compact and 

memory-efficient model that can be easily learned by systems. Moreover, these techniques naturally 

integrate crucial aspects of the data, including multiple forms of feedback, temporal dynamics, and 

confidence levels. This integration allows for a more comprehensive and nuanced understanding of 

the data, leading to improved recommendation performance. 

The findings presented by Bell et al.[14] highlight the convenience and effectiveness of matrix 

factorization techniques in collaborative filtering. By leveraging these techniques, recommender 

systems can generate accurate and context-aware recommendations, making them valuable tools in 

the field of personalized recommendation systems. 

Li et al.[13] highlights the significant emphasis placed by researchers and programmers on 

recommendation systems as a solution to tackle the challenges of information overload. They 

specifically focus on the collaborative filtering algorithm, which is widely used in this context. To 

enhance the algorithm's performance, the authors explore the application of Matrix Factorization, 

providing a comprehensive overview in this paper. They introduce the gradient descent technique 

employed in Matrix Factorization and elaborate on the procedures involved in Basic Matrix 

Factorization (MF), Regularized MF, and Biases MF. The study includes experiments that analyze 

and compare the performance of collaborative recommendation algorithms based on these three 

types of Matrix Factorization. By examining parameters such as the number of latent factors (K), 

the number of iterations (K), and the regularization coefficient (λ), the authors aim to optimize 
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algorithm accuracy. The findings of Li et al.[13] contribute valuable insights to the field of 

collaborative filtering and Matrix Factorization, providing guidance for researchers and 

practitioners seeking to enhance the performance and accuracy of recommendation systems. 
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CHAPTER 3  

METHODOLOGY  

  

The methodology section outlines the research approach and experimental setup employed in this 

study to evaluate the effectiveness of neural collaborative filtering, multilayer perceptron, and 

matrix factorization techniques for recommender systems using the MovieLens 20M dataset. This 

section provides a detailed description of the data collection and pre-processing steps, the 

implementation of the selected techniques, the evaluation metrics utilized, and the experimental 

design. By following a systematic and rigorous methodology, this study aims to ensure the 

reliability and validity of the findings, facilitating a comprehensive and comparative analysis of 

the techniques under investigation.  

  

3.1 Data Collection and Pre-processing  

  

In this study, the first step involved in the methodology is the collection and pre-processing of the 

MovieLens 20M dataset to ensure its suitability for evaluating the effectiveness of neural 

collaborative filtering, multilayer perceptron, and matrix factorization techniques for 

recommender systems. This initial step focuses on curating and preparing the dataset, ensuring its 

quality and relevance to accurately represent user preferences and interactions. By carefully 

processing the dataset, the study aims to establish a reliable data source for subsequent evaluations 

and analyses of the recommendation techniques. 

 

3.1.1 Data Collection 

 

The dataset used in this study is the MovieLens dataset, which is a collection of movie ratings 

obtained from the MovieLens website. The dataset is maintained by GroupLens, a research group 

at the University of Minnesota. It consists of multiple versions, including "25m", "latest-small", 

"100k", "1m", and "20m". 

The "25m" dataset is the latest stable version and is recommended for research purposes. The 

"latest-small" dataset is a smaller subset of the latest version that is regularly updated by GroupLens. 
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The "100k" dataset is the oldest version and includes demographic data in addition to movie and 

rating data. 

The "1m" dataset is the largest MovieLens dataset, containing demographic information along with 

movie and rating data. Lastly, the "20m" dataset is widely used in academic papers, alongside the 

"1m" dataset. 

This study uses the “20m” dataset. It has 20000263 ratings and 465564 tag applications spread 

among 27278 films. 138493 users between January 9, 1995, and March 31, 2015, produced these 

statistics. On October 17, 2016, this dataset was produced. Users who wanted to be included were 

chosen at random. All the individuals who were chosen had rated at least 20 films. There is no 

demographic data provided. Each user is represented by an id and no other data is provided. 

 

3.1.2 Data Pre-processing 

 

In this study, a subsampling technique is applied to the dataset to manage memory usage 

effectively. Specifically, only data from 30% of the users will be selected for analysis. The user 

selection process is performed randomly, ensuring a representative sample. 

After applying this subsampling approach, the dataset is reduced to 6,027,314 rows of data, 

representing user-authored movie reviews. These reviews are contributed by 41,547 users, 

providing a substantial amount of data for analysis. The resulting dataframe captures the user, 

movie, and corresponding review information for further examination and evaluation. 



 

  

20 

 

 

 

The timestamp column in the dataset provides valuable information about the date and time when 

each review was submitted, along with the corresponding rating. To ensure a reliable evaluation of 

the recommender system, the study adopts the leave-one-out approach for the train-test split 

strategy, leveraging the timestamp column. 

Under this approach, the most recent review for each user is selected as the test set, while the 

remaining reviews are utilized as training data. This strategy avoids potential biases introduced by 

using a random split, which may lead to unfair evaluations. By considering the temporal aspect of 

the data, the train-test split technique helps prevent data leakage and look-ahead bias, enabling the 

trained model to demonstrate better real-world performance. 

The adoption of the leave-one-out approach and careful consideration of the timestamp column 

contribute to the development and testing of the recommendation engine, ensuring the reliability 

and transferability of the trained model's performance. 

This explicit data is then converted into implicit data. If a user has rated a movie, then it is believed 

that user has interacted with the item, hence given the value “1”, i.e. (positive class). Rest of the 

Figure 3.1 Dataset view of Movielens dataset 
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movies for that particular user are given the value “0”, i.e., member of the negative class, that the 

user has not interacted with. 

 

 

3.2 Matrix Factorization 

Matrix factorization is a technique employed in collaborative filtering-based recommendation 

systems to break down a user-item interaction matrix into lower-dimensional representations. It 

assumes that latent factors or features underlie the observed user-item interactions. 

The user-item interaction matrix represents the historical behaviour or preferences of users towards 

items. It is typically a sparse matrix, with users as rows, items as columns, and entries indicating 

user-item interactions or ratings. Since most entries are missing, matrix factorization aims to fill 

these gaps by learning latent factors. 

Users and items are represented as vectors in a latent space through matrix factorization. By 

decomposing the user-item interaction matrix into these latent representations, it becomes possible 

to capture the underlying characteristics or factors influencing user preferences. Depending on the 

domain, these factors can correspond to genres, topics, or styles. 

The factorization process involves finding two matrices: the user matrix (U) and the item matrix 

(V). The user matrix contains the latent factors associated with each user, while the item matrix 

Figure 3.2 Implicit Dataset 
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contains the latent factors associated with each item. The product of these matrices, U * V^T, 

approximates the user-item interaction matrix. 

Optimization techniques such as gradient descent or alternating least squares are typically employed 

in the factorization process. The objective is to minimize the discrepancy between the approximated 

user-item interaction matrix and the observed interactions. This is achieved by adjusting the values 

in the user and item matrices to enhance the approximation. 

Once the factorization is learned, the model can generate recommendations by predicting the 

missing entries in the user-item interaction matrix. These predicted ratings or interactions are used 

to rank items and offer personalized recommendations to users.  

 

Input Data

Preprocessing and 
Encoding

Matrix Factorization

User Matrix Initialization 
and Factor Optimization

Item Matrix Initialization 
and Factor Optimization

Approximated Matrix 
Reconstruction

Recommendations

Figure 3.3 Matrix Factorization Framework 
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• Singular Value Decomposition (SVD)[15]: Matrix factorization in recommender systems is 

often based on Singular Value Decomposition (SVD). SVD is a mathematical technique 

that decomposes a matrix into three separate matrices: U, Σ, and V^T. U represents the left 

singular vectors, Σ is a diagonal matrix containing the singular values, and V^T represents 

the right singular vectors. SVD can be used to approximate the user-item interaction matrix 

by selecting a subset of the largest singular values and their corresponding singular vectors. 

• Latent Factors: The idea behind MF is to represent users and items as vectors in a latent 

space of lower dimensionality. The latent factors capture the underlying characteristics or 

features that influence user preferences and item properties. By learning these latent 

representations, MF can model the relationships between users and items based on their 

shared latent factors. 

• Sparsity and Missing Entries: The user-item interaction matrix in recommender systems is 

typically sparse, meaning most of the entries are missing because not all users interact with 

all items. MF addresses this sparsity issue by filling in the missing entries in the matrix 

using the learned latent factors. By reconstructing the matrix from the lower-dimensional 

latent representations, MF can estimate the missing values and make recommendations for 

the unseen user-item pairs. 

• Regularization: Regularization techniques are often employed in MF to prevent overfitting 

and improve generalization. Regularization terms, such as L1 or L2 regularization, are 

added to the objective function to encourage small values for the latent factors. This 

regularization helps in controlling the complexity of the model and mitigates the impact of 

noise and outliers in the training data. 

• Bias Terms: In addition to the latent factors, MF models may incorporate bias terms to 

account for user and item biases. User bias captures the inherent tendencies of users to rate 

items higher or lower, while item bias represents the inherent quality or popularity of items. 

These bias terms help improve the accuracy of predictions by accounting for the baseline 

preferences and biases of users and items. 

• Optimization: MF models are typically trained using optimization algorithms like stochastic 

gradient descent (SGD)[20] or alternating least squares (ALS)[16]. These algorithms 

iteratively update the parameters (latent factors, bias terms) to minimize the objective 
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function. Gradient-based methods like SGD update the parameters by computing gradients 

of the loss function with respect to the model parameters, while ALS alternates between 

optimizing the user and item factors. 

• Matrix factorization has been widely used in recommender systems due to its simplicity, 

interpretability, and ability to handle sparse and missing data. However, it is worth noting 

that MF assumes a linear relationship between users and items and may not capture complex 

non-linear patterns in the data. To address this limitation, hybrid models combining MF 

with other techniques like content-based filtering or neural networks have been developed 

to leverage the strengths of multiple approaches. 

3.3 Multilayer Perceptron 

A multilayer perceptron (MLP) is an artificial neural network (ANN)[21], [22] architecture 

consisting of interconnected nodes or neurons organized in multiple layers. It operates in a 

feedforward manner, where information flows from the input layer to the output layer without loops 

or cycles. 

At its core, an MLP comprises individual neurons or units. Each neuron receives input signals, 

performs computations on them, and generates an output. The output of a neuron is determined by 

applying an activation function to the weighted sum of its inputs. 

The MLP typically comprises three types of layers: 

• Input Layer: The input layer receives the initial input data or features. Each neuron in the 

input layer represents a specific feature, and the values in these neurons propagate 

information to the subsequent layers. 

• Hidden Layers: Hidden layers exist between the input and output layers. They process the 

inputs received from the previous layer. An MLP can have one or more hidden layers, and 

each hidden layer contains multiple neurons. Neurons in the hidden layers compute a 

weighted sum of inputs, followed by the activation function, to produce their outputs. 

• Output Layer: The output layer generates the final output of the MLP. It receives inputs 

from the neurons in the last hidden layer and computes the final predictions or outputs based 
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on the specific task. The number of neurons in the output layer depends on the nature of the 

task. For instance, binary classification tasks typically involve a single neuron, while multi-

class classification tasks involve multiple neurons, each representing a distinct class. 

 

 

 

Connections between neurons in adjacent layers are associated with weights, which dictate the 

strength or significance of the connections. During training, the MLP learns the optimal values of 

these weights by iteratively adjusting them using a designated optimization algorithm (e.g., 

backpropagation). 

The activation function applied to the weighted sum of inputs within each neuron introduces non-

linearity to the MLP, enabling it to learn intricate patterns and relationships in the data. Common 

activation functions utilized in MLPs include sigmoid, tanh, and ReLU (Rectified Linear Unit)[23]. 

MLPs are potent models capable of approximating any continuous function given a sufficient 

number of hidden neurons. They have found wide-ranging applications, including pattern 

recognition, regression analysis, and classification tasks such as image recognition, natural 

language processing, and recommendation systems.  

Figure 3.4 Multilayer Perceptron [26] 
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Multilayer perceptrons (MLPs) have indeed been utilized in recommendation systems to model 

user-item interactions and provide personalized recommendations. Here is a general outline of how 

MLPs can be applied in recommendation systems: 

• Data Representation: The user-item interaction data is typically represented as a sparse 

matrix, with users as rows, items as columns, and the entries representing user-item 

interactions (e.g., ratings, clicks, purchases). This matrix serves as the input to the MLP-

based recommendation model. 

• Input Encoding: The data needs to be encoded in a suitable format to be fed into the MLP. 

One common approach is one-hot encoding, where each user and item is represented by a 

binary vector with a value of 1 in the corresponding ID position and 0 elsewhere. 

Alternatively, embeddings can be used to represent users and items as continuous low-

dimensional vectors, capturing underlying preferences and similarities. 

• MLP Architecture: The architecture of an MLP for recommendation systems typically 

consists of an input layer, one or more hidden layers, and an output layer. The input layer 

receives the encoded user and item information. The hidden layers apply non-linear 

transformations to the inputs, enabling the model to learn complex patterns and interactions. 

The output layer produces the final recommendation scores or predictions. 

• Training: The MLP is trained using an optimization algorithm, such as stochastic gradient 

descent (SGD), to minimize the prediction error between the model's outputs and the actual 

user-item interactions in the training data. The choice of loss function depends on the 

specific recommendation task, such as mean squared error (MSE) for rating prediction or 

binary cross-entropy for binary preference prediction. 

• Recommendation Generation: Once trained, the MLP can generate recommendations. 

Given a user, the MLP takes the user's encoded representation as input and produces 

recommendation scores or predictions for all items. The items with the highest scores are 

recommended to the user. The number of recommendations and any additional criteria (e.g., 

diversity, novelty) can be incorporated based on the recommendation system's requirements. 

• Evaluation and Iteration: The performance of the MLP-based recommendation system is 

evaluated using appropriate metrics like precision, recall, or mean average precision. Based 
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on the evaluation results, the model can be fine-tuned, hyperparameters optimized, and the 

training process iterated to improve recommendation quality. 

MLPs in recommendation systems can benefit from additional techniques, such as incorporating 

side information (e.g., item attributes, user demographics) as input features or applying 

regularization methods (e.g., dropout) to prevent overfitting. Hybrid models can also be developed 

by combining MLPs with other recommendation techniques like matrix factorization or content-

based filtering to leverage their strengths. 

3.4 Neural Collaborative Filtering 

NCF stands for Neural Collaborative Filtering, which is a recommendation algorithm that combines 

neural networks with collaborative filtering techniques. It was proposed as an extension of 

traditional collaborative filtering methods to leverage the power of deep learning models in 

capturing complex user-item interactions and generating accurate recommendations. 

Collaborative filtering (CF) is a popular approach in recommender systems that relies on user-item 

interaction data to make recommendations. It assumes that users with similar preferences in the past 

will have similar preferences in the future. CF can be categorized into two types: memory-based 

CF, which uses similarity measures between users or items, and model-based CF, which learns a 

model from the data. 

NCF, on the other hand, introduces neural networks into the collaborative filtering framework. 

Instead of relying solely on similarity measures or predefined models, NCF utilizes multilayer 

perceptrons (MLPs) or other neural network architectures to learn non-linear patterns and capture 

high-order relationships in the user-item interaction data. 

The key idea behind NCF is to represent users and items as dense, low-dimensional vectors in a 

latent space. These representations, often referred to as embeddings, are learned through the neural 

network model. By feeding the user and item embeddings into the network, NCF can make 

predictions or recommendations for unseen user-item pairs. 
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One common architecture used in NCF is the concatenation of user and item embeddings followed 

by a sequence of fully connected layers with non-linear activation functions. The network is trained 

using optimization techniques such as stochastic gradient descent (SGD) to minimize the difference 

between the predicted and actual user-item interactions in the training data. 

NCF offers several advantages over traditional collaborative filtering methods. It can capture more 

complex patterns and interactions in the data, handle sparsity and cold-start problems, and provide 

personalized recommendations. NCF has been applied successfully in various domains, including 

e-commerce, movie recommendations, and news article recommendations. 

However, it is worth noting that NCF requires a large amount of training data and computational 

resources due to the complexity of neural network models. Additionally, hyperparameter tuning 

and regularization techniques are crucial for achieving optimal performance and preventing 

overfitting. 

To encapsulate the key points, NCF is a recommendation algorithm that merges neural networks 

with collaborative filtering techniques. This fusion allows NCF to adeptly learn intricate user-item 

interactions and deliver precise recommendations. By harnessing the strengths of neural networks 

and collaborative filtering, NCF excels at capturing complex patterns and preferences, enabling it 

to surpass conventional collaborative filtering methods. The outcome is a recommendation system 

that offers highly personalized and accurate recommendations to users. 

 

 

3.4.1 The Framework for Neural Collaborative Filtering 
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• The input layer of the neural network is responsible for binarizing a sparse vector to identify 

user and item interactions. A value of 1 indicates that user (u) has interacted with item (i), 

facilitating person and object identification. 

• The embedding layer, which is fully connected, transforms the sparse representation into a 

dense vector. This layer utilizes user/item embeddings to generate latent vectors that capture 

underlying user/item characteristics. 

• The neural collaborative filtering (CF) layers employ a multi-layered neural architecture to 

transfer the latent vectors into prediction scores. This architecture enables the network to 

learn complex patterns and relationships within the user-item interactions. 

• In the final output layer, the network minimizes the pointwise loss or pairwise loss to 

generate the projected score. This process optimizes the model's performance by reducing 

the discrepancy between predicted scores and actual interactions. 

 

 

Figure 3.5 NCF Framework [27] 
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3.4.2 Training sample for NCF 

 

 

 

 

The input to the model consists of a one-hot encoded vector representing the person (userId = 3) 

and the item (movieId = 1). The genuine label for this input is 1, indicating that the user has 

interacted with the movie (a positive sample, such as giving it a rating). 

Figure 3.6 Training Sample 

Figure 3.7 NCF working on the training sample [28] 
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To obtain compact and dense user and item vectors, the user input vector and item input vector are 

separately passed through their corresponding embedding layers. These embedding layers 

transform the one-hot encoded vectors into lower-dimensional dense representations. 

The embedded user and item vectors are then concatenated together and fed through multiple fully 

connected layers. These layers apply various computations and transformations to learn complex 

patterns and relationships within the user-item interactions. Ultimately, this process outputs a 

prediction vector by mapping the concatenated embeddings. 

To determine the most likely class, a Sigmoid activation function is applied at the output layer. In 

the given example, since the predicted score of 0.8 is greater than 0.2, the model predicts the 

positive class (1) as the most likely outcome. 
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CHAPTER 4  

RESULT AND DISCUSSION 

The assessment of recommender systems requires the consideration of appropriate evaluation 

measures based on the test results. Unlike conventional machine learning projects, where metrics 

like Accuracy and RMSE[24] are commonly used for classification and regression problems, such 

measures are inadequate for evaluating recommender systems. Instead, specialized evaluation 

metrics tailored to the unique characteristics of recommendation tasks are utilized to assess the 

performance of these systems. 

4.1 Model Evaluation 

The evaluation technique used in this study is Hit Ratio@10[25]. 

It is important to note that the requirement for successful recommendations does not necessitate 

user interaction with every suggestion in the list. Instead, the presence of user interaction with at 

least one item in the list indicates the success of the recommendations. 

To replicate this assessment methodology, the following steps are conducted to generate a list of 

the top 10 items for each user: 

• Randomly select 99 items that the user has not interacted with. 

• Combine these 99 items with the test item (the last item the user interacted with). This results 

in a list of 100 items. 

• Apply the model to predict the probabilities for these 100 items. 

• Rank the items based on the predicted probabilities. 

• Select the top 10 items from the ranked list. If the test item is among the top 10, it is 

considered a hit.  

Repeat the procedure for each user and calculate the average number of hits. The average number 

of hits determine the Hit Ratio. 
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4.2 Result 

 

 

The evaluation of recommender system techniques, including Neural Collaborative Filtering 

(NCF), Multilayer Perceptron (MLP), and Matrix Factorization (MF), based on hit ratio yields 

interesting findings. NCF demonstrates the highest hit ratio of 80%, indicating its effectiveness in 

accurately recommending relevant items to users. Following closely, MF achieves a hit ratio of 

75%, showcasing its ability to generate personalized recommendations. However, MLP obtains a 

slightly lower hit ratio of 73%, suggesting potential limitations in capturing user preferences 

effectively. These results underscore the varying performance of the evaluated techniques and 

emphasize the importance of selecting the appropriate method for achieving accurate 

recommendations in different scenarios. 

 

 

S. No. Technique Hit Ratio@10 

1 Matrix Factorization 0.75 

2 Multilayer Perceptron 0.73 

3 Neural Collaborative Filtering 0.80 

Table 4.1 Hit Ratio of Techniques Used 

Graph 4.1 Hit Ratio of Techniques Used 
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If the hit ratio is 0.80, it implies that 80% of the top 10 recommended items are relevant to the user. 

Essentially, when the recommender system suggests 10 items to a user, it is expected that, on 

average, 8 out of those 10 items align with the user's interests or preferences based on their past 

behaviour or choices. 

In the leave-one-out evaluation approach used in this study, a hit ratio of 80% for NCF implies that, 

on average, the item from the test set will be recommended to the user 8 out of 10 times. For MF, 

the hit ratio of 75% means that the item will appear in the recommendations approximately 7.5 

times out of 10 on average. MLP achieved a slightly lower hit ratio of 73%, indicating that the item 

will be suggested around 7.3 times out of 10. 

A higher hit ratio indicates better performance in terms of recommending relevant items. It signifies 

that a larger proportion of the top recommendations are in line with the user's preferences.  

4.3 Discussion 

For making a recommender system, there can be various techniques used. In this study the 

techniques that were used give a hit ratio of 80% for NCF, 75% for MF and 73% for MLP. The 

analysis of recommendation performance reveals interesting findings for the evaluated techniques: 

neural collaborative filtering (NCF), matrix factorization (MF), and multilayer perceptron (MLP). 

NCF achieved the highest performance, accurately recommending items that align with user 

preferences. MF closely followed, generating personalized recommendations tailored to individual 

users. MLP achieved slightly lower performance, suggesting potential limitations in capturing user 

preferences effectively. These results highlight the varying capabilities of the techniques and 

emphasize the significance of selecting the appropriate approach based on the specific requirements 

of the recommender system. 
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CHAPTER 5  

CONCLUSION AND FUTUREWORK  

 

5.1 Conclusion   

In the present work carried out, the effectiveness of the techniques Neural Collaborative Filtering 

(NCF), Multilayer Perceptron (M LP) and Matrix Factorization (MF) is evaluated.  

Neural Collaborative Filtering gives the best Hit Ratio of 80% in comparison of 75% for Matrix 

Factorization and 73% for Multilayer Perceptron.  

For larger and much complicated dataset, it can be safely concluded that NCF stand superior to 

Matrix Factorization and Multilayer Perceptron. 

 

5.2 Future Work  

  

In this study 30% of the dataset was used to manage memory. A stronger system that has better 

processing power can include all of the data and give better results. 

This study does not include contextual information such as user demographics, temporal 

information (time decay: preferences of the user may change over time, and the relevance of 

historical interactions may diminish over time). 

Making a hybrid model that includes NCF, MLP or MF with some other techniques may give 

better results. 
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