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ABSTRACT

It is no secret that Android is one of the most widely used smartphone operating
systems globally, boasting a staggering 2.5 billion active users. However, data secu-
rity has become a crucial aspect of smartphone usage with the increasing reliance on
smartphones to store sensitive personal information. Unfortunately, many apps tend
to collect user data without the user’s knowledge or consent, which can harm data
security. To counter this, Android has included an inbuilt security feature called
app permission to enable users to control app access. This feature enables users to
grant or decline app access to various phone features such as camera, microphone,
and location data.

The study proposes two methodology for classification app permissions. Firstly,
static novel three-tiered system called APEC (App Permission Classification with
Efficient Clustering).The study provides an insightful analysis of app permissions
using a dataset of 2 million app permissions and app categories from the Google
Play Store. The static novel three-tiered system called APEC (App Permission
Classification with Efficient Clustering) aims to determine the safety of app permis-
sions based on their usage frequency within specific app categories. This system
categorizes apps into three levels, clustering, approval, and classification, to ensure
users can select appropriate permissions and developers can establish the minimum
requirements for their apps to function smoothly. To accomplish this, APEC uses
DBSCAN clustering to group apps based on their respective categories and evalu-
ate the safety of their permissions. Furthermore, it employs the Decision Tree and
Random Forest machine learning algorithms to classify new app permissions as safe
or unsafe. The proposed system achieved an impressive accuracy rating of 93.8%
and 95.8% using the Decision Tree and Random Forest algorithms, respectively.

Secondly, a dynamic methodology App Permission Classification Dynamic Model
(APCM) based on APEC with added features and capabilities. It keeps track of the
app permissions requested by various apps using a dataset of 2 million apps from the
Google Play Store to train a random forest-based model using DBSCAN clustering.
The APCM analyses each permission request’s frequency in a category and creates
a frequency map accordingly. This model is critical in rating the app permission as
safe or unsafe by using DBSCAN clustering and predicting using a random forest
machine learning algorithm. The APCM further enhances the results by using PSO-
BO optimization over the random forest, which is considered a highly accurate
approach. The APCM provides a better experience and ensures that users can use
apps safely without any concerns about their security. By analyzing the frequency
of each permission request in a category, the APCM can identify safe and unsafe
permissions and ensure that users can use apps without any worries. This model
considers user preferences while classifying apps using the Dataset, ensuring a more
personalized and satisfying user experience. The APCM has achieved an impressive
accuracy of 87% in classifying an app’s permission as safe or unsafe. Overall, the
APCM is a highly innovative and effective approach that can help users ensure
their apps are safe and secure. The use of DBSCAN clustering and random forest
machine learning algorithms, and PSO-BO optimization ensure that the APCM is
highly accurate and can provide a reliable classification of app permissions. This
model is also highly user-friendly, ensuring users can use apps safely and securely
without concerns about their security or data privacy.
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Chapter 1

Introduction

1.1 Overview/Background

In the world of mobile technology, mobile markets play a critical role as distribution
centres for new mobile applications. Daily, countless new apps are being developed
and added to these platforms, providing people with various options. These apps
have become integral to people’s daily lives, whether for reading news, shopping,
or other tasks. Among the various operating systems available, Android stands out
for its user-friendly interface and simplicity, making it the most popular operating
system worldwide, with over 2.5 billion users [2]. Google’s App Store is the primary
platform for Android apps, with over 2 million apps already published. One of the
most remarkable features of this platform is that developers can create Android
apps without needing certification or validation before releasing them on the store.
It means that developers have immense freedom to create and publish apps, leading
to many choices for users. Compared to the Apple App Store, the Google Play Store
has fewer testing conditions for publishing an app. While Apple’s App Store has a
stringent review process, Google’s Play Store tends to be more lenient. It is another
reason many apps are available on the Google Play Store.

The Google Play Store is a popular platform for publishing apps, but this pop-
ularity also comes with its fair share of risks. One such risk is the potential for
unauthorized data access. The more apps available on the store, the greater the
likelihood of malware attacks. Unfortunately, monitoring the activities of all third-
party apps on the store can be challenging. While the Google Play Store takes
security measures and regularly removes apps that pose a threat, malware publish-
ers often find new ways to republish their apps, creating an ongoing challenge for
users and developers.

Android mandates that applications request permission before using specific data
and functionality. However, everything is at the user’s discretion to permit or restrict
permissions [3]. In order to perform their essential functions, more than 70% smart-
phone apps ask for permission to collect data that is not immediately necessary. On
the other hand, users frequently rush through the installation process and provide
all permissions. Furthermore, even if users pay attention to the permission request,
most lack the expertise to comprehend permissions and their possible consequences.
In order to properly provide permissions and prevent privacy violations, practical
permission suggestions offer users more information. There is no mechanism to help
Android users choose privacy-conscious and safe Android applications. Users must



manually verify permissions and rely on their understanding and knowledge of the
community’s comments and approvals, which rarely address security risks. Users
might not anticipate that third-party apps will track their whereabouts (such as
their homes or offices), and other private information (such as contact lists or SMS
logs) is a significant privacy threat. For example, if a user uses a newspaper app,
the app requests contact detail and camera permission which are of no use to the
app, but the user ignores it, resulting in the leak of personal data. There are several
cases of privacy threats in Android [4], including:

e Malware: Malicious software, or malware, can be installed on an Android
device without the user’s knowledge and collect sensitive information, such as
login credentials and financial information.

e Data Leakage: Android apps can access a wide range of sensitive informa-
tion, including contacts, location, and text messages, and potentially leak this
information to third parties without the user’s knowledge or consent.

e Phishing: Android users are the target of phishing attacks, which trick users
into giving sensitive information, such as login credentials, to a fake website

or app.

e Location tracking: Some apps access and track the user’s location without
their knowledge or consent.

o Unwanted Ads: Some Android apps have hidden ads that may pop up when
users are not using that app. These ads are undesirable and may contain
malicious links.

In Android apps, to access any hardware or software resources, the apps need
permission beforehand from the user to access the resources. From Android version
6.0, Google introduced a feature called runtime permission [5]. This feature gives
the user more control over the app’s permission. There are some issues due to a
need for more user awareness, user diligence, and risk assessment. In the Android
ecosystem, some apps may request extra permissions that are not directly related
to their core functionality. These additional permissions can pose a privacy threat
if not correctly managed.

Some common examples of extra permissions that apps generally request include
the following;:

o Access to the camera and microphone: Some apps request permission to use
the camera and microphone. These permission are not necessary for the func-
tioning of the app. It enables the app to monitor or record users without their
knowledge or consent.

o Access to SMS and call logs: Some apps seek access to the device’s SMS and
call logs. The app’s primary functionality does not need this permission. It
enables the program to gather personal information about the user’s contacts
and communication habits. It enables the developers to sell these data to ad
agencies and gain profit without the user’s knowledge.



e Location access: Some apps request permission to access the device’s location,
but it is not the app’s requirement to function. It allows the app to track
users’ location without their knowledge or consent.

e Contact access: Some apps request permission to access the device’s contact
list, even though the absence of this information does not affect the applica-
tion’s functioning. It gives the app access to personal information about the
user’s contacts.

The latest Android 12 update has released changes in the permission manage-
ment system of apps. However, the update sends the notification service for only a
few specific permissions. The privacy threat can be induced by other permissions as
well. New apps can also develop new malware techniques to threaten user privacy.
Hence, there is a need for new services on Android that can alert the user for safe
or unsafe and provide the user with a safe space to use applications.

Machine learning models can classify an app’s permissions as safe or unsafe.
The machine learning models can help in full vigilance of the device for any pri-
vacy threats. The previous studies categorize apps using three techniques: Static,
dynamic, and hybrid. The static approach does not alter the Dataset and remains
constant throughout the model. The dynamic approach periodically updates the
Dataset with new data and updates the model. The dynamic approach is the most
preferred for real-time service implementation in Android app permission manage-
ment. The hybrid approach is a mixture of static and dynamic approaches. It
inculcates the features of both static and dynamic approaches. The work introduces
the APEC model based on a static approach to predict whether the app permissions
are safe/unsafe due to low operation and maintenance costs compared to a dynamic
approach.



1.2 Motivation

In the modern era, privacy has emerged as a vital issue that demands attention. It
empowers individuals to have a say in using their personal information and ensures
they are not subject to unwanted scrutiny or judgement. However, the frequency of
data breaches has increased, which poses a considerable threat to the security and
privacy of users. Privacy is critical in shielding individuals from potential hazards,
including identity theft, fraud, stalking, and harassment. Keeping personal details
confidential makes it much harder for malicious actors to exploit individuals.

Furthermore, privacy significantly promotes mental well-being by providing a
space for introspection, personal contemplation, and relaxation. It enables individ-
uals to rejuvenate, stay in command, and safeguard their mental health. Ultimately,
privacy is essential to modern life, and its preservation should be a top priority.

Many Android app users have recently expressed concerns regarding privacy and
data breaches. These concerns have led to a general feeling of insecurity among
users uncomfortable with the extra permissions granted to these apps. It motivates
us to develop a secure system to detect any privacy issues arising from these extra
permissions. Our system allows users to control the amount and type of data they
share with these apps. This way, users can ensure their data is safe and not misused.
With our system, we can identify and eliminate unwanted permissions, making the
Android app space much safer for everyone.

1.3 Research Gaps

To effectively classify app permissions, the current clustering model needs improve-
ment. It enhances the model’s ability to differentiate between different permission
categories, resulting in more accurate classification. Improvements should focus on
refining the clustering algorithm to optimize the accuracy of permission grouping.
Additionally, the model should use feature engineering techniques to extend its ca-
pabilities.

Categorizing application permissions is a crucial aspect of user experience as
it provides valuable information to users regarding the permission requests made
by apps. However, it is equally important to understand how users perceive and
interpret these permission categories. Various research studies investigate user pref-
erences, comprehension levels, and decision-making processes. Such insights can
significantly aid in developing more effective and user-friendly permission classifica-
tion systems, ultimately enhancing the overall app experience for users.

Moreover, there has yet to be an approach that can dynamically classify app per-
missions. As a user, it is common to encounter permission requests while installing
an app or accessing particular features. These permissions can range from accessing
user cameras to using user location data. While granting these permissions at first
may seem necessary, user preferences may change over time. Therefore, it is crucial
to research ways that allow users to modify or revoke permissions after installation.
Doing so can provide valuable insights into user privacy preferences and control,
ultimately leading to a more secure and personalized user experience. It highlights
the need for further research and development in this area to address the growing
concerns of users regarding privacy and security in the digital world.



1.4 Problem Statement

The primary goal of this research is to provide an accurate and efficient system for
categorizing and labelling the permissions requested by mobile applications. The
purpose is to provide consumers with clear and intelligible information about the
precise resources and functionality that an app requires access to, allowing for in-
formed privacy and security decisions.

Another goal of dynamic app permission classification is to provide an adaptive
and context-aware system that allows users to amend or cancel permissions after
initial programme installation. The goal is to give consumers granular control over
app permissions while addressing emerging privacy concerns and preserving user
privacy and security. It also gives user preferences weightage, making the model
more accurate.

1.5 Proposed Solution

To effectively and precisely classify and categorize app permissions, work will em-
ploy a machine learning-based approach. This approach will encompass techniques
such as feature engineering, clustering algorithms, and user feedback. It will extract
the relevant features necessary for capturing the distinguishing characteristics of the
different types of permissions from the permission data. The DBSCAN clustering
algorithm will group similar permissions based on the category, and it will subse-
quently rate their extracted features as safe or unsafe. The work aims to provide
an effective and efficient app permission classification and categorization solution
by employing this machine learning-based approach. The solution will increase user
safety and security while using apps.

Static classification methods have been the go-to for classifying apps on the
Google Play store for quite some time now. However, these methods have their
limitations. One of the significant drawbacks of static classification is that it fails
to adapt to new apps added to the store. It can be frustrating for users who want
to find and download the latest apps but cannot do so because of the limitations of
the classification system.

The work proposes a dynamic app classification model to update frequently, en-
hancing the user experience based on new app introductions and updates. Moreover,
the dynamic model considers user feedback on app permissions, updating the model
accordingly. It results in a seamless user experience that feels more human-like and
less restrictive.

The dynamic model is far more robust and future-proof than static classification
methods. It can adapt to the ever-changing landscape of the Google Play store,
ensuring that users can easily find and download the latest apps. The dynamic
model provides users a more personalized and responsive experience by leveraging
user feedback and constantly updating itself.



Chapter 2

Literature Review

2.1 App Permissions in Android

The Android operating system incorporates various security features that protect
user privacy and prevent unauthorized access to sensitive device resources. Among
these features, app permissions are of particular importance. App permissions act
as gatekeepers and control which apps can access specific device features, data, and
functionalities. By explicitly defining and requesting permissions, Android ensures
that apps cannot access sensitive resources without the user’s knowledge and con-
sent.

The user receives a list of required permissions when installing or updating an
app. This list outlines the resources the app seeks to access, and the user can grant
or deny these permissions based on their understanding and trust in the app. This
user consent process is a critical aspect of app security, as it empowers users to take
control of their data and limits the potential for malicious or unwanted access.

Overall, app permissions play a crucial role in maintaining the security and
privacy of Android devices, and users are encouraged to carefully review and man-
age these permissions to ensure the safety of their data. In granting permissions,
users can be confident that the app only accesses the resources it needs to func-
tion correctly. Conversely, by denying permissions, users can protect their data and
privacy by preventing apps from accessing sensitive information or resources. The
Android operating system is designed with rigorous permission enforcement mea-
sures to ensure that apps comply with defined permissions. This system requires
apps to request permission to access protected resources explicitly. The app’s access
to that particular resource is restricted if the user does not grant permission. This
mechanism is put in place to safeguard user data and device functionality from ma-
licious external sources. Furthermore, the permission model is an essential privacy
safeguard that prevents unauthorized access to sensitive user information such as
contacts, location, or personal files.

Android has implemented a sandboxing security architecture to enhance the per-
mission model further. This security sandboxing mechanism works by isolating apps
from each other and the underlying system. This containment mechanism enhances
security and reduces the risk of data breaches, identity theft, or misuse of personal
information. Overall, the Android permission model and security sandboxing archi-
tecture work together to provide a secure and safe environment for users to operate
their devices and apps confidently.



When using apps on an Android device, Android invokes specific permissions
for the app to function correctly. These permissions can range from accessing basic
device features to using sensitive user data. Typically, when an app is installed or
updated, it will display a list of its required permissions. Users can then choose to
either accept or reject these permissions. The permission in

Developers provide predefined permission types corresponding to specific device
features or data in the Android operating system. For instance, an app may need
access to the device’s camera to capture photos or videos. Alternatively, it might
require access to the user’s contact list to read, write, or modify contact informa-
tion. Other common app permission requests include access to the device’s GPS or
network-based location information, access to the microphone for recording audio
or conducting voice-based operations, and the ability to send and receive SMS mes-
sages on behalf of the user. Finally, an app may also need access to the device’s
internal storage to read or write data. By granting these permissions, users allow
apps to access the necessary features and data they need to provide a seamless user
experience [5].

2.1.1 Types of permission in Android

In Android development, developers categorize permissions into different types to
ensure the safety and security of users’ data. These types include install-time permis-
sions, runtime permissions, and special permissions. The type of permission granted
to the app determines the scope of restricted data the app can access and the re-
stricted actions it can perform. The level of protection afforded to each permission
also depends on its type.

Install-time permissions: These are permissions that give the app limited access
to restricted data or allow the app to perform restricted actions that minimally affect
the system or other apps. Whenever a developer declares install-time permissions
in the app, an app store presents an install-time permission notice to the user when
they view an app’s details page. The system automatically grants the app permission
when the user installs the app. Android includes different sub-types of install-
time permissions, including normal and signature permissions, each with unique
characteristics and levels of access.

Normal Permissions: When utilizing an application, it is imperative to under-
stand the various permissions that dictate the app’s access level to data and ac-
tions. Users grant normal permissions for standard actions that do not significantly
threaten their privacy or other apps.

Signature permissions: Signature permissions are granted to apps signed by the
same certificate as the operating system or app that defines the permission. These
permissions are crucial for apps with privileged services, such as those dedicated to
autofill or VPN services. The system assigns a signature protection level to these
permissions to ensure only authorized entities can access them. By implementing
such measures, the system guarantees maximum safety and security for its users and
their data.

Runtime permissions: Runtime permissions, also known as dangerous permis-
sions, give the app additional access to restricted data or let the app perform re-
stricted actions that more substantially affect the system and other apps. Therefore,
the developer must request runtime permissions in the app before the developer can



access the restricted data or perform restricted actions. Many runtime permissions
access private user data that includes potentially sensitive information. Examples
of private user data include location and contact information. The microphone and
camera provide access to sensitive information. Therefore, the system helps the
developer explain why the app accesses this information. The system assigns the
dangerous protection level to runtime permissions.

Special permissions: Certain app operations require special permissions in order
to function correctly. It is important to note that only the platform and OEMs
can define these special permissions. These permissions safeguard access to highly
impactful actions like drawing over other apps. Users can navigate to the Special
app access page within their system settings to manage these permissions. This
page lists user-toggleable operations, and developers implement many of them as
special permissions. Users must exercise caution when granting special permissions
to ensure the security and stability of their devices.

Permission groups: When considering app permissions, it is essential to under-
stand that these permissions can be grouped into permission groups. A permission
group is a collection of permissions logically related to one another. To provide an
example, consider an application that requires the ability to send and receive SMS
messages. As these permissions pertain to the app’s interaction with SMS, they
would likely belong to the same permission group.

One of the primary benefits of using permission groups is that they help to
streamline the user experience. Rather than being presented with multiple prompts
for each permission, the user can instead be shown a single prompt that encompasses
all the permissions belonging to a particular group. Specifically, by grouping related
permissions, the system can minimize the number of prompts the user must navigate
when an app requests access to certain features.

It is unwise to assume that given permission will always be grouped with others
that developers might expect. It is worth noting, however, that permissions can
move between groups without warning. As such, it is essential to stay vigilant and
pay close attention to the specific permissions requested by each app developer [5].

2.2 Machine Learning Algorithm

2.2.1 DBSCAN clustering

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is a widely-
used clustering algorithm that is particularly useful for discovering clusters of irreg-
ular shapes and varying densities in spatial data. Unlike other clustering algorithms,
DBSCAN does not make any assumptions about the shape of the clusters, making
it a versatile tool for a wide range of applications.

The fundamental concept behind DBSCAN defines clusters in a dataset as dense
regions of points separated by sparser regions. The algorithm requires two essential
parameters: epsilon (¢) and minPts. Epsilon represents the maximum distance
between two points to consider them as neighbours, while minPts indicates the
minimum number of points required to form a dense region or cluster.

The DBSCAN algorithm works as follows: First, choose an unvisited data point
randomly and retrieve its e-neighbourhood, which consists of all the points within
a distance € of the chosen point. If the number of points in the e-neighborhood is



greater than or equal to minPts, the point is marked as a core point and assigned
to a new cluster. If the number of points in the e-neighborhood is less than minPts,
the point is classified as noise and left unassigned.

Once the algorithm identifies a core point, it retrieves all the points in its e-
neighborhood and adds them to the same cluster. The algorithm continues to expand
the cluster by recursively adding all the points within e distance of each other until
no more points can be added.

DBSCAN has several advantages over other clustering algorithms. It can identify
clusters of any shape, including non-convex shapes, and handle datasets with varying
densities. Furthermore, DBSCAN is robust to outliers and noise, which can be
automatically identified and excluded from the clusters [6].

2.2.2 Decision Tree

A decision tree algorithm is a powerful machine-learning tool for classification and
regression tasks. It involves constructing a tree-like model that makes decisions and
their potential consequences based on the features of input data. The algorithm
begins by selecting the best feature to divide the data using either Gini impurity
or information gain as measures. The root node is chosen feature, and the Dataset
divides into subsets based on the feature’s values. This recursive splitting process
continues until a stopping criterion is met, such as a maximum tree depth or a
minimum number of examples in a node.

Decision trees use pruning to avoid overfitting and remove unnecessary nodes.
At each leaf node of the tree, a prediction or decision is made based on the majority
class for classification or the average value for regression. This decision represents
the output of the decision tree.

One of the main advantages of decision trees is their ability to handle categorical
and numerical features, making them versatile in addressing complex relationships
between features. Additionally, decision trees are interpretable, allowing users to
understand how the model arrived at its decisions. Overall, decision trees are a
valuable tool in machine learning, offering a powerful means of data analysis and
problem-solving [7].

2.2.3 Random Forest

Random Forest is a highly popular and effective ensemble learning algorithm widely
used in various machine learning tasks, including classification and regression. Its
primary objective is to combine multiple decision trees to create a more robust and
accurate model.

Random Forest requires a labelled dataset in training and testing sets like any
machine learning algorithm. Each example in the Dataset has a set of features and
a corresponding target value. To achieve this, Random Forest follows a multi-step
procedure, starting with data preparation.

Next, the algorithm builds an ensemble of decision trees. Each tree trains on a
random subset of the training data, known as bootstrap sampling. Moreover, for
each tree, a random subset of features is selected to split at each node, known as
feature bagging or subsampling. This randomization helps in reducing overfitting
and promotes diversity among the trees.



After the ensemble of decision trees, each tree trains individually. During this
stage, the algorithm uses the training data provided for each tree to create a set of
rules for each node in the tree. The prediction uses rules to predict the target value
for new data points.

Finally, when making predictions on new data points, the algorithm aggregates
the predictions of all the decision trees in the ensemble to make the final prediction.
This approach helps reduce the variance and increase the model’s accuracy as a
whole [8].

2.2.4 Bayesian Optimisation

Bayesian optimization is an advanced and highly effective technique to identify the
optimal set of parameters for an objective function that is difficult and expensive to
evaluate. Bayesian inference and surrogate models are the basis of Bayesian Opti-
mization, which helps to explore and exploit the parameter space intelligently, mak-
ing it particularly useful when evaluating the objective function is time-consuming
or resource-intensive.

To understand how Bayesian optimization works in detail, it is first necessary
to define the objective function that needs to be optimized. It could be anything,
ranging from the performance of a machine learning model to the accuracy of a
simulation or any other metric that needs to be maximized or minimized. The next
step in Bayesian optimization is to define the search space of possible parameter
configurations. Parameter configuration specifies each parameter’s range or set of
values.

After defining the parameter space, the next step is to select an acquisition
function, which determines the utility or ”value” of evaluating a specific point in the
parameter space. Many different acquisition functions can be used, but some of the
most common ones include Probability of Improvement (PI), Expected Improvement
(EI), and Upper Confidence Bound (UCB) [9].

2.2.5 Particle Swarm Optimisation

Particle Swarm Optimization (PSO) is a widely used optimization algorithm that
draws inspiration from the collective behaviour of bird flocking or fish schooling.
A population-based metaheuristic algorithm searches for the optimal solution in a
multidimensional search space. The algorithm simulates the social behaviour of
particles that move around the search space to find the global optimum.

The PSO algorithm starts by randomly initializing a population of particles in
the search space. Each particle represents a potential solution to the optimization
problem and is assigned a position and velocity. The algorithm calculates the po-
sition of each particle by computing the objective function value. The objective
function determines the fitness or quality of a particle’s solution.

After evaluating the position of each particle, the algorithm updates the velocity
and position of each particle. The particles adjust their velocities based on their
historical best position (pbest) and the best position found by any particle in the
swarm (gbest). The velocity update equation is a weighted sum of the particle’s
current velocity, its historical best position, and the best position found by any
particle in the swarm. The position of each particle is then updated based on its
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new velocity.

The PSO algorithm iterates until it reaches a stopping criterion. The stop-
ping criterion can be a maximum number of iterations, a target fitness value, or a
user-specified time limit. Optimization problems such as parameter tuning, feature
selection, and function optimization use this algorithm [10].

2.2.6 Kafka and Hadoop

Apache Kafka is a powerful and widely-used distributed streaming platform that
can handle high-throughput, fault-tolerant, and real-time data streams. One of the
critical benefits of Kafka is its reliability and scalability as a message queue or event
streaming platform, which ensures that data is efficiently processed and delivered
in a fault-tolerant manner. It makes Kafka an ideal solution for organizations that
need to handle large volumes of data and want to ensure that their data processing
and delivery systems are both reliable and efficient.

One of the critical features of Kafka is its publish-subscribe model, which allows
data to be produced by various sources and consumed by multiple applications or
services. Organizations can easily share data across different departments, teams,
or companies. Kafka also provides powerful tools and features for managing and
monitoring data streams, including support for real-time data processing, automatic
data partitioning, and fine-grained access control [11].

Apache Hadoop is an open-source framework that enables distributed storage
and processing of large datasets across clusters of computers. At its core, Hadoop
consists of two primary components: Hadoop Distributed File System (HDFS) and
Hadoop MapReduce.

HDFS provides a distributed file system that can store massive amounts of data
across multiple machines, making it an ideal solution for organizations that need to
store and manage large datasets. Hadoop also provides various tools and features for
managing and processing data, including support for distributed data processing,
automatic data replication, and fine-grained access control [12].
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Chapter 3

Related Work

Park et al. (2018). [13] suggest categorizing applications into benign, suspicious,
and malicious categories based on their APIs and permissions. Level 1 includes
overviews of the network and system. Level 2 compares the permissions listed in
the classification. Level 3 matches the API’s interface, class, public method, and
permissions listed in the Level 2 classification. The authors developed the Yet
Another Recursive Acronym (YARA) Rules API, based on which they created a
permission-based classification system. They extracted the API, class, and public
methods from each application’s Android Manifest.xml and classes.dex files and
matched them with YARA Rules. They eventually increase users’ awareness by
informing them of the application’s behaviours and allowing them to decide whether
to download it to their devices.

Niu et al. (2018) [14] provide a dynamic Android permission management
method based on machine learning to enhance the permission approval mechanisms
used by Android. It provides dynamic administration by maintaining an active en-
titlement management database that tracks the status of each program entitlement
and can only use the permissions granted in the database. The proposed model uses
machine learning to classify programs, collect relevant data from databases, and
inform users of dangerous permissions. It finally changes the dynamic management
database in accordance with the user’s choice [14]. Users can stop unauthorized
users from accessing private data and sensitive APIs in real-time in this way. This
solution broadens authentication management options while enhancing multimedia
data’s security and dependability on Android devices.

Due to the volume of data that smartphone apps may access, platforms imple-
ment permission systems that allow users to control how applications access pro-
tected resources. If people are repeatedly requested to make security judgments
in harmless circumstances, they may become accustomed to it and approve all fu-
ture requests without considering the repercussions. To investigate, Wijesekera et
al.(2015) [15] analyzed the Android ecosystem and how frequently an Android app
collects user data. The paper also analyzed under what circumstances the apps ac-
cess the data from permission-controlled resources. They experimented with thirty-
six volunteers to investigate the frequency of apps that access the protected resources
when users do not expect them. The researchers asked the volunteers about the con-
dition in which they would like to control access to protected resources. They found
that 80% of the volunteers wanted to prohibit at least a single permission request
and that more than a third of the requests were invasive and should be blocked. [15]
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Sun et al. (2016). [16] proposed the Significant Permission Identification for An-
droid Malware Detection (SIGPID) method that identifies the crucial subset of the
permissions to overcome the malware problem on Android. It accurately identi-
fied Android malware detection using significant permissions. These outcomes are
favourable compared to those obtained by a method that employs both the dan-
gerous permission list and all 135 permissions. Compared to other cutting-edge
malware detection techniques, the SIGPID is more effective. For malicious apps,
it shows an accuracy of 93.62%. The authors introduced unknown malware apps
to test the model, and SIGPID showed an accuracy of 91.4% in classifying them.
SIGPID, when applied to a larger dataset and the most popular sixty-seven super-
vised machine learning algorithms with a dataset with 310,926 benign labelled apps
and 5,494 known malicious apps. The research shows that out of sixty-seven super-
vised machine learning algorithms, fifty-five achieved an F-measure of a minimum
of 85% [16]. F-measure is a performance measure defined as the harmonic mean of
precision and recall. It allows the model to evaluate precision and recall using a
single score.

SAMADroid is an innovative three-level hybrid malware detection model for the
Android operating system proposed by Arshad et al. (2018) [17]. The authors
examine and categorize detection methods for several existing Android malware
detection approaches. They developed an innovative three-layer hybrid malware
detection model for the Android operating system that combines the advantages
of three layers: 1) static and dynamic analysis, 2) local and remote host, and 3)
machine learning intelligence. Experimental data shows that SAMADroid achieves
high malware detection accuracy by ensuring power consumption and memory effi-
ciency [17].

Moussa et al.,(2017) [18] propose to Android Confidentiality Concern User Sup-
port Environment (ACCUSE) in this work, a strategy targeted at assisting users
in selecting apps based on their confidentiality concerns. It enables the user to as-
sess the danger of installing an app quickly and visually. The work defines three
risk factors by combining the frequencies of app necessary permissions in the three
classifications. ACCUSE tests on a real-world dataset of 11,576 Android apps and
a baseline of approximately 1000 known malware apps. The findings reveal that
ACCUSE consistently assigns high risk to known malware programs and exceeds
the state-of-the-art [18].

Lindorfer et al.,(2015) [19] propose MARVIN as a system that uses machine
learning approaches for calculating the risk of unknown Android apps. They pro-
posed a malicious score using a combination of static and dynamic approaches. They
have created one of the most extensive datasets for Android malware classification
dataset containing a hundred and thirty-five thousand applications. They added
labelled samples of malware apps to the Dataset. They calculated the retrieval in-
terval for updating the Dataset for the model’s long-term sustainability. They used
MARVIN to have an accuracy of over 98.24% [19].

Through their research, Roy et al.(2020) [20] effectively utilized static analysis
to link each app call to a specific feature, subsequently determining the frequency of
occurrence per feature by aggregating the results. The study successfully highlighted
the temporal bias present in previous malware detection methods and presented a
lightweight approach to address it. Utilizing the DREBIN dataset of 972 malicious
and 1100 benign apps, the researchers reduced the feature set to 50 using NMF,
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making the model both fast and lightweight for smartphones. The SVM classifier
demonstrated remarkable accuracy of 88.72% in accurately classifying malicious and
benign applications. However, the small feature set posed a disadvantage, resulting
in low accuracy in detecting malware apps, ultimately limiting its practical applica-
tion in the industry, particularly in handling new malware variations.

Manzil et al.(2023) [21]introduces a Hufman encoding-based feature vector gen-
eration technique to classify and detect banking, adware and sms malware. It uses
the frequency of system call as features using machine learning and deep learning
(MLP and CNN). The method gives an accuracy of 98.7% using Random Forest.

Martin et al.(2018) [22] developed CANDYMAN, a highly sophisticated tool that
employs dynamic analysis and Markov chains to classify Android malware families
accurately. The approach CANDYMAN uses entails extracting crucial information
from a given malware sample in the form of a series of states through dynamic
analysis. CANDYMAN uses a Markov chain to model the transition probabilities
between sequence states. Features in the classification process use the probabilities
from Markov chains, which helps to identify and classify malware samples accurately.
In order to test the proposed technique, CANDYMAN uses the space of features
to train traditional Machine Learning, including methods for unbalanced learning
and Deep Learning algorithms, across a dataset of malware samples from various
families. Unbalanced learning was included in the training process to ensure the
classifications were as accurate as possible.

Kabakus et al.(2018) [23] conducted a study that presents mad4a, a novel and
highly effective method for analyzing Android malware by integrating static and dy-
namic analysis techniques. By scrutinizing app permissions and network logs, this
approach uncovers the distinctive features of Android malware. The study’s find-
ings indicate that malicious programs have a much higher probability of possessing
overprivileged permissions than benign applications, with the malware app permis-
sion being eleven times more prevalent than benign. It suggests that the Android
ecosystem is vulnerable to attacks by malware that exploit app permissions to gain
control over sensitive user data.

Alzaylaee et al.(2017) [24] propose a hybrid test input generation approach com-
bining two tools - a state-based tool called DroidBot and a random-based tool known
as Monkey. This system significantly improves code coverage and the detection of
harmful behaviours in real-world devices. To prove the effectiveness of this approach,
the team conducted extensive testing on 2,444 Android apps from the Android mal-
ware genome project, including both benign and malware samples. The testing
results were promising, with the hybrid system proving to be highly effective in im-
proving code coverage and detecting harmful behaviours. The method significantly
enhances dynamic analysis code coverage and Android malware detection. Table
5.2 compares previous related works for their significant contribution and limita-
tions. The previous works show that the Dataset used was very small compared to
the variation of the apps in the Google Play Store and was not justifiable. Also,
the primary focus of the previous works was on malware detection but not on the
privacy concerns that arose from the apps’ extra permission requests. Hence a new
model is required to address the issue of privacy and data misuse due to the extra
permission requests by the apps.
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Table 3.1: Comparison Of Previous Work

Research Work | Type Approach | Contribution Limitation
According to The model is
the relevance limited to
of the feature 2200
Niu et al., . . . elements, the applications
(2018) [14] Classification | Static model converts and selected
the APK file from the
into a YingYongBa
multidimensional | store
vector. end
In terms of At the local host,
static analysis, no malicious
it outperforms activity detection
Drebin dataset is done.
Static It has also been As a result, if the
Arshad et al., Malware found that network link fails
(2018) [17] Detection and . SAMADroid or there is
Dynamic . .
has a minor congestion
performance at Channel, the
overhead on detection
the Android has been
smartphone. adhered too.
The model only
considers 23
permissions
Sun et al., Malware Static Multi-level out of 122
(2017) [16] Detection Data Pruning permissions.
The reduction
can result in false
classification.
Employs machine
learning
techniques Marvin does
and a cross not focus on
Lindorfer et al., | Malware . of Stati.c and permission being
(2015) [19] Detection Static dynamic safe or unsafe
approach but on whether

to evaluate
the risk posed
by untested
Android apps.

the app is
malicious or not.
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Chapter 4

Proposed Work

4.1 Preprocessing

4.1.1 Dataset

The Dataset consists of 2 million app data [25]. It contains the names of the apps’
permissions declared in their respective manifest files. The Dataset does not contain
any information on which category the app belongs. The category is an essential
factor in detecting app permission usage patterns. Adding the category becomes
essential, so we scrape the category from the Google Play Store using the app name
and app ID. The final Dataset merges the 2 million and the category datasets pre-
pared, merging both datasets based on the app i.d. The Final Dataset now contains
all the related data.

4.1.2 Feature Extraction

Feature Extraction is an integral part of the data preparation to get good results and
accurate predictions. The Dataset contains the app name, category, and permissions
requirement of the app. The app permission names are in text, and the text is not
processed in machine learning efficiently. The model creates a frequency map in
which each unique app permission converts to a column. For each app permission
the app uses, the model gives it a value of ’1’, and permission not used gives a value
of '0’. The data contains a category of the app and all app groups according to
category. The data includes the apps, but we must include frequency data according
to the category. The model calculates the sum of each unique app permission in
each category and creates the final Dataset.

4.2 Proposed static APEC model

This work proposes a novel three-tier model APEC (App Permission classification
with Efficient Clustering), which uses the static classification model to categorize
the permissions as safe and warning using a three-tier architecture based on the
app’s frequency of permissions. It uses a 2 million dataset comprising the name
of the app and all app permissions requested by the applications. The three-tier
architecture, as shown in Fig. 4.4 comprises:

e Group category
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Figure 4.1: Flow diagram of APEC

e Clustering and Approval

e (Classifier

4.2.1 Group Category

All apps of a category have similar requirements and permission required to function
[26]. The apps in the Dataset are scattered randomly. APEC groups the app based
on the category it belongs to. APEC calculates the sum of each unique permission
in every category on the basis requested by the apps. APEC creates a frequency
map of permissions based on the category containing the sum of each permission.

4.2.2 Clustering and Approval

APEC calculates how many permissions each program has in each group under a
particular category. When comparing the minimum and maximum numbers, the
sum of the unique permissions exhibits significant fluctuation. Normalizing the
sum of the permissions for each unique category helps remove bias. The K-means
algorithm and DBSCAN (density-based spatial clustering of applications with noise)
are the most popular unsupervised clustering methods. The K-means clustering is
effective in the construction of more than one cluster. K-means becomes ineffective
if there is only one cluster, hence not considering the K-means algorithm. In APEC,
the cluster is all unique categories taken individually. The DBSCAN operates in a
density model where the cluster is made based on the density of the point near the
core, which is ideal for single cluster clustering and fits the model’s requirement.

Fig. 4.2 shows the k-distance graph of the action category. It shows the line
approximately curves at a value of ¢ = 20. Hence, in DBSCAN clustering, the €
value will be in the neighbourhood of 20 to give an optimal clustering of the app
permissions of the action category. The hyperparameter essential for DBSCAN
clustering to work is epsilon €. The Epsilon is the max radius of the neighbourhood.
In this case, it is the number of most frequent app permission requested by the
applications. The k-distance graph calculates the optimal epsilon using different
epsilon values to test. When the line curves, the point is considered the optimal
epsilon value, and the cluster uses it for evaluation.
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Algorithm 1 Algorithm for DBSCAN

1:

Identify the core points with more neighbours than minPts by finding the points
in the e(eps) neighbourhood.

On the neighbour graph, find the associated components of core points while
ignoring any non-core points.

Allocate every non-core point to the cluster if it is a e(eps) neighbour; if not,
assign it to noise.

Test various values of €(eps) and minPts, and the optimal values form the best
cluster.

Calculate the k-distance for each category. Plot the graph of k-distance values,
and on the graph, find the point where the line curves offer the best e(eps)
neighbour value.

Calculate the k-distance for each app category and update clusters based on the
value of k.

]
Data Points sorted by distance

Figure 4.2: K-distance graph of Action category

Action

Sum of Apps using Permission
g g 8 2 g g

8

Name_of_permission

Figure 4.3: DBSCAN clustering of Action category
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APEC uses clusters to assign rank based on how frequently apps in each category
request permission. The cluster core contains the frequently requested app permis-
sions, and the outlier has fewer requested permissions. The approval is represented
by 1’ for the cluster’s core, showing that the permission is safe, and an unsafe ’0’ for
the cluster’s outlier, showing each category’s rare permissions requests. The clus-
tering gives the Dataset the ground truth values. The clustering, the unsupervised
learning method, does not need prior knowledge and recognizes the common pattern
to produce the ground truth values. It gives the approval data from the frequency
of the app permissions of each category.

4.2.3 Classifier

Google Play Store publishes new apps daily, and it is hard to keep track of the
permissions requests made by the latest apps. The classifier rates the permissions
of new apps based on category using the previous category data. The classifier
suggests to developers the most appropriate permission for the smooth functioning
of the app belonging to a category. The model uses the Decision Tree and Random
Forest classifiers to compare a two-dimensional feature containing the approval and
the category to which the approval belongs.
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4.3 Proposed dynamic APCM method

Fig.4.4 shows the flow diagram of the APCM model comprising of Clustering, Clas-
sification, Optimization, Data Streaming, Database and Updation.

4.3.1 Clustering

The Dataset initially does not contain information on whether the app permission
is safe or unsafe. The model uses DBSCAN clustering in which the cluster’s core
is the most used app permission in the category and marks them as safe. The app
permission that are outliers of the cluster are used less in the category, and the
probability of them being unsafe is very much, so the model marks them as unsafe.
DBSCAN clustering needs the k value to be adjusted to get an optimal core of the
cluster.

4.3.2 Classification

Introducing the new app daily in the google play store introduces new patterns that
the previous data library cannot handle. Hence, a machine learning algorithm must
find the pattern and help predict the new app permission class. The classification
uses a decision tree and random forest due to the multi-level data. However, the
decision could perform better than the random forest algorithm in the initial model
testing, so the model uses only random forest for prediction.

4.3.3 Optimization

PSO [10] has caught the attention of many academics, resulting in various variants
of the core algorithm and numerous parameter automation schemes. To optimize the
function, particle swarm optimization (PSO) requires no gradient knowledge. It is
conceptually elementary and uses only primitive mathematical operators. A swarm
of particles populated with several random potential solutions is a constituent of
classic PSO.

vi(t+ 1) = wvi(t) + crry (pp(t) i (t)) + cara(gp(t)zi(t)) (4.1)

where g, is the global best value, p, is the personal best of the loop, w is inertia
weight coefficient, ¢; and ¢y are the learning factors, r; and ry are random variables,
v; is the velocity of the particles and x; is the particle position.

PSO is generally alone and cannot adjust the hyperparameter values. So, Bayesian
optimization determines the optimal value of the function under the assumption that
the known finite sample points are present by creating the probability of the func-
tion’s output. Bayesian optimization is very data efficient and used when function
calculation costs are very high.

x = argmaz f(x) (4.3)

where f(x) is the objective function.
The model uses Particle swarm optimization [10] combined with Bayesian opti-
mization [9] over the random forest to optimize it for the prediction. It adjusts the
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Figure 4.4: Flow diagram of APCM

hyperparameters in the prediction model to produce efficient results. The optimiza-
tion also works at the updation step. When the model updates, it optimizes the
hyperparameters to produce efficient results.

Algorithm 2 Algorithm for PSO-BO

Initialize the hyperparameter .

Fort=1,2, .., T do:

Initialize random position and velocity of particles of the population.

Evaluate the fitness function of each particle.

Compare Particle’s p, with fitness calculated. If fitness exceeds p, then replace

Po-

6: Compare global best(g,) with current value. If the value exceeds g, replace g,
with the current value.

7. Calculate the value of position and velocity using eq(1) and eq(2).

8: Repeat from Step 4 until the exit criterion is met.

9: Maximize function and evaluate next point:x; 4

10: Evaluate objective function value.

11: Update data.

12: End for

4.3.4 Data Streaming

The model uses Kafka [11] as the data streaming service to introduce new data
to the model for dynamic analysis. Kafka can handle a large amount of data in
real time. Kafka also features low latency, high throughput, and high scalability,
making it reliable for data streaming services. The model uses Deephaven [27] as
the interface to test the model’s capability to work as a dynamic model. Deephaven
is highly configurable and supports the Kafka API. Deephaven links to a physical
database to store the results for the updation of the model. Deephaven supports
machine learning algorithms and fits perfectly for use in the proposed model.
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4.3.5 Database

The model uses Apache Hadoop [12] as the choice for the database to store the
results predicted by the model for the updation of the classification model. The
Apache Hadoop is highly scalable and allows distributed data processing, increasing
the data’s security and the model’s efficiency.

4.3.6 Updation

The new data introduction reduces the efficiency of the model. The new data is also
unknown to the machine learning model. The database stores newly introduced
data with the results and the changes made by the informed user. The new Dataset
again trains the classification model and updates the existing model. The updation
process repeats itself periodically to make the relevant changes. This process makes
the model robust and relevant for the new app introduction.
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Chapter 5

Result

5.1 Proposed static APEC method

The clustering algorithm is an unsupervised learning methodology. Our model uses
the DBSCAN clustering algorithm to rate the apps. Validation, or the objective and
quantitative assessment of clustering findings, is one of the clustering process’ most
challenging elements. Vendramin et al. (2010) [28] have developed various relative
validity criteria for validating clusters. However, global clusters do not make up all
data. Density-based clustering algorithms look for partitions with low-density areas
that include noise objects and high-density areas containing points (clusters, not
necessarily global). Relative validity indices developed for global cluster validation
may fail in certain instances.

To avoid the biases in clustering, the work takes a few steps while implementing
the DBSCAN algorithm.

e To calculate individual values of ¢ and minPts for every category, the work
uses the k-distance graph to increase the reliability of clustering.

e The work implements Density-Based Clustering Validation (DBCV) by Moulavi
et al. (2014) [29], explicitly designed for DBSCAN clustering to validate the
results. The data is unlabelled. Hence the model uses the internal indices to
give a score of clustering.

e Further validation of the result of clustering is done by manually verifying the
approval of permission for every category.

The cluster with validated results gives the highest accuracy in assigning the
approval to the permission. The validation decreases false true cases, making the
model more robust.

Fig. 4.3 shows the DBSCAN clustering of app permissions of the action category
of apps. The points represent the frequency of the different app permissions used
in the action category apps. The decision of permissions approval (safe/unsafe) is
according to the permissions’ frequency of the action category apps.

The classification model uses an 80-20 split of the 2 million app dataset. APEC
train the models with 80% of the Dataset and tests them with 20% of the Dataset.
To predict the class of permissions from 100,000 app data points, the classification
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Figure 5.1: Confusion matrix of APEC

Table 5.1: Comparison of accuracy of APEC with related work

Model Accuracy | Type

APEC 95.8% A .

Niu et al. (2018) [14] 93.5% PP PETHISSION
Arshad et al.(2018) [17] 93.62%

Sun et al.(2017) [16] 93.62% Malware detection

Lindorfer et al.(2015) [19] | 98.24%

model employs the Decision Tree and Random Forest algorithms. The hyperparam-
eters need to be adjusted to give the best-performing versions of the model. The de-
cision tree model adjusts max_depth and max_leaf; in the random forest, max_depth,
and min_sample_split. APEC adjusts the hyperparameters by using random values
and running the algorithm till the accuracy decreases linearly. On the testing, the
Decision Tree achieves an accuracy of 93.8% for permission classification, and Ran-
dom Forest achieves an accuracy of 95.8% for permission classification. Table 5.1
compares APEC’s accuracy with the previous work. With 95.8 % accuracy, the
APEC leads the classification class algorithms. It performs well in comparison to
the malware detection algorithm as well.

Only malware patterns and common traits are found in apps by malware de-
tection algorithms. However, the presence of privacy threat permissions in a non-
malicious application is also possible, which the malware detection algorithm cannot
detect. The APEC can detect the application’s privacy and extra permissions and
outperform malicious algorithms. A large dataset also plays an essential role in
APEC performance. The larger the Dataset, the more significant the algorithm
encountered various cases while training, resulting in more robust results. Fig.5.1
shows the confusion matrix using the random forest method. The performance
evaluation of the classification model uses other metrics, as accuracy can often be
subjective and a false representation of the results. Here precision and recall are
metrics to evaluate the correct prediction of the classifier using the confusion matrix
in Fig.5.1.

On calculation, the precision is 0.985, and the recall is 0.9637. These met-
rics show that the classification model correctly classifies the app permission as
safe/unsafe, with high precision and recall value. It signifies that 98% of the pre-
dicted safe permissions are actual safe permissions, and 96% of the total safe per-
missions are predicted as safe using the model.

The classification empowers the user to enable and disable the extra permissions
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requested by the apps. The approach also protects the honest developer, and the
model tells the developer the most popular apps in the category use which app
permissions. The model also helps determine the minimal permissions required for
the app to perform smoothly in a category.

A sample app from the Google app store is used to test the model. The app
belongs to the business category. The app acts as a personal sales tool, letting the
user know whether the user is at the desk or on the move. Streamline user workday
by adopting a mobile system. The app handles user requirements on the go and
helps boost mobile sales productivity with features like search, call, email, check-
in, locate leads nearby, and notifications. The app is perfect for field sales with a
highly interactive, user-friendly interface, offline access, and the ability to sync data
across all user devices automatically. According to the permission requested by
the app, a few concerning permissions are likely to produce privacy concerns if not
handled carefully. A few risky permissions are asked: find accounts on the device,
record audio, and read contacts on the mobile device. The APEC model using the
sample app data is used to predict the safe and unsafe permissions, where the safe
permission is "1, and the unsafe permission is ’0’.

5.1.1 Comparison with Android 12 update [1]

Android released a new update with significant changes in the app permission man-
agement in Android. Here is a comparison of updates in the app permission man-
agement with the proposed model.

e When an app uses the microphone or camera on an Android 12 or higher
version, an icon displays in the status bar. Compared to Android 12, the
proposed model does not restrict the notifications to only the microphone and
camera. It specifies permissions accessed by the app which are not commonly
used by apps in the selected category, ensuring robust security for the user.

e The Android 12 developer can query how the system organizes platform-
provided permissions into permission groups. The platform-provided permis-
sions are only a tiny part of the permissions accessed by the apps. The runtime
and special permissions also act as a threat to the user data. The proposed
model ensures the type of permission does not affect the permission approval
as the platform-provided are necessary for the fluid function of the apps. The
apps in the category will use that permission with high frequency.

5.2 Proposed dynamic APCM method

The cluster with validated results has the highest accuracy in assigning authorization
approval. Validation reduces false positives, making the model more resilient.

The prediction model uses random forest. The training of the random forest uses
70 per cent of the data. The testing phase uses 30 per cent of the data. The testing
data is divided into three parts to emulate a dynamic model interface. In testing
the update function, the parts of the 30 per cent data are updated periodically in
the model. The combination of all the data gives the final result.
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Table 5.2: Comparison of different methods on APCM

Model Accuracy | Precision | Recall
APCM without optimisation 82% 86.9% 86.5%
APCM with BO optimisation 85% 89.7% 89.4%
APCM with PSO-BO optimisation | 87% 92.3% 90.8%

5.2.1 The APCM model without the optimization

The model uses 70 per cent of data training data to train the model. The model
uses 30 per cent of the data for testing. Kafka then feeds the 10 per cent data to
the model, which is 200,000 app data, and the model gives an accuracy of 80 per
cent. The model stores the data in the database, and the updation step updates
the model using the data. The next part of the data again follows the same steps.
The model achieves an accuracy is 81.5 per cent. The APCM initiates the updation
stage. It retrains the model with the new data and updates the classification model
with the new data.

The model introduces the final half of the Dataset, giving an accuracy of 82 per
cent. The pattern in the testing phase; after introducing and updating new data in
the model, the model becomes more efficient. Compared to the industry standard
accuracy, the model could be more accurate.

5.2.2 The APCM model with the BO optimization :

Bayesian optimization uses a probability model on the function to produce efficient
hyperparameters. The model uses Bayesian optimization to optimize the hyperpa-
rameters of the random forest. The model’s training uses 70 per cent of the dataset
stream by Kafka. The model trains with Bayesian optimization optimizing the hy-
perparameters. The model tests 10 per cent of the data, and the model achieves an
accuracy of 83 per cent. Testing the model using the 10 per cent remaining 30 per
cent of data gives an accuracy of 82.5 per cent. Now the model retrains using the
additional 10 per cent of data used for testing. Now the model retrains on testing
data. The model again tests on 10 per cent of the remaining data. The model gives
a final accuracy of 85 per cent.

5.2.3 The APCM model with the PSO-BO optimization :

The model performs well with BO optimization, but there is scope for improve-
ment. There is evidence that PSO with BO optimizes well in Comparison to only
BO. The PSO is particle swarm optimization which optimizes based on the natural
phenomenon. The model with PSO-BO optimization trains on 70 per cent of the
Dataset. The model gives accuracy in Comparison with the industry standards.
The model tests on 10 per cent of the data on the first test. The model gives an
accuracy of 84 per cent. The model retrains on the training data used and tests
with 10% of the data. The model gives an accuracy of 86 per cent. On retraining,
the model in final testing gives an accuracy of 87 per cent.

TABLE 5.2 compares different optimization methods used by APCM. PSO-BO
optimization performs the best. TABLE5.3 compares the related work and APCM.
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Table 5.3: Comparison of accuracy of APCM with related work

Model Type Accuracy | Precision | Recall
APCM with PSO-BO optimisation | Dynamic | 87% 92.3% 90.8%
Martin et al. (2018) [22] Dynamic | 76.1% 75.5% 76%
Lindorfer et al.(2015) [19] Static 98.24% - -
Arindaam Roy et al. (2020) [20] Static 88.7% 89.5% 81.9%
Manzil et al. (2023) [21] Dynamic | 98.7% 98.7% 98.7%

APCM outperforms many dynamic and static methods. The performance of APCM
is low compared to [21]; since the latter uses methods on malware app detection,
APCM works on the app permission classification problem with significant variabil-

ity in the Dataset.
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Chapter 6

Conclusion and Future Work

Ensuring a safe environment on Android devices is crucial, and app permissions
play a vital role in protecting users’ privacy. However, excessive permission requests
can cause significant privacy concerns. The proposed methodology rates app per-
missions and suggests the most appropriate permission for users and developers.
This methodology, called App Permission Classification with Efficient Clustering
(APEC), employs a novel three-tier architecture to categorize app permissions based
on their frequency. This categorization helps identify the apps’ category and rec-
ommend the appropriate permission for their smooth functioning. APEC achieves
an accuracy of 93.8% using the decision tree and 95.8% using the random forest in
predicting the app permission as safe and unsafe. Moreover, APEC is a user recom-
mendation system that predicts extra permission based on the category trend. On
the developers’ end, this methodology helps them to minimize the required permis-
sion by analyzing the trends in the category. Thus, APEC is an efficient tool that
ensures privacy and security while providing a seamless user experience.

The work presents a unique and practical approach to enhancing the safety of
the digital ecosystem. The proposed App Permission Classification dynamic Model
(APCM) operates with the user to classify apps and evaluate their permission re-
quests. The model utilizes a frequency map and DBSCAN clustering to rate each
app permission request based on the category. To assist the user in selecting safe
permission, APCM deploys the random forest algorithm with PSO-BO optimization.
One of the significant advantages of APCM is its dynamic nature, which allows it
to update data periodically using KAFKA and Apache Hadoop database. This
feature ensures that the model remains future-safe and can accommodate newly
published apps seamlessly. In addition to considering user preferences, APCM also
updates the model based on user suggestions, providing a smooth experience for the
user. APCM evaluates accuracy using random forest with PSO-BO optimization,
achieving an impressive accuracy rate of 87%. Overall, this innovative approach is a
promising solution for improving the security of the digital ecosystem, demonstrat-
ing how dynamic methods can work symbiotically with users to create a more secure
online environment.

Developing an app or service for Android using the model can effectively reduce
security threats for Android users. However, the current research cannot suggest
app permissions in real-time, which can hinder users seeking a seamless and secure
experience. We can implement a real-time approach with the model, which provides
users with real-time suggestions during app installation. Users can make informed
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decisions regarding app permissions and ensure that user data remains protected.
Furthermore, the model can also be utilized as a security layer in the Google Play
Store while publishing apps. This feature can enable the scanning of app permissions
demanded by the developer and ensure that only safe and secure apps are available
to users. Overall, implementing APCM can enhance Android devices’ security and
provide users with a much smoother and more secure user environment.
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