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ABSTRACT 

 

The project aims to develop a deep learning model for automatic image captioning 

using the Flickr 8k dataset, which contains 8000 images with five captions each. The 

dataset underwent preprocessing that included lowercasing, eliminating 

connections and special characters, and developing a vocabulary of original terms. 

To feed the deep neural network, the visual data was converted into a fixed-size 

vector. Each word in the output of the model was preprocessed and encoded into a 

fixed-size vector. The Convolutional Neural Network (CNN), the Recurrent Neural 

Network (RNN), and the Long Short-Term Memory (LSTM) were the three 

classification methods that were taken into consideration for the model. The 

decision to use the LSTM was made possible by its capacity to resolve dependencies 

in sequence prediction issues and do away with the issue of long-term dependency. 

The BLEU Score, a metric for contrasting a generated sentence to a reference 

sentence, was used to assess the model's performance. The dataset was gathered 

from the University of Illinois at Urbana-Champaign, and to better comprehend the 

data, a lexicon named descriptions was created. A training set of 6000 photos, a 

development set of 1000 photos, and a test set of 1000 photos were created from 

the dataset. The BLEU Score was used to assess the performance of the model after 

it had been trained on the training set and tested on the test set. The project's 

outcomes show that the model generated correct image descriptions with good 

performance.  
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                                    CHAPTER 1 

                                                    INTRODUCTION 

 

 
The ability of computers to automatically create captions for images demonstrates their 

knowledge of the visual, which is a fundamental function of intelligence. A caption model 

needs to be able to explain the relationships between the objects in a picture in a language 

that is natural to humans, like English, in addition to identifying which objects are present 

in the image. 

 

1.1 Overview 

 
Image Caption Generator is one of the applications of deep learning in which the model 

receives the image and processes it before producing captions or descriptions based on its 

training. Sometimes, this prediction is not very accurate and results in useless sentences. 

For better outcomes, we require very strong computational capability and a huge dataset. 

We will now see some details regarding the dataset and the neural network's design for 

the image caption generator.   

 

The purpose of picture captioning is to use natural language to describe the objects, 

actions. The majority of picture captioning research has been on one-sentence captions; 

however, this format's descriptive power is constrained; a single sentence can only 

thoroughly explain a small portion of an image. Recent research has supported the use of 

image paragraph captioning, which would produce a paragraph (typically 5-8 sentences 

long) explaining a picture. Comparatively speaking, paragraph captioning is a more recent 

endeavour than single-sentence captioning. Strong single-sentence captioning models that 

are trained on this dataset result in repeated paragraphs that are unable to adequately 

characterise a wide range of visual characteristics. Even with beam search, the resulting 

paragraphs frequently repeat the same sentence with a small variation. Recent research 

has also succeeded in achieving the presence of attention, which can record and 

communicate information about the connections between some of the image's most 

prominent characteristics and clusters. 

 
A recent hot topic in computer vision and machine learning is teaching computers how to 

automatically create captions for pictures. Understanding image scenes, extracting 

features, and translating visual representations into plain languages are all components of 

this endeavour. The development of assistive technologies for people who are blind and 

assistance with the automation of captioning activities on the internet are two areas where 

this initiative holds considerable promise.  Numerous pertinent research papers have 

attempted to carry out this work over the past few decades, but they have run into a 

number of issues, including language issues, cognitive absurdity, and irrelevant 

information. However, several groups began investigating convolutional neural networks 

and recurrent neural networks to complete this task and saw incredibly promising results 

as a result of the unequalled advancement in neural networks. 



2 

 

An intriguing and difficult area of AI research is the topic of image captioning. The 

project's main goal is to develop a machine learning model that will provide captions that 

appropriately explain an image's contents. Usually, a sizable dataset of pictures and their 

related captions is used to train the model. The dataset is used to train the model to identify 

patterns in photos and teach it how to verbally describe them. 

 

The image captioning model can be trained and then utilised for a variety of purposes, 

including automatic picture tagging, image retrieval, and accessibility for those who are 

blind. Using image captioning to create better product descriptions, this technology can 

also be used to enhance the user experience in sectors like e-commerce. 

 

Overall, the subject of picture captioning is expanding quickly and has enormous promise 

to enhance human comprehension of and engagement with visual data. 

 

1.2 Motivation 

The motivation for the image captioning project is to make it possible for computers to 

comprehend visual content and convey it in natural language. By enabling us to extract 

important information from photos and videos without having to manually analyse them, 

image captioning has the potential to completely transform the way we engage with them.  

The improvement of accessibility for the blind is one of the main motives behind image 

captioning.  

 

Image captioning technology helps people with visual impairments understand visual 

content that they would not otherwise be able to access by providing precise descriptions 

of the visuals. This can enhance their quality of life and give them access to activities that 

they couldn't before. E-commerce and other sectors that largely rely on visual content 

have another motivation for image captioning: to enhance the user experience. Image 

captioning, for instance, can give prospective buyers more thorough and helpful 

information by automatically creating meaningful captions for product photographs. Sales 

may increase as a result, and clients may be happier.  

 

To increase the efficiency and precision of reporting, image captioning is also used in 

journalism and the media to automatically create captions for photos and videos. 

Additionally, the development of robots and autonomous vehicles can make use of picture 

captioning to help these machines comprehend their surroundings and communicate with 

them more efficiently. In general, picture captioning has the power to completely change 

how we interact with visual content as well as increase accessibility and user satisfaction 

across a variety of industries. 

 
It was extremely challenging even for advanced computer vision researchers before the 

development of deep neural networks. However, as there is progress in the field of deep 

learning, this above problem can now be solved quickly if a suitable dataset is available. 

Furthermore, Google picture search is built on the same premise. In Google Image Search, 

the image is first turned into a text caption, and then the search is conducted using the 
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resulting text caption. The real-life implementation of the above problem can be seen in 

the Google picture search. 

 

1.3 Research Gaps 

 
Despite the significant progress made in image captioning research, there are still several 

research gaps that need to be addressed. Generating precise and detailed captions that 

accurately convey the complex interactions between objects, events, and context in an 

image is one of the main issues in picture captioning. The capacity to create captions for 

photographs that comprise uncommon or unusual scenes or items is another research need 

in image captioning. Because they have not been trained on examples similar to this, 

existing models frequently have trouble producing proper captions for this kind of 

imagery.  

 

The ability to produce various and inventive captions is another difficulty in image 

captioning. The similarity or repetition of many existing models can restrict their utility 

in real-world applications. Additionally, there is still a need for greater study on the 

creation of picture captioning models that are flexible enough to be applied to new 

languages or domains.  

 

The generalizability of many existing models may be constrained because they were 

trained on large datasets that might not be representative of certain topics or languages. 

The ethical concerns of image captioning still require further study, particularly in relation 

to bias and privacy. It is possible that picture captioning algorithms could reinforce 

existing biases or stereotypes in their captions as a result of using biased data to train 

them. This could have detrimental social effects.  

 

In conclusion, despite the fact that there has been a lot of progress in the field of image 

captioning, more work needs to be done in this area before the technology can reach its 

full potential. 

 
1.4 Problem Statement 

 
The problem statement for an image captioning project is to develop a machine learning 

model that can generate perfect and descriptive captions for images. The project's 

objective is to make it possible for machines to comprehend the information contained in 

photographs and convey it using natural language, much like people do.  

 

The creation of captions that accurately reflect the information and context of a picture is 

one of the main issues in image captioning. This necessitates the model's capacity to 

recognise and pin down the image's constituent parts, actions, and relationships, as well 

as comprehend the overall context of the image's presentation. Creating unique and 

inventive captions is another difficulty.  
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The similarity or repetition of many existing models can restrict their utility in real-world 

applications. Additionally, there is a need to create picture captioning models that are 

simple to modify for use in other languages or domains. For this, the model needs to be 

trained on a variety of datasets that are typical of the target domain or language and have 

the capacity to transfer information between domains or languages. The ethical 

ramifications of image captioning must also be discussed, particularly as they relate to bias 

and privacy.  

It is possible that picture captioning algorithms could reinforce existing biases or 

stereotypes in their captions as a result of using biased data to train them. This could have 

detrimental social effects. An image captioning project's overarching issue statement aims 

to create a model that can reliably provide a wide variety of inventive captions for photos 

while simultaneously addressing the ethical ramifications of this technology. 

 

1.5 Proposed Solution 

 
The objective is to create a model that can produce relevant and accurate captions for 

photographs. A convolutional neural network (CNN) for extracting image features, a 

recurrent neural network (RNN) for producing captions, and a language model for 

assessing the quality of the produced captions make up the proposed solution, which 

follows a standard pipeline for image captioning. Data preparation is the initial stage of 

the suggested solution.  

 

We used the Flickr 8k dataset, which is made up of numerous pictures with associated 

captions. The images and captions are preprocessed by tokenizing the captions, shrinking 

the images to a predetermined size, and turning them from colour to grayscale. The last 

stage is feature extraction, which entails taking high-level features from the images using 

a pre-trained CNN.  

 

The VGG-16 model, which was pre-trained on the ImageNet dataset, is used in this 

instance by the authors. By eliminating the final layer, the VGG-16 model is adjusted, and 

the output of the subsequent layer is used to represent the image. These characteristics 

extract the most important information from the photos and give the captioning model a 

condensed representation.  

 

The Keras framework is used to build the captioning model. A series of visual features are 

used as the model's input and are then fed into a RNN equipped with LSTM units.  

 

The LSTM network can create captions word by word by recognising the sequential 

pattern of language. To create the probability distribution over the vocabulary, the LSTM 

network output is processed via a dense layer and a softmax activation function. The 

possibility that each word will appear as the subsequent word in the caption is shown by 

this distribution.  

 

Categorical cross-entropy loss and the Adam optimizer are used to train the model. The 

model learns to produce captions that are more likely to match the ground truth captions 

in the training data by being fed the picture features and the accompanying captions during 
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training. To reduce the difference between the predicted captions and the actual captions, 

the model's weights are iteratively modified.  

 

Evaluation is the last step, where the effectiveness of the generated captions is evaluated 

using a language model. The BLEU score is used to calculate how closely the calculated 

caption resembles the reference captions in the dataset. The NLTK library is used to 

determine the BLEU score. In conclusion, the suggested solution creates an image 

captioning model using deep learning methods and the Keras framework.  

 

The model may be trained to provide precise and insightful captions for images by 

combining a pre-trained CNN for feature extraction and an LSTM-based RNN for caption 

production. The method offers up opportunities for additional study and advancements in 

the field of image captioning and highlights the power of deep learning in handling 

challenging natural language processing jobs. 

 

1.6 Some Terminology 

 
Different terminologies are essential for comprehending and debating the methods and 

tactics used in the field of image captioning. Understanding and effectively 

communicating research findings requires familiarity with these terminology. Here are a 

few essential phrases that are frequently used in image captions: 

 

1.6.1 Convolutional Neural Network 

 

Convolutional Neural Networks (CNNs) have become an effective tool for creating textual 

descriptions for photographs, a technique known as image captioning. In this, we'll look 

at how CNNs are used for image captioning and go over the main steps. 

 

By creating human-like explanations for images, image captioning tries to close the gap 

between computer vision and natural language processing. CNNs, which were first 

developed for image classification tasks, have shown to be successful at sifting out 

important visual details from images. Following that, captions that appropriately reflect 

the content of the photographs are generated using these attributes. 

 

The steps involved in employing CNNs for image captioning are typically as follows: 

 

1. Image preprocessing: In order to standardise the input for a CNN, preprocessing 

processes are used before feeding a picture into the system. The image may need to be 

scaled down to a specific size, the pixel values may need to be normalised, and the 

image may need to be converted to an appropriate colour scheme. 

2. Feature extraction: To extract pertinent visual data from a picture, the CNN is utilised 

as a feature extractor. Multiple convolutional and pooling layers are applied to the 

input image as they learn to recognise various features at increasing abstraction levels. 

These layers are often pre-trained using methods like supervised learning on enormous 

datasets like ImageNet. A collection of high-dimensional feature maps are produced 

by the convolutional layers. 
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3. Sequence Modeling: Feature extraction is followed by the feeding of the features into 

a sequence model, frequently a Recurrent Neural Network (RNN) or a variant such as 

the Long Short-Term Memory (LSTM) or Gated Recurrent Unit (GRU). The sequence 

model produces a sequence of words as its output after receiving the feature maps as 

input. A learned representation of the picture features is often used to initialise the 

RNN's hidden state.  

4. Training: A sizable dataset of image-caption pairs is used to train the machine. The 

algorithm predicts the subsequent word in the caption based on the words that came 

before it and the attributes of the image during training. In order to reduce the 

difference between the anticipated and actual captions, the model's parameters are 

optimised using methods like backpropagation and gradient descent. The model's 

parameters are iteratively updated during this process to boost performance.  

5. Caption Generation: After being trained, the model can be used to provide descriptions 

for fresh pictures. In order to extract features, a hidden image is fed through the CNN. 

The trained sequence model receives the retrieved information and creates a caption 

word per word. In order to explore the universe of potential captions and choose the 

most plausible or diversified captions, this generation process frequently employs 

techniques like beam search or sampling. 

6. Evaluation: Determining the quality of the calculated captions, an evaluation is 

required. Comparing the generated captions to human-annotated reference captions is 

frequently done using metrics like BLEU (Bilingual Evaluation Understudy), 

METEOR (Metric for Evaluation of Translation with Explicit Ordering), and CIDEr 

(Consensus-based Image Description Evaluation). These measures take into account 

things like language fluency, semantic similarity, and n-gram overlap. 

 

In recent years, CNNs have been integrated with other cutting-edge methods, like 

reinforcement learning and attention mechanisms, to enhance the effectiveness of picture 

captioning systems. By using attention mechanisms, the model can simulate human 

attention by focusing on various areas of the image as it generates each phrase. By utilising 

reward-based feedback, reinforcement learning techniques offer a framework for directly 

optimising evaluation measures. 

 

In conclusion, CNNs have transformed the area of image captioning by making it possible 

to extract detailed visual information from pictures. The creation of illustrative subtitles is 

made possible by these qualities when used in conjunction with sequence models. CNNs 

are anticipated to continue playing a significant role in enhancing the precision and calibre 

of image captioning systems thanks to continuous improvements. 

 
1.6.2 Recurrent Neural Networks 

In the field of picture captioning, recurrent neural networks (RNNs) have proven to be a 

useful tool. The generation of descriptive captions for photos using RNNs and 

convolutional neural networks (CNNs) will be discussed.  

 

In order to bridge the gap between computer vision and natural language processing, image 

captioning entails creating textual descriptions for images that are human-like. RNNs are 
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very helpful in this task since they can model sequential data, which makes them suitable 

for creating captions word by word. 

 

The following steps are commonly included in the process of employing RNNs for picture 

captioning: 

 

1. Image Preprocessing: The initial stage entails preprocessing the input image, much as 

CNN-based image captioning. This might entail scaling the image, pixel value 

normalisation, and colour space conversion. 

2. Feature Extraction: CNNs are used to extract valuable visual features from the image 

through the feature extraction process. These features provide a condensed depiction 

of the image while capturing high-level representations of the visual content. By 

running the image through convolutional and pooling layers, popular pre-trained CNN 

architectures like VGGNet or ResNet are used to extract features. A collection of high-

dimensional feature maps are the result. 

3. Sequence Modelling: After the visual features have been extracted, the RNN can use 

them as input. To forecast the following word in the sequence, the RNN analyses these 

attributes along with the generated caption words. The vanishing gradient problem is 

addressed and long-term dependencies in the sequential data are captured by 

employing several variations of the RNN, such as the Long Short-Term Memory 

(LSTM) or Gated Recurrent Unit (GRU). The word with the highest probability is 

chosen as the predicted word after the RNN develops a probability distribution over 

the vocabulary. 

4. Training: A sizable dataset of picture-caption pairs is needed in order to train the 

picture captioning model. An image and the accompanying ground-truth caption are 

input to the model during training. The RNN generates words one at a time after being 

successively fed with picture characteristics. Using loss functions like cross-entropy 

loss, the generated captions are compared to the ground-truth captions. The model 

parameters are updated using backpropagation and gradient descent approaches, 

reducing the difference between the calculated and actual captions. In order to enhance 

the performance of the model, this training procedure is repeated over a number of 

iterations. 

5. Caption Generation: After being trained, the model can be used to provide descriptions 

for fresh pictures. In order to extract features, a hidden image is fed into the CNN. The 

trained RNN then creates a caption word by word using the extracted features. The 

model produces a cohesive string of words that serves as an illustrative caption for the 

image by using the output of the RNN at each time step as the input for the following 

time step. 

6. Evaluation: To determine the quality of the generated captions, an evaluation is 

required. Comparing the generated captions to human-annotated reference captions is 

frequently done using metrics like BLEU, METEOR, and CIDEr, which were 

described earlier. These metrics assess the calibre and applicability of the generated 

captions by taking into account elements such as n-gram overlap, semantic similarity, 

and language fluency. 

 

RNN-based image captioning systems have recently included cutting-edge techniques like 

attention mechanisms and reinforcement learning to boost their effectiveness. The 
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coherence and correctness of the caption are improved because attention processes let the 

model to concentrate on various areas of the image while producing each word. By 

employing reward-based feedback, reinforcement learning approaches offer a framework 

for directly optimising assessment measures, which improves caption creation. 

In summary, by modelling the sequential structure of captions and creating word-by-word 

descriptions for images, RNNs play a crucial role in image captioning. RNNs enable the 

creation of precise and contextually pertinent captions when paired with CNNs for feature 

extraction. RNN-based image captioning systems are anticipated to keep developing, 

enhancing the calibre and fluency of the generated captions, as a result of continuous 

research and developments. 

 

 

1.6.3 Long Short Term Memory 

Image captioning is one of many natural language processing (NLP) tasks for which the 

Long Short-Term Memory (LSTM) recurrent neural network (RNN) type has been 

extensively used. In this method, LSTMs are used to automatically create meaningful 

descriptions for photographs. We will go through how LSTM is used in the image 

captioning pipeline and its importance in this answer. 

 

The process of creating textual captions for images entails accurately describing the 

content of an image. It's a difficult process that calls for in-depth knowledge of both visual 

and textual material. Because it can handle sequential input and capture temporal 

dependencies, LSTM, a variation of RNN, solves the drawbacks of conventional feed-

forward neural networks. 

 

An image feature extractor and a language model are the two primary parts of the 

captioning pipeline in most cases. Convolutional neural networks (CNNs) are used in the 

image feature extractor to process input images and extract prominent visual features. 

Input for the LSTM-based language model, these features offer a condensed representation 

of the visual content. 

 

Using the visual cues as input, the LSTM-based language model successively predicts the 

words in the captions to produce captions. A sizable collection of captions and paired 

images is used to train the algorithm. The LSTM gains the ability to link the visual cues 

with the proper textual descriptions by being exposed to image-caption pairs during 

training. 

 

The input for the LSTM is the previously created word and the visual features at each time 

step. It is able to store knowledge throughout a long sequence of events because it adjusts 

its hidden state based on the input and context from prior time steps. The LSTM also keeps 

track of a cell state that aids in managing the transmission of information over time. For 

the purpose of creating logical and contextually appropriate captions, the capacity to recall 

pertinent information from the past is essential. 

 

A softmax layer is applied after the LSTM has processed the input and generated an output 

vector. The output vector is transformed into a vocabulary-specific probability distribution 
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via the softmax layer. This distribution shows the possibility that each word in the 

vocabulary will appear in the caption after it. In order to increase the chance of the goal 

caption given the input image, the model is optimised during training. 

 

By iteratively selecting words from the anticipated probability distribution, the LSTM-

based language model creates captions during inference. The model produces words one 

at a time, using the previous word as input to forecast the subsequent word. Until a 

predetermined termination condition (such as producing a particular end-of-sentence 

token) is satisfied, this process keeps going. 

 

Long-range dependencies can be captured in the textual descriptions, which is one of 

LSTM's primary advantages in image captioning. Because LSTM is sequential, it may take 

prior words' contexts into account when creating captions, assuring the consistency and 

contextuality of the created descriptions. 

 

Attention mechanisms can also be incorporated to improve LSTM-based image captioning 

models. The model may more effectively align the visual and textual features by focusing 

on various aspects of the image when generating each word thanks to attention processes. 

 

As a result, LSTM is essential for creating cohesive and contextually appropriate 

explanations for use as image captions. It is a good option for modelling the language 

production process in picture captioning pipelines because it can capture temporal 

dependencies and handle sequential data. 
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CHAPTER 2 

 

RELATED WORK 

 
The article "Image Captioning using Deep Learning: A Systematic Review"[1] presents 

a novel approach thorough analysis of the most cutting-edge methods for deep learning-

based picture captioning. The authors give a general overview of the fundamental 

elements of an image captioning system, such as text production, language modelling, 

and image feature extraction. The research gives a thorough review of the various deep 

learning architectures, such as convolutional neural networks (CNNs), recurrent neural 

networks (RNNs), and their combinations, that have been applied to image captioning. 

The authors also draw attention to the difficulties that picture captioning systems 

confront, including coming up with interesting and varied captions, handling uncommon 

and obscure objects or situations, and dealing with moral dilemmas like bias and privacy. 

In the research, many benchmark datasets—including COCO, Flickr30k, and MS 

COCO—that are frequently used for assessing picture captioning models are reviewed. 

The authors outline the evaluation metrics that have been employed in the literature, 

including BLEU, METEOR, and CIDEr, and they talk about their drawbacks. 

Additionally, the paper compares various cutting-edge picture captioning algorithms 

based on how well they perform on benchmark datasets. The authors identify areas that 

require additional research while also analysing the advantages and disadvantages of 

different models. The remainder of the study discusses potential directions for picture 

captioning research, including the use of extraneous data sources like common sense 

reasoning and attention processes to improve the model's ability to focus on important 

parts of the image. The paper's comprehensive review of contemporary deep learning 

approaches to picture captioning draws attention to both the challenges and the research 

opportunities in this field. 

 

The article "A deep learning-based image captioning method to automatically generate 

comprehensive explanations of bridge damage"[2] puts forth a novel technique for 

automatically producing captions that explain bridge damage in great detail. The authors 

create captions for images that identify the location, scope, and type of damage using 

deep learning-based image captioning approaches. The suggested technique entails using 

a collection of pictures of damaged bridges and their related captions to build a deep 

learning model. The model has been taught to provide captions that correctly identify the 

location, kind, and degree of damage in the image. To further raise the standard of the 

generated captions, the authors additionally use a reinforcement learning technique. The 

proposed method is examined in the research using a dataset of bridge photos and 

associated damage labels. The performance of their model is evaluated in comparison to 

a number of benchmark models, such as baseline models built using CNN, LSTM, and 

conventional computer vision. The outcomes demonstrate that the suggested strategy 

performs better in terms of caption quality and accuracy than the baseline models. The 

prospective uses of the suggested method are also covered in the study, such as in the area 

of bridge maintenance and inspection. According to the authors, maintenance tasks may 

be prioritised and inspection reports could be automatically prepared using the generated 

captions. Overall, the research introduces a novel technique for automatically producing 
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captions that fully describe bridge damage. To produce captions of a high calibre, the 

suggested solution makes use of deep learning-based picture captioning algorithms and a 

reinforcement learning algorithm. The results demonstrate that the suggested method 

outperforms a number of baseline models, and it has intriguing prospective applications 

in the field of bridge inspection and maintenance. 

 

The paper "Image Captioning with Deep Bidirectional LSTMs"[3] proposes a novel 

approach to image captioning using deep bidirectional Long Short-Term Memory 

(LSTM) networks. To create captions for photos, the authors present a model that 

combines a deep CNN and a bidirectional LSTM. In the suggested method, visual features 

are extracted using CNN and fed into a bidirectional LSTM to produce a caption. The 

model can capture both past and future contexts thanks to the bidirectional LSTM's 

processing of the input sequence in both forward and backward orientations. To help the 

network concentrate on important areas of the image while creating the caption, the 

scientists additionally included an attention mechanism in the model. The COCO dataset, 

a frequently used benchmark dataset for image captioning, is used in the research to assess 

the suggested approach. In terms of caption quality, the results demonstrate that the 

suggested model beats a number of baseline models using common evaluation metrics 

such as BLEU, METEOR, and CIDEr. The model is shown to be capable of producing 

precise and varied captions that accurately capture various features of the image in the 

paper's qualitative analysis of the generated captions. The authors demonstrate that their 

model produces results that are competitive by comparing it to other cutting-edge models 

in the literature. In its entirety, the research suggests a novel method for captioning images 

that makes use of deep bidirectional LSTMs and attention mechanisms. On the COCO 

dataset, the suggested method achieves state-of-the-art performance and illustrates the 

potential of bidirectional LSTMs for producing captions for images of high calibre. The 

paper also emphasises the value of attention processes for raising the standard and 

appropriateness of captions that are created. 

 

The paper "Convolutional Image Captioning"[4] proposes a novel approach to image 

captioning that combines convolutional neural networks (CNNs) with sequence models 

to generate captions for images. The authors present a method for creating captions for 

images that combines a CNN with an LSTM network. In the suggested method, visual 

features from the input image are extracted using a CNN and fed into an LSTM network 

to create the caption. To help the network concentrate on important areas of the image 

while creating the caption, the scientists additionally include an attention mechanism in 

the model. The proposed approach is assessed in the research using benchmark datasets 

from COCO, Flickr30k, and SBU. The findings reveal that the suggested model 

outperforms a number of cutting-edge methods in terms of caption quality, as determined 

by accepted assessment criteria including BLEU, METEOR, and CIDEr. The authors also 

carry out a number of ablation experiments to investigate the significance of various 

model elements. The results of the trials demonstrate the importance of the attention 

mechanism in raising the standard of the generated captions. The model is shown to be 

capable of producing precise and varied captions that accurately capture various features 

of the image in the paper's qualitative analysis of the generated captions. Overall, the 

paper suggests a novel method for captioning images that integrates CNNs with attention 

mechanisms, sequence models, and learning algorithms. The suggested method delivers 
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state-of-the-art performance on a number of benchmark datasets, showcasing the potential 

of CNNs for extracting visual characteristics and sequence models for producing 

excellent captions for images. The paper also emphasises the value of attention processes 

for raising the standard and appropriateness of captions that are created. 

 

The paper "Self-Critical Sequence Training for Image Captioning"[5] presents a novel 

method for creating captions for images that makes use of reinforcement learning to 

enhance the calibre of the captions produced. The authors describe a model that combines 

a CNN and an RNN using a self-critical sequence training technique. The model is trained 

using a reinforcement learning framework in the suggested approach, which maximises 

the projected reward, which is determined based on the calibre of the generated captions. 

The model can learn from its errors and enhance the quality of the captions it generates 

thanks to a technique the authors introduce called self-critical sequence training. The 

COCO dataset, a frequently used benchmark dataset for image captioning, is used in the 

research to assess the suggested approach. The findings reveal that the suggested model 

outperforms a number of cutting-edge methods in terms of caption quality, as determined 

by accepted assessment criteria including BLEU, METEOR, and CIDEr. The authors also 

carried out a number of ablation experiments to investigate the significance of various 

model elements. The results of the studies demonstrate how important the self-critical 

sequence training strategy is for enhancing the quality of the generated captions. The 

model is shown to be capable of producing precise and varied captions that accurately 

capture various features of the image in the paper's qualitative analysis of the generated 

captions. Overall, the research suggests a unique way for creating captions for images 

that makes use of reinforcement learning and a self-critical sequence training technique 

to improve the calibre of the captions produced. On the COCO dataset, the suggested 

method achieves state-of-the-art performance and illustrates the potential of 

reinforcement learning for producing excellent captions for images. The research also 

emphasises the significance of making mistakes in order to increase the calibre and 

applicability of the generated captions. 

 

 

The paper "Image Captioning with Semantic Attention"[6] proposes an image captioning 

model that uses a semantic attention mechanism to selectively attend to different regions 

of an image while generating a caption. The authors claim that attention processes can 

improve the relevance and accuracy of the generated captions by allowing the model to 

focus on the most instructional regions of the image. The proposed model consists of two 

components: an encoder and a decoder. The encoder, a convolutional neural network 

(CNN), uses the input image to extract data. Recurrent neural networks (RNNs), which 

produce captions word by word, serve as the decoder. The proposed model's most 

significant novelty is the addition of a semantic attention mechanism that selectively 

attends to various image regions based on their semantic significance to the generated 

caption. The COCO dataset, a well-used benchmark dataset for image captioning, is used 

by the authors to assess the proposed model. The findings reveal that the suggested model 

outperforms a number of cutting-edge methods in terms of caption quality, as determined 

by accepted assessment criteria including BLEU, METEOR, and CIDEr. The model's 

capacity to grasp the semantic content of the input image and produce precise and 

instructive captions is further demonstrated by the paper's qualitative analysis of the 
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generated captions. The model's attention maps produce information about the areas of 

the image that are most useful for creating captions. Overall, the research suggests a 

unique method for captioning images that selectively pays attention to various areas of 

the image depending on their semantic importance to the resulting caption. On the COCO 

dataset, the suggested method achieves cutting-edge performance and illustrates the 

potential of attention mechanisms for enhancing the relevance and accuracy of image 

captions. The research also emphasises how crucial it is to extract the image's semantic 

information in order to create captions that are instructive. 
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Table I : Summary of Literature Work 

 

 

Research 

Work 

Journal/Conference Algorithm 

Used 

Dataset Used Evaluation 

Measure 

Limitation 

C. Wang 

et al., 

(2016) 

[2] 

ACM international 

conference on 

Multimedia. 

Bi-LSTM 

and it’s 

deeper 

variants 

Flickr8K, 

Flickr30K, 

MSCOCO 

BLEU 

Score, 

METETOR, 

CIDEr 

It focuses on 

bidirectional 

LSTM models 

for image 

captioning 

. 

Q. You et 

al.,  

(2016) 

[3] 

IEEE Conference on 

Computer Vision 

and Pattern 

Recognition 

LSTM MSCOCO, 

Flickr30k 

BLEU 

Score, 

Meteor, 

Rouge-L, 

CIDEr 

It does not 

extensively 

evaluate the 

proposed deep 

bidirectional 

LSTM. 

P.J Chun 

et al., 

(2021) 

[4] 

Computer‐Aided 

Civil 

and Infrastructure 

Engineering 

Inception-

v3, GRU 

Self 

Generated 

Dataset 

BLEU 

Score 

It does not 

provide a 

thorough 

analysis of the 

generalizability. 

S.J 

Rennie et 

al., 

(2017) 

[5] 

IEEE Conference on 

Computer Vision 

and Pattern 

Recognition  

CNN, 

LSTM 

MSCOCO 

Dataset 

BLEU-4, 

ROUGEL, 

METEOR, 

and CIDEr. 

It does not 

explore the 

effectiveness of 

self-critical 

sequence. 

M. 

Chohan 

et al., 

(2020) 

[1] 

International Journal 

of Advanced 

Computer Science 

and Applications 

CNN,RNN, 

attention 

mechanism 

MSCOCO 

Dataset,Flickr 

30k, Visual 

Genome 

BLEU, 

ROUGE, 

METEOR, 

CIDEr, 

SPICE. 

It does not 

conduct a 

comprehensive 

comparison. 

J. Aneja 

et al., 

(2018) 

[6] 

Proceedings of the 

IEEE Conference on 

Computer Vision 

and Pattern 

Recognition (CVPR) 

(CNN) 

(LSTM) 

units. 

MSCOCO 

Dataset  

BLEU-4, 

METEOR, 

ROUGE, 

CIDEr 

It does not 

extensively 

evaluate the 

proposed 

convolutional 

image 

captioning. 
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CHAPTER 3 

 

PROPOSED WORK 

 
Using context-aware picture representation and multi-modal fusion, our proposed work in 

image captioning intends to improve the accuracy and coherence of generated captions. 
We will run comprehensive tests on benchmark datasets like MSCOCO and Flickr 8K to 

assess the suggested approach. Using well-known assessment measures like BLEU, 

METEOR, CIDEr, and ROUGE, we will compare the performance of our model against 

cutting-edge techniques. In order to judge the calibre and coherence of the captions 

created, we also intend to perform human reviews. 

 

We hope to make major strides in image captioning through the proposed effort, which 

could have applications in content comprehension, image indexing and retrieval, as well 

as assistive technology for the blind. 

 

3.1Preprocessing 

We will take a number of important actions during the preparation stage of our picture 

captioning project to get the data ready for training and evaluation. In the beginning, we 

will compile a sizable dataset of pictures with corresponding captions. The photos will 

then be preprocessed by being resized to a standard size and having their pixel values 

normalised. To extract high-level visual information from the photos, we will additionally 

make use of deep convolutional neural networks (CNNs) that have already been trained. 

We will tokenize the captions into individual words for the textual data and construct 

vocabulary mappings. In order to improve the dataset's quality and diversity, we will also 

apply approaches like data augmentation and filtering. 

 

 
3.1.1 Dataset Introduction 

The Flickr8k dataset is a popular benchmark dataset for image captioning tasks. It has 

8,000 photos and 40,000 captions altogether. Each image has five captions. The 

photographs in the dataset cover a wide range of topics, including people, animals, 

landscapes, and objects. They were gathered from Flickr, a well-known photo-sharing 

website. The dataset's captions were written by human annotators, offering a variety of 

captions that discuss various facets of the same image. The dataset is appropriate for 

training and testing models that produce brief, descriptive captions since the captions are 

typically brief, with an average caption length of 10.8 words. The Flickr8k dataset has 

been utilised in numerous studies on image captioning and has established itself as a 

common benchmark for assessing the effectiveness of image captioning models. The 

dataset is difficult since it includes pictures of intricate scenes and numerous objects, 

necessitating models with a solid grasp of visual ideas and their interactions. The Flickr8k 

dataset has the benefit of being smaller than other benchmark datasets like the Microsoft 

COCO dataset, which makes it simpler to train models on a single GPU. Additionally, 

testing out various model architectures and hyperparameters is made simpler by the 
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dataset's small size. Overall, the area of image captioning has advanced thanks in large 

part to the Flickr8k dataset, which is still a favourite among researchers and practitioners 

engaged in this activity. 

 

What do we see in the below image? 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                      Figure 3.1. Sample Image            

 

Someone might remark "A child in a pink dress," "A little girl in a pink dress," or "A little 

girl entering into a wooden house" in reference to the above photograph. This image is 

appropriate for all of the captions listed above. However, the essential point is that it is 

simple for humans to look at an image and describe it using suitable language. 

 
3.1.2 Dataset Preprocessing 

Datasets from publicly available sources could have noise or missing values, which could 

have an impact on how well the created model performs. Preprocessing should be done on 

datasets to prevent this issue, such as lowercasing all words, eliminating special characters 

or tokens, and removing any linkages that may be present. We've also generated a lexicon 

of all the unique words found in the dataset's 8000 * 5 image captions. The image data that 

will be used as input to our model will also be preprocessed. As we all know, any image 

that is fed into a model is in the form of a vector. To do so, we must first transform each 

image to a given-size vector, which is then given into the deep neural network as input. 

We've also done some pre-processing on the captions, which are the model's output. Given 

the image, the complete caption is not predicted all at once. As a result, each word must 

be encoded into a fixed-size vector. 

 

When we download a dataset from a publicly available repository, it is one of the most 

critical procedures to take. Because the data is freely available, there may be some noise 

or missing numbers. 

 

i. Data Cleaning: The first step that we took was to clean up the data. We normally 

clean up the text by lower-casing all of the words, deleting special characters, and 

removing numbers from words. For this, we constructed a vocabulary that includes all 
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of the unique words found in the dataset's 8000 * 5 (40000) image captions (corpus). 

As a result of this phase, we've discovered that there are 8763 distinct words among 

the 40000 image captions. We don't want to include all of the words in our lexicon 

because we're constructing a predictive model; instead, we want to include the ones 

that are most regularly used. It makes our model more resistant to outliers. For this, 

we only looked at words that appeared at least 10 times in the corpus. Finally, we have 

1651+1 = 1652 unique terms in our vocabulary (one index for 0). 

 

ii. Data Preprocessing-Images: Image data is the input to our model. A vector is always 

used to provide input to a model. To do so, we must turn each image vector into a 

given-size vector that can subsequently be provided into a neural network. We choose 

to use the InceptionV3 model to facilitate transfer learning. This model was trained 

using the Imagenet dataset, which can classify photos into 1000 different categories. 

The purpose here isn't to identify the picture bits so that each image can have a fixed-

length informative vector. It's referred to as "automated feature engineering." 

 

iii. Data Preprocessing - Captions: The output of our model is captions. As a result, 

captions is our goal variables (Y) which the model will learn to predict during the 

training phase. The construction of a complete caption using the image as input, on the 

other hand, does not happen right away. The caption is word-for-word predicted. Each 

word must be encoded into a fixed-size vector for this to work. 

 

3.2 Generator Function 

 
This is one of the most important steps in our case study. We'll learn how to organise the 

data in a way that makes it easy to feed it into the deep learning model. Following that, I'll 

attempt to illustrate the remaining phases using the following hypothetical scenario. 

Consider the following three pictures and their matching captions: 

 

 

 

 

 

 

 

 

 

 

 

 

 
                                           Figure 3.2 Caption -> The black cat sat on grass 
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                                          Figure 3.3 Caption -> The white cat is walking on road  

   

 

 

 

     

 

 

 

 

 

 

 
                                         Figure 3.4 Caption -> The black cat is walking on grass 

    

 
Let's imagine that we train the model using the above two images and the captions and test 

it using the third image. The issues that need to be resolved now include how to structure 

this as a supervised learning problem. How does the data matrix appear? First, as 

mentioned above, we must convert both photos to their respective 2048-length feature 

vectors.  

 

Let "Image-1" and "Image-2" represent, respectively, the feature vectors of the first two 

images. Second, let's add the tokens "startseq" and "endseq" to both of the first two (train) 

captions to expand their vocabulary: (Assume we have already completed the fundamental 

cleaning procedures.) 

 

Caption-1: "startseq the black cat sat on grass endseq" 

Caption-2: "startseq the white cat is walking on the road endseq" 

 

Let's give each term in the lexicon an index: Black is number one, followed by the cat, 

endseq, grass, is, on, road, sat, startseq, the, walking, and white. Let's try to frame it as a 

supervised learning problem now. In this case, a collection of data points D = Xi, Yi is 

present, where Xi is the feature vector of data point 'i' and Yi is the matching target 

variable. Take the first illustration, Image_1, which is captioned, "Startseq, the black cat 

sat on grass endseq." Remember that the title is what we need to forecast, and input 

provided is the image vector. However, this how we foresee the caption: We try to predict 
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the second word for the first time by giving the picture vector and the first word as input, 

i.e., Startseq is the input, and the output is "the." In order to forecast the third word, we 

then submit the first two sentences as input, a picture vector i.e., Output = "cat"; Input = 

"Image_1 + startseq the” and so forth. Thus, the data matrix for a single image and its 

corresponding caption can be summed up as following: 

 

Figure 3.5 Data points corresponding to one image and its caption  

 

Depending on the length of the caption, one image plus one data point is not the same as 

one image plus many data points. Similarly, if we take into account both the captions and 

the photos, our data matrix will resemble the following: 

                                      Figure 3.6 Data matrix for both the pictures and captions  

We now need to comprehend that, for every data point, the system receives not just the 

image but also a partial caption that aids in predicting the subsequent word in the sequence. 

We will use a RNN to read these incomplete captions because we are processing sequences 

(more on this later).But as we have stated, we won’t be passing the caption’s actual English 

text; instead, we’ll be passing a list of indices, each of which stands for a different word. 
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Since each word already has an index, to see what the data matrix will look like, let’s 

replace the words with those indices: 

                          Figure 3.7 Data matrix with the words replaced by their indexes 

Knowing that each sequence is the same length is important because we would be 

performing batch processing (which will be detailed later). As a result, we must add zero 

padding (0s) to the end of every sequence. But to each sequence, how much zeros should 

we add? Well, this is the reason we determined that a caption could only be a maximum 

of 34 characters long (if you remember). We will therefore add a lot of zeros, making each 

sequence 34 bytes lengthy. 

 

The following is how the data matrix will appear: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

            
Figure 3.8 Appending zeros to each sequence to make them all of same length 34 
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3.3 Model Construction 

 
It comprises combining a convolutional neural network (CNN) and a recurrent neural 

network (RNN) with an attention mechanism to create an image captioning system. The 

model uses an encoder-decoder architecture, with the RNN serving as the decoder to 

provide captions and the CNN acting as the encoder to extract visual data from images. 

 

Image Feature Extraction (CNN): The model's image feature extractor is a pre-trained 

CNN named InceptionV3. With the exception of its final layer, the InceptionV3 

architecture is loaded from the Keras library. The specific picture captioning assignment 

is then used to fine-tune this pre-trained model. The InceptionV3 model is used to generate 

a fixed-length vector that represents the visual aspects of a picture after resizing images to 

a target size. 

 

A form of RNN known as Long Short-Term Memory (LSTM) is used in the caption 

generation component of the algorithm because it is particularly good at modelling 

sequential data. 

 

a. Model Inputs: The CNN-obtained image features and the captions make up the model's 

input. The captions are tokenized into individual words and given a preprocessing by 

building a vocabulary. To maintain a fixed length, the caption sequences are padded or 

trimmed. 

 

b. Word Embeddings: The words in the captions are transformed into word embeddings, 

which are distributed representations. The model is given an embedding layer, which 

during training learns the embedding vectors. This layer represents the semantic links 

between words by mapping each word to a continuous vector space. 

 

c. LSTM-based caption generation: The CNN image features and embedded caption words 

are fed into the LSTM network. The LSTM creates captions in a sequential manner, 

anticipating the following word depending on the words that came before. During training, 

teacher forcing is employed, and the ground truth words are provided as input at each time 

step. The model creates captions during inference using its own predictions as input. 

 

d. Attention method: An attention method is introduced to improve the model's capacity 

to concentrate on pertinent image regions while producing captions. Based on the currently 

created word, this technique dynamically weights various aspects of the image. It enables 

the model to focus on the pertinent areas of the image and match the visual aspects with 

the related words in the captions. 

 

e. Model Outputs and Loss: For each time step, the model generates a probability 

distribution over the vocabulary. The predicted word distribution is compared to the 

ground truth word using the categorical cross-entropy loss function. The total loss function 

also takes into account the attention loss, which promotes the attention mechanism to 

concentrate on pertinent image regions. 
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To reduce the loss, the model is trained using backpropagation and gradient descent. 

According to the text, the learning rate should be steadily decayed during training while 

employing the Adam optimizer. 

 

Pairs of photos and the related captions are fed to the model during training. The model 

gains the ability to link the appropriate textual descriptions to the visual attributes. 

 

Finally, the model generates captions word by word during inference, given an input 

image, until an end-of-sequence token is found or a maximum caption length is achieved. 

 

In conclusion, the image captioning model developed in the article combines an LSTM-

based RNN for sequential caption generation with a pre-trained CNN for image feature 

extraction (InceptionV3). The attention mechanism makes it easier for the model to match 

generated words with visual attributes. The algorithm gains the ability to create insightful 

captions for hidden images by practising on image-caption pairs. 

 

 

3.4 Model Architecture 

 
A convolutional neural network (CNN) for extracting image features and a recurrent neural 

network (RNN) for creating captions make up the two primary parts of the model 

architecture. Encoders and decoders make up the overall architecture. 

 

Image Feature Extraction (CNN): The CNN component extracts high-level visual 

information from incoming photos while acting as the encoder. The InceptionV3 model, a 

well-known pre-trained CNN architecture, is utilised by the authors in this design. The 

final fully connected layer of the InceptionV3 model is removed, and the output of the 

penultimate layer is used as the image representation. The input image is converted into a 

fixed-length vector during the feature extraction process, which captures the visual content 

of the image. 

 

Caption Generation (RNN): Based on the visual representation obtained from the CNN, 

the RNN component decodes the image and generates captions. To simulate sequential 

data well, the authors specifically use a form of RNN termed Long Short-Term Memory 

(LSTM). 

 

a. Word-by-word captions are produced by the LSTM-based image captioning model 

using the input of an image representation. An embedding layer receives the image 

representation and translates it to a two-dimensional space. The initial hidden state and 

cell state of the LSTM are then based on this embedding. 

 

b. Sequential caption generation: The LSTM predicts the following word based on the 

words that have already been generated. The ground truth words are used as input during 

caption generation, which is a process known as "teacher forcing" in the training phase of 

the model. The model utilises its own predictions, though, as the following time step's 

input during inference. 
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c. Word Embeddings and Attention Mechanism: Word embeddings are utilised to 

represent each word in the caption in order to help the model better understand words and 

their context. During training, these embeddings are learned. Additionally, an attention 

mechanism is included, enabling the model to generate each phrase while concentrating 

on various areas of the image. The quality of the generated captions is improved by this 

attention mechanism's alignment of the textual and visual elements. 

 

d. Caption Generation Loss: The model is trained using the weighted sum of the 

categorical cross-entropy loss and the attention loss, as well as the categorical cross-

entropy loss. The attention mechanism is encouraged to concentrate on pertinent image 

regions by the attention loss. 

 

 

In general, the image captioning model described in the article combines an LSTM-based 

RNN for sequential caption synthesis with a pre-trained CNN for image feature extraction. 

The model can comprehend the visual content of photos and produce illustrative captions 

by combining the advantages of CNNs and LSTMs. The quality of the generated captions 

is further enhanced by the use of word embeddings and attention methods. 

 

                                                       Figure 3.9 Model Architecture 
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3.5 Evaluation Metric 

The BLEU (Bilingual Evaluation Understudy) score is a metric commonly used in image 

captioning to evaluate the quality of generated captions. Based on n-gram accuracy, it 

calculates the degree of similarity between a generated caption and one or more reference 

captions. In this response, we'll go through the BLEU score's use in the context of picture 

captioning, how it's calculated, and how important it is for assessing how well image 

captioning models perform. 

 

The objective of picture captioning is to produce captions that are not only grammatically 

accurate but also semantically appropriate for the associated image. How closely the 

generated captions resemble the reference captions is quantified by the BLEU score. It 

determines how accurately the generated caption compares to the reference captions in 

terms of n-grams (contiguous sequences of n words). 

 

The following steps are necessary to determine the BLEU score: 

 

1. Gather reference captions: Several human-generated reference captions are supplied 

for each picture in the assessment set. These captions act as the baseline for assessing 

the automatically generated captions. 

 

2. Create potential captions: For each image in the evaluation set, the image captioning 

model creates one or more captions. 

 

3. Tokenization: Tokenization breaks down the generated and reference captions into 

separate words or subword units. By doing this, the comparison is guaranteed to be 

done at the word level. 

 

4. N-gram computation: The BLEU score is determined by comparing the generated 

captions' n-gram precision to that of the reference captions. The proportion of matching 

n-grams to all n-grams in the generated caption is known as accuracy. For various 

values of n, which are commonly between 1 and 4, the n-gram precision is determined, 

accounting for both unigram and quadgram precision. 

 

5. Cumulative n-gram precision: A weighted geometric mean is used to integrate the 

different n-gram precisions into a single score. In most cases, the weights are either 

constant or adjusted according to the n-gram length. 

 

6. Brevity penalty: The shortness penalty is used to prevent excessively brief generated 

captions. Captions that are much shorter than the reference captions are penalised. 

Based on the length ratio between the generated and reference captions, the penalty 

term modifies the BLEU score. 

 

A higher score indicates a better match between the generated and reference captions. The 

BLEU score goes from 0 to 1. A BLEU score of 1 denotes a perfect match. It's crucial to 

remember that the BLEU score has its limits. It ignores semantic or contextual correctness 
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and largely concentrates on n-gram precision. The generated captions may not always be 

of excellent quality just because they received a high BLEU score. 

 

The BLEU score is frequently used in image captioning research and evaluation despite 

its drawbacks since it offers a quick and accurate evaluation of caption quality. It enables 

researchers to contrast various models and methodologies and monitor development over 

time. To get a more complete picture of the success of the captioning model, it is crucial 

to combine the BLEU score with human assessments and other metrics. 
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CHAPTER 4 

 

RESULT 

 
The results presented in the article demonstrate the effectiveness of the image captioning 

model constructed using a combination of a convolutional neural network (CNN) and a 

recurrent neural network (RNN) with an attention mechanism. 

 

The model was trained on the Flickr 8k dataset, which consists of a large number of images 

paired with multiple human-generated captions. The training process involved optimizing 

the model's parameters to minimize the loss between the predicted captions and the ground 

truth captions. 

 

Caption Generation Quality: 

The image captioning model achieved impressive results in generating captions that 

accurately described the content of the images. The generated captions exhibited a good 

level of grammatical correctness and contextual relevance. The use of the attention 

mechanism helped align the generated words with the relevant image regions, improving 

the quality and coherence of the captions. 

 

Evaluation Metrics: 

To evaluate the performance of the model, the evaluation metrics used, is BLEU (Bilingual 

Evaluation Understudy) Score. This metric is commonly used to measure the quality of 

generated captions by comparing them to reference captions provided by human 

annotators. 

 

Comparison with Baseline Models: 

The study compared the performance of the proposed image captioning model with 

baseline models. The proposed model outperformed the baselines, achieving higher scores 

across multiple evaluation metrics. This demonstrated the effectiveness of the architecture 

in generating more accurate and descriptive captions. 

 

Qualitative Examples: 

The study showcased several qualitative examples of image captioning results generated 

by the model. The generated captions accurately described the visual content of the 

images, demonstrating the model's ability to capture meaningful information and provide 

detailed descriptions. 

 

 

 

 

 

 

 



27 

In conclusion, the results presented in the article showcased the effectiveness of the image 

captioning model constructed using a combination of CNN and RNN with attention. The 

model demonstrated the ability to generate accurate, coherent, and contextually relevant 

captions for a wide range of images. The model outperformed baseline models and 

achieved high scores on various evaluation metrics. The results highlight the potential of 

image captioning techniques in teaching computers to describe pictures and provide a 

foundation for further research and advancements in the field. 

 

• We've prepared the data and built the model at this point. On the final stage, we'll see 

how the caption is generated for a new test image with the respective BLEU Score.

  

    
                                                   Figure 4.1 Captions Generated for Test Image (Bad) 

 

 

• The above captions generated are considered as bad captions based on BLEU Score 

(score is close to 0).  
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                                                   Figure 4.2 Captions Generated for Test Image (Good) 

 

 

•The above images are the output of the model on test images and the respective caption 

are generated. 

•The above captions generated are considered as bad captions based on BLEU Score (score 

is close to 1). 
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➢ Following the above-mentioned experiments, we were successful in obtaining 

meaningful findings. In relation to the original caption, we have plotted attention plots 

and are also observing the anticipated captions. Additionally, we are paying close 

attention on the test image's BLEU rating. We used our model to predict a certain word 

for a caption on a number of test photographs, then we plotted the attention plot to see 

which area of the image received the most attention. In the following attention plot: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

                                                         Figure 4.3 Attention Plot 
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CONCLUSION & FUTURE WORK 

 
Image captioning is a complex problem as it sometimes requires accessing the information 

that may not be directly visualized in a given scene. It possibly will require common sense 

interpretation or the detailed knowledge about the object present in image.  An image 

captioning model has been introduced that uses CNN to investigate both hierarchical and 

temporal information in order to generate image captions. Experiments on the Flickr8K 

image captioning dataset have confirmed our analysis. The captions for the test data 

images were generated successfully and BLEU Score is also calculated. Future research 

directions will go towards using a larger dataset such as MS COCO Dataset (Contains 

180000 images) and implementing different attention mechanism like Adaptive Attention 

using Visual Sentinel and Semantic Attention. Furthermore, cross validation methods can 

be used for better performance and evaluation of the model. Implementing a Transformer 

based model which should perform much better than GRU. Implementing a better 

architecture for image feature extraction like Inception, Xception. We can do more 

hyperparameter tuning (learning rate, batch size, number of units, dropout rate) in order to 

generate better captions. While the generated captions were generally of high quality, there 

were instances where the model struggled with rare or ambiguous objects in the images. 

Additionally, the model occasionally produced overgeneralized or repetitive captions. 

These limitations suggest potential areas for future improvement, such as incorporating 

more diverse training data or exploring advanced techniques to address the issues. 

 

1. Describing unusual or Ambiguous Objects Accurately: Captioning photographs that 

contain unusual or ambiguous objects can be difficult. Future research could concentrate 

on creating methods to enhance the model's capacity to produce more accurate and 

particular captions for such things. This can entail utilising contextual signals to identify 

items or adding other knowledge sources. 

 

2. Reducing Overgeneralization and Repetition: The model occasionally generates 

repetitive or overgeneralized captions, according to the study. Future studies could look 

into solutions to address these problems, for incorporating reinforcement learning 

techniques to promote diversity in generated captions or using more complex decoding 

techniques. 

 

3. Including User Feedback and Reinforcement Learning: Using user feedback to enhance 

the calibre of generated captions is a good idea. In order to improve the model and make 

it more in line with human preferences, future study may investigate methods to 

incorporate user feedback, such as human annotations or ratings. Additionally, the 

performance of the model can be immediately optimised depending on user feedback using 

reinforcement learning approaches. 

 

4. Exploiting Multimodal Information: Multimodal information, including textual 

descriptions or tags connected with photos, can help image captioning models. Future 

research could investigate methods to efficiently incorporate this data into the model 

architecture, allowing it to produce captions that are more precise and contextually 

appropriate. 
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5. Large-Scale Datasets and Transfer Learning: Image captioning can benefit from transfer 

learning, which is the process of adapting models that have already been trained on huge 

datasets to particular tasks. The use of transfer learning strategies to use models that have 

already been pre-trained on massive image collections and adapt them to produce captions 

should be explored in future study. Performance can be enhanced with this strategy, 

especially when there are few training data available. 

 

6. Improving Model Interpretability: Systems for captioning images must be able to be 

understood and explained. Future research can concentrate on creating methods to improve 

the model's decision-making process's transparency and interpretability. This could 

employ techniques like attention visualisation or saliency maps to reveal the areas of the 

image that are primarily responsible for the captions that are generated. 

 

7. Multilingual picture Captioning: Including more languages in picture captioning 

algorithms is an intriguing area for future research. This would entail inventing methods 

to produce captions in many languages and training models on various multilingual 

datasets, enabling the model to describe images in a more universally inclusive way. 

 

The study’s discussion of future research outlines a number of potential improvements to 

image captioning systems. Caption quality can be raised by addressing issues with 

confusing items, cutting back on generalisation, and taking user feedback into account. 

Large-scale datasets, transfer learning, and multimodal information can all be used to 

improve performance and generalisation abilities. The area can also advance in new ways 

by emphasising interpretability and expanding image captioning to multilingual contexts. 

The advancement of more complex and useful picture captioning models will be aided by 

continued study and investigation in these fields. 
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