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                                                     ABSTRACT 

Heart is one in every of the most important organs that has a lot of precedence in flesh. It 

provides the blood to any or all organs of the entire body by pumping it. Heart condition 

may be a prime root of death within the world. A large quantity of information is collected 

in medical business associated with heart condition. However, this knowledge isn't mined 

properly. Prediction of heart diseases in care field is critical work. Several researchers 

have already been operating within the field of heart condition prediction exploitation 

some machine learning algorithms. The results of analysis vary from dataset to dataset. 

Advanced machine learning models area unit accustomed discover data in information 

and for medical analysis, significantly in heart condition prediction. 

In this research, the analysis of predictive frameworks is finished for cardiopathy utilizing 

a bigger range of input attributes. We've applied the various ML classification techniques 

for the detection of similar designs and elements within the Cleveland information from 

the UCI Machine Learning Repository utilizing python information manipulation 

applications. For the prediction of the presence of cardiopathy in a person, we've applied 

six ML classification techniques specifically SVM, KNN, NB, RF, LR and DT. 
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CHAPTER 1: INTRODUCTION 

1.1 General 

The providing the quality assistance at cheap prices is a major problem for health institutions (base 

hospital, health centers). Quality assistance means determining patients accurately and supervising 

the productive treatments. Disastrous consequences may occur due to poor clinical managements 

which are therefore intolerable. These clinical arrangements are mostly made based on doctor’s 

instincts and experience rather than on the skills present in the data. Due to these practices causes 

undesirable partiality, mistakes and immoderate medical amounts. Quality of assistance, gets 

affected by this, provided to patients. The clinical arrangement help is integrated with 

computerized patient data. It could be helpful in lowering medical mistakes, increasing patient 

safety, reducing undesirable practice changes and upgrading patient outcomes. 

Data mining is the computerized process. It is used for withdrawing useful data from huge places 

of data warehouses. Because of non-deterministic datasets from large size verification data mining 

is most helpful in an explorative analysis. It has big possibility of finding the designs in the datasets 

of the healthcare area. Further, the designs can be used for healthcare discovery. However, the 

present fresh clinical information should be gathered in order because it is widely distributed, 

voluminous and heterogeneous in nature. A medical information system can be formed with the 

unification of this collected information. 

The data mining Appliances are helpful for prediction in healthcare, fraud detection, financial 

banking education etc. (as shown in Fig. 1). The data processing appliances are useful techniques 

for projecting the different diseases in the healthcare field. 
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                                                         Fig. 1: Data mining Applications 

Heart disease is one of the most murderous illness which can cause the decrease in life time of 

persons nowadays. Due to heart disease 17.5 million people lose their life each year. As heart is 

vital segment of humans, that is why we need the heart to function continuously to stay alive. Heart 

disease effects the working of heart. An analysis of possibility of heart disease in someone is 

essential for clinical advancement and medical treatment. A prediction framework can be derived 

by using various machine learning techniques. Medical management centers gather a large 

capacity of information in their data warehouse. The information is very compound and difficult 

to analyze. For the analysis of different data in medical centers machine learning algorithms play 

vital roles. 

This research project mostly centered on designing a prediction framework for heart disease by 

using various data mining techniques. For the prediction of heart disease in the given dataset, we 

have applied six data mining techniques specifically decision tree, SVM, KNN, Naive Bayes, 

random forest and logistic regression. 
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1.2 Problem Statement 

Information systems in many hospitals are designed to generation of simple statistics, inventory 

management and support patient billing. Largely health centers use management assistance 

frameworks which are restricted to small simple queries like the standard age of the patients, the 

number of operations required for a person to stay in health center for more than 10 days. However, 

the frameworks are unable to answer compound questions. On the basis of this problem following 

questions arises: 

1. What is the current scenario of heart disease prediction? 

2. What are the existing models available for machine learning?  

3. Which datasets are available for heart disease prediction?  

4. What is the accuracy achieved by a heart disease prediction system?  

5. How can we reduce the time to upgrade the existing systems while maintaining the existing 

system? 

 

1.3 Objective 

The main purpose of this research project is to compare the various classification techniques for 

prediction of heart disease. Following are the objectives needed to be achieved for this project: 

1. Gathering a custom dataset for training and validating the machine learning model.  

2.  The performance training and validation of machine learning models.  

3.  The performance comparison of different machine learning models.  

4.  Calculate the f1 score, precision, recall and ROC value of available machine learning 

models. 

5. Comparison of the efficiency of the derived techniques with other models. 
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CHAPTER 2: RELATED WORK AND PROPOSED WORK 

2.1 Related work 

The prognosis of heart disease using various classification techniques is an ongoing process. In 

past plenty of research tasks has been finished on heart disease prognosis using several 

classification techniques such as KNN, DT, random forest, NB, neural networks, bagging and 

boosting etc. which is giving different accuracies on multiple datasets around the world. - Yan, 

Zheng et al. 2003; 

 Prognosis of heart disease using several regression frameworks is proposed. It demonstrates that 

to predict the heart disease chance Multiple Linear Regression is appropriate. The task is executed 

using training dataset of 13 different attributes which consists of 3000 instances as raised before. 

Then the data is split into two segments that is 30% of the records are utilized in testing and 70% 

applied for training. The outcomes specify that the accuracy of regression techniques is preferable 

than other techniques - K. Pola-Raju et al [1]. 

Megha Shahi et al, [12] using ML techniques proposed prognosis framework for heart disease. For 

automated identification of disease WEKA software used. This proposed framework gives 

standards of solutions in health departments. Several techniques like support vector machine, NB, 

Association rule, K-NN, ANN, and Decision Tree are applied in the framework. The outcome from 

the framework suggests SVM gives better results and more accuracy as compared with other 

machine learning algorithms. 

Jaya-mi Patel et al. [2] suggested the heart disease prognosis using different machine learning 

algorithms. This research identifies different and unique designs with the help of the applications 

of machine learning methods. The J48 algorithms, provides the highest accuracy rate rather than 

Local Mean Time, determined by UCI record [3]. 

Sai-rabi H. Mujawar et al. [5] proposed analysis of NB and k-means for heart disease prognosis. 

The purpose of this project is to develop a framework utilizing the standard heart database which 

gives better detection. For gathering the data from the datasets using classification methods such 

as clustering can be used which is a specific data mining method. 
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2.2 Proposed work 

                                               Fig 2: Proposed Model 
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CHAPTER 3: DATASET DISCRIPTION 

The dataset is a type of multivariate data set intended to bring forth or entail a range of distinct 

arithmetic or statistical varying information, analysis of variable numeric information. The dataset 

is taken from Cleveland database consists of 14 attributes including age, gender, chest pain type, 

resting BP, serum-cholesterol, static ECG results, max-heart rate, angina, thalassemia, exercise-

instigated chest, old-peak, ST exercise-instigated depression, ST slope, vessel count, and fasting 

blood glucose. The database comprises of 76 attributes, but most of research published till now 

have utilized only 14 of the attributes. The ML researchers use only the Cleveland database to 

date. The specific purpose of dataset is to anticipate whether the heart disease in the person is 

present or not and the other is the experimental function of assisting and finding several 

perspectives of the data-set which can assist better recognize the issue. The dataset was developed 

by: 

1. Hungarian Institute of Cardiology. Budapest: Andras Janosi, M.D. 

2. University Hospital, Zurich, Switzerland: William Stein brunn, M.D. 

3. University Hospital, Basel, Switzerland: Matthias Pfisterer, M.D. 

4. V.A. Long Beach healthcare center  

5. and Cleveland Clinic Foundation: Robert Detrano, M.D., Ph.D. 

 

               

                                                              

 

 

 

 

 

                                                           Fig. 3: Dataset Schema 
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Fig 3: - Description of attributes                                                            fig 4: check for null values 
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CHAPTER 4: DATA ANALYSIS 

Feature Selection 

4.1 Univariate Selection - Some features are picked by using statistical tests. These features 

may have the great relationship with the performance variable.  

A certain quantity of features in a collection of various statistical tests are picked with the 

help of the SelectKBest class.  

The chi-squared (chi2) statistical test for positive features where we choose the 13 best 

attributes in the given example. 

 

                             

                                              Fig 6:  Feature Score 

4.2 Feature Importance — With the help of Model Characteristics property significance of 

each feature of given dataset.  

For every function of the results a score is provided by feature value, the significance of the 

performance variable depends on the score of the specification. 

Tree Based Classifiers provides the built-in class feature importance. The Extra Tree 

Classifier is used to take out the best attributes. 
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                          Fig. 7: Top features for the dataset 

 

 

 

4.3 Correlation Matrix with Heatmap — Correlation matrix specifies the relation between 

the variables. It shows the correlation coefficient between them.  

The correlation may be positive or negative. Classification of features whether these are 

most relevant or not, is made is by heat map and using the seaborn library the related 

attributes are plotted in the heat map. 

Whether the characteristics are interrelated or the target variable is determined by the 

correlation. With the increase of a value, the value of the target variable decreases (positive 

correlation) and vice versa (negative correlation). From this heat map, it is clearly visible 

that the chest pain "cp" is strongly associated to the target attribute. In contrast to the 

connection between the other two attributes, it can be determined that chest pain hand out 

the most to the prognosis of the presence of heart disease. A heart attack is a medical crisis. 

Cardiac typically happens when blood motion to the heart is stopped due to blood clotting. 

Without the presence blood the tissues stop getting oxygen and die inflecting pain. 
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                                          Fig 8: Correlation Matrix with heat Map 
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CHAPTER 5: DATA VISUALIZATION 

5.1 Count plot 

The Cleveland dataset specifies that men have higher chances getting heart problems than women. 

Women are affected less by heart arrest than men. About 70 to 90 percent of men have had cardiac 

arrest at some stage. When women experience heart attack, they usually have nausea or vomiting, 

which is frequently miscalculated for acid reflux or some kind of flu. They do not experience chest 

pressure while having heart attack. 

 

                          Fig. 9: Distinguish Heart Disease according to gender  

Chest pains are of 4 types: asymptomatic angina, atypical angina, windless pain, and special angina. 

Most of heart patients have symptomless chest pain. People of this category may have cp of type 1 

which is called atypical angina such as hyperacidity, the infection, or tension in the muscles of the 

chest. In case of asymptomatic angina, the motion of blood to your heart gets blocked. The muscles 

of the heart get injured due to it. The possible causes for heart problems are close to that of 

asymptomatic attack. 

Following are some elements which are the causing heart problems: 

• Age 

• Weight 
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• History of heart disease 

• Cholesterol level 

• Blood pressure level 

• Smoking 

• Previous heart attack 

• Lack of exercise 

The risk of another heart attack is increased due to an asymptomatic heart attack, which can be 

fatal. The issues such as heart failure have more chances of occurrence due to second heart attack. 

There no such test which can check whether someone has more chances of asymptomatic seizure. 

An echocardiogram can be the only procedure to check someone is experiencing asymptomatic 

seizure. This procedure can check the factors that are determining a heart attack. 

 

                                 Fig 10: Chest Pain Type v/s heart disease 

Beta-thalassemia heart condition is especially characterized by 2 differing kinds of phenotypes, 

one sort of dilation, altered left chamber dilation and ability and restricted constitution, with 

restricted left chamber sensation, respiratory organ cardiovascular disease and right chamber 
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failure. Heart issues, symptom failure, and abnormal heart rhythms will be related to severe 

hypochromic anemia. 

 

                             Fig. 11: Presence of Thalassemia in different gender 

 

                            Fig. 12: Type of ST slope Present in Heart Disease 
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5.2 Histogram 

 

                                               Fig. 13: Age of Heart Disease Patients 

People aged 60 and over and in adults between 41 and 60 years old the chances of heart disease are 

very high. But this is rare in 19–40-year-olds and very rare in 0–18-year-old. 

5.3 Box plot/ Violin plot   

 

Fig 14: box plot of age 
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                                                    Fig 15: violin plot of age 

 

Fig 16: Box plot for thalach vs cp                             Fig 17: Box plot for thalach vs slope 
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5.4 Pair Plot 

 

                                             Fig 18: Pair plot for Chest pain 
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CHAPTER 6: CLASSIFICATION TECHNIQUES AND METRICS 

6.1 Random Forest 

The Random Forest consists of the many call trees. it's a collection classification. category results 

are delineated by individual trees. This comes from random forest results projected by Tin Kam 

Ho of Bell Labs in 1995 [9]. This technique is combined with random feature choice to construct 

a choice tree with controlled variation. Trees were made victimization the algorithmic rule as 

mentioned. 

Let N be the amount of learning categories and M be number of attributes within the classification. 

• The input variable m is employed to see the tree node.  

• Select n learning times by work all N on the market learning cases by predicting the 

category, estimating the tree error. 

• Select the variable m haphazardly for every tree node and calculate the most effective 

distribution. 

• Finally, the tree has reached full growth and isn't cropped. The tree is pushed right down 

to predict a brand-new sample. once the terminal node ends, the tag is assigned a coaching 

sample. This procedure was performed repeatedly on all trees and was reported as a random 

forest forecast. 

Random Forest (RF) is one such procedural case. RF as a multiple classifier formed from a 

choice tree in which each ht tree has been created from an information preparation group and 

the vector t numbers are arbitrarily distributed independently and independently of the vector. 

Each resulted tree is generated from a portion of random data sets. This uses a random vector 

generated from a number of variable probability distributions, in which the flow of 

probabilities is shifted to a central sample that is difficult to sort. Random vectors can be 

incorporated into the process of creating trees from a variety of views. The leaf centers of every 

tree area unit named with a back unfold rating on behalf of the data category. every internal 

hub contains the check that best matches the information house to be compiled. Another, 

hidden events area unit instructed by causing them to every tree and collection the incoming 

sends 
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•  The random forest procedure has some desirable qualities, e.g. 

•  Not difficult to use, basic and easy to parallel. 

• Doesn't need the model or parameter to pick out aside from the quantity of flags to be 

every which way hand-picked at every node. 

• It works expeditiously on in-depth databases; it's sturdy enough against anomalies and 

agitation. 

• It will manage an outsized variety of knowledge variables while not deleting the variables; 

it provides Associate in Nursing assessment of the vital variables within the classification. 

• It has Associate in Nursing economical system for evaluating missing info and maintaining 

accuracy once most information is lost, it's ways for correcting errors in an exceedingly 

population of unequal information categories. 

6.2 Decision Tree 

A decision tree may be a decision support tool which utilizes a tree like a graph or a framework of 

outcomes and its potential results, together with the outcomes of fortified events, the resources, 

prices and services. this can be how to show the algorithmic rule. 

Decision trees area unit usually employed in operational analysis, notably within the decision-

making analysis, to assist establish a method presumably achieves the target, however it's conjointly 

achieved a preferred tool for data processing. 

The decision tree may be a structure within the sort of a flow chart in every internal node represents 

the "test" on the attribute, of every branch represents the check results and every sheet node category 

prescript account. the trail from root to leaf describe the classification rules. 

The basic algorithmic program for inducement decision tree is divide and conquer that build 

decision trees on a top-down basis strategies of division and perennial conquest. algorithmic 

program beginning with the complete row within the set of exercises, select the most effective 

attribute that offers the maximum amount info as potential for classification, and generate a take a 

look at node for this attribute. Then, inducement from prime to bottom of the results tree divides 

the present teams of tuples supported the values of their current take a look at attributes. The 

creation of the classifier comes to an end if all the tuples of a set talk over with constant class, or 

if it's unattainable to hold out an extra separation into alternative subsets, it's that's, if alternative 
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attribute tests solely provide info for classification below a antecedently such threshold. call tree 

algorithms generally use entropy-based measures referred to as "information acquisition" as a 

heuristic to pick out the attributes which will best separate the coaching information into distinct 

categories. This rule calculates the addition of knowledge for every attribute, and with every 

rotation, the one with the best info gain are elect because the check attribute for a given coaching 

information set. A felicitous split purpose can facilitate divide the info to the most effective limit. 

However, the most criterion within the greedy call tree approach is to make shorter trees. the most 

effective split purpose will be quickly assessed by considering every distinctive price for that 

characteristic within the given information as a potential split purpose and hard the gain from the 

relevant info. 

6.3 Naïve Bayes 

This classification supported Baye’s theorem with assumption of freedom between characteristics. 

The theorem classifiers use applied arithmetic analysis to foresee future variables and are 

appropriate for giant knowledge sets. Rhythm algo two shows naive theorem classification to 

forecast future stage of condition of the cluster.     

 

 

6.4 KNN (K- Nearest Neighbor) 

Neighbor-K is that the simplest supervised learning algorithmic program used for classification 

and regression issues. this is often a supervised learning algorithmic program, which implies that 
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the info should contain input and output parameters supported the model to be trained. The K-NN 

algorithmic program for a given worth of k can realize the closest k information. Then category is 

going to be appointed to a knowledge purpose supported the category of the most important cluster 

of information points having constant class. To sight the closest neighbor K, it uses geometer 

similarity or distance metrics. Here is that the formula for Euclidian distance:                                                                           

 

For regression issues the methodology is that the same however rather than neighboring categories 

it uses target values. one in every of the most important issues with KNN is selecting the right k. 

If k is smaller than the result limit, it'll be additional irregular and on the opposite hand, the next 

worth of k can end in a power tool result limit. 

6.5 Logistic Regression 

Logistic regression is employed in classification issues. The name logistic regression comes from 

the work it uses that is that the supply performs or the sigmoid function. The sigmoid perform 

takes associate degree input worth and maps it to a price between zero and one. The sigmoid 

perform is diagrammatic as follows                              

         sigmoid (value)  =
1

1+𝑒−𝑣𝑎𝑙𝑢𝑒                                             (6) 

In this technique, information is classified consistent with whether or not the anticipated chance 

exceeds a average value or not. In this technique, call boundaries will be linear and nonlinear in 

nature, reckoning on the distribution of information points. 
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6.6 Support Vector Machine  

The Support vector machine (SVM) is additionally a supervised machine learning formula. In 

classification and regression issues, this formula is often used. in a very support vector machine, 

information points area unit collected and portrayed in house. In SVM, the p-1 plane is employed 

to separate teams of knowledge that area unit thought-about teams of p vectors. This craft is 

understood as associate degree plane. the information purpose shouldn't fall terribly on the brink 

of the plane. it'll follow the most effective planes among all in line with the gap between the 

categories. A hyperplane of most margin is often outlined as a hyperplane that makes a most gap 

between categories. If there are a unit n information points, it is often expressed as 

                                              (𝑥1̅̅̅𝑦1) … … . (𝑥𝑛̅̅ ̅𝑦𝑛)                                                         (7) 

 

6.7 Metrics for performance  

The efficiency of the frameworks, is examined with the help of following metrics, that are 

calculated using confusion matrix (as shown in Fig. 25) generated on the dataset: 

                                 

                                             Fig. 19: Confusion Matrix generated on dataset 
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1.  Accuracy  

It is the ratio of rightfully analyzed results to the total outcomes of the experiment. 

Following formula is used to calculate the Accuracy:  

  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑡𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
                                   (9) 

Accuracy is the rightness of analysis made by the framework. 

 

 

 

 

2. AUC (Area Under ROC Curve)  

AUC represents the model's prediction fit (Fig. 26). It is the extent to which the upper 

model is able to distinguish between positive and negative events. 
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                                         Fig. 20: AUC for ROC Curve 

A value of 1.0 in the AUC means the model prediction is 100% accurate and 0.5 means the 

model prediction is worthless for an unknown event prediction. 

 

3. Precision  

Precision is the ratio of the correct positive result to the total positive result for a class. The 

precision is calculated using the following formula: 

                                               𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                      (10) 

The precision indicates how many positive results are correct for the class.  

 

 

4. Recall  

Sensitivity or recall is described as the ratio of correctly classified positive results to the 

total of actual positive occurrences. Withdrawals are calculated according to the following 

formula: 

                                                  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                    (11) 

The callback indicates a misclassified positive prediction. 

 

5. F1 Score 

F1 scores, also called balanced F measures. The F1 score is simplified as the weighted 

mean of precision and sensitivity, where the F1 score lies between 0 to1. The corresponding 

benefaction of precision and sensitivity to the F1 score is the similar. The F1 score is 

calculated as follows: 

                                                    𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
)                                 (12) 

In the case of multi-classes and multiple labels, this is the mean F1 score of each class with 

weights according to the mean parameters. 

The following figure (Figure 27) represents the confusion matrix as well as the metric 

calculations:  
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                                        Fig. 21:  Confusion Matrix and different classes 
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CHAPTER 7: RESULT AND ANALYSIS 

Performance of different machine learning classification techniques is in the following table. 

                                Table II: Performance Metrics for different models 

Model Accuracy AUC-ROC 

Score 

Precision  Recall F1 Score 

Naïve Bayes 84.05 84.52 93 83 88 

Logistic 

Regression 

85.50 84.22 91  88 89 

Support vector 

machine 

82.60 80.80 89 85 87 

K - nearest 

neighbor 

69.56 67.41 81 73 77 

Random 

Forest 

85.50 86.90 95 83 89 

Decision Tree 76.81 75.29 86 79 83 

 

 

The detection of heart disease at premature stage can save the person’s life. Multiple frameworks 

are generated with the help of ML classification techniques. The dataset is split 70% into training 

and 30% into testing. Six separate ML classification techniques are used which are K-nearest 

neighbor, NB, SVM, LR, DT and RF to forecast if the person has heart disease or not. Accuracy, 

Precision, Recall, F1 Score and AUC (Area under ROC curve) Score are the metrics used to 

compare the above techniques. ROC-AUC curve will brief about the efficiency of the techniques 

with the help of distinction of classes. By applying six classification techniques on the Cleveland 

dataset, we get the outcomes as specified in the above table. The Table specifies various metric 
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scores for all the techniques. Out of all the classification models under evaluation, Random Forest 

(RF) and Logistic Regression achieved the highest accuracy (85.50%). Random forest got the 

highest ROC score (86.92) followed by Naïve Bayes (84.52) and Logistic Regression (84.2). The 

highest F1 score (89) is achieved by Random Forest and Logistic Regression. Overall, Random 

Forest give the best performance. 

 

Accuracy plot for the different classification techniques is shown in following figure. 
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AUC plot for the different classification techniques is shown in following figure. 

 

 

Precision plot for the different classification techniques is shown in following figure. 
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Recall plot for the different classification techniques is shown in following figure. 

 

Fi score plot for the different classification techniques is shown in following figure. 
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The following analysis is made on the machine learning techniques. 

• Random Forest outperform all the other classification techniques in accuracy, precision, 

f1 Score, and AUC score. It has maintained the high score in case of recall also. 

• Logistic Regression gives the 2nd highest result in case of all the performance metrics. 

• In terms of recall, Logistic Regression has the highest value. Accuracy and f1 score value 

of logistic Regression is same as of random forest, thus it is very much capable in 

determining if a person is diagnosed with heart disease or not. 

• Random Forest is established to be more capable of heart disease projection as compared 

to logistic regression when all the performance factors are taken into consideration as it is 

performing highest in 4 out 5 performance criteria and 3rd highest in one of the remaining 

criteria. 

• In term of performance, random forest is followed by logistic regression as it has same 

accuracy and f1 score value. 

• K- nearest neighbor is the lowest performer in all the classification techniques. It has lowest 

score in all the performance metrics such as accuracy (69.56), AUC (67.41), precision (81), 

recall (73) and f1 score (77). 
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CHAPTER 8: CONCLUSION 

The principle aim of this project was to explore the various classification techniques and compare 

them in order to find which method gives better heart disease prediction performance. A 

categorized research is completed on the basis of six distinct ML classification techniques. Those 

techniques are DT, KNN, Naïve Bayes, SVM, RF and LR. These classification techniques are 

differentiated on the basis of five metrics such as accuracy, AUC, precision, recall and f1 score. 

The conclusion made are as follows: 

• It has been found that Random Forest has the most potential to solve the heart disease 

prediction problem as compared to any of the machine learning model available. 

• Random Forest gives the best performance for all the given metrics. It gives highest score 

for 4 out of 5 metrics.  

• It is followed by Logistic Regression (LR) which gives same result as of RF in case of 2 

metrics. Overall LR gives best result in 3 out of 5 metrics. 
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