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ABSTRACT 

 

Cyber-attacks on Industrial IoT systems can result in severe consequences such as 

production loss, equipment damage, and even human casualties and hence security is of 

utmost concern in this application of IoT. This thesis, presents an approach for network 

security, intrusion detection that utilizes the spatial attributes of a network in attempt 

overcome the limitations discovered through literature review of various studies in 

Intrusion Detection and testing frameworks. For this graph-based neural network have 

been used that was seen promising in modelling complex relationships between graphical 

entities, making them a suitable approach for IDS in interconnected systems. Our 

approach leverages a graph representation of network traffic, that is used as an input for 

neural network through the use of convolution operation. Our approach makes use of 

flow features of the network in relation with the neighbouring flows in contrast to other 

machine learning models that uses flow features independent to each other. This work 

has been evaluated primarily on Edge-IIoT 2022, dataset and compared with existing 

well-known datasets and machine learning methods. The results show that our approach 

achieved average 5.49% improved F1-score, compared with other standard existing 

methods with our model having highest F1-Score of 0.996. Further research and 

development in this area will advance the field of IIoT security and enhance the resilience 

of industrial systems in the face of evolving threats. 
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CHAPTER 1 

INTRODUCTION 

 

The industrial revolution brought in a shift in focus towards the benefits of 

interconnectivity between the physical industrial machinery. Automating manufacturing 

and supply chains has been possible through smart sensory devices that enables industries 

to make optimized decisions. Industrial Internet of Things is the step towards this 

revolution, a system of devices interconnected through a communication channel that 

serves the purpose of making intelligent decisions reducing the dedicated human 

interventions to optimize the performance of an industrial ecosystem. However, as in any 

network of connected devices, there is always a possibility of an adversary that can affect 

the optimal utilization of the resources, and evidently, the need to detect such disasters 

from happening proper measures are to be placed. 

The initial step to securing a network is to prepare for any adversaries and detect any 

suspicious activities in the system, this detection of such sceptical incidents is known as 

intrusion detection, and the set of procedures for the process is known as the intrusion 

detection system. This study focuses on the detection of attacks occurring in a network 

of Industrial Internet of Things by proposing a methodology that can identify anomalies 

in the network among the benign traffic. Studies on intrusion detection systems are 

abundantly available, ranging from traditional signature and anomaly-based, simple 

machine learning to deep learning-based techniques. Improvements were made over the 

time by researchers include a combination of multiple models and optimizing 

preprocessing techniques to improve the intrusion detection performance.  

It was noticed during our survey in the majority of papers was the use of network flow 

records independent to each other to identify the inference based on the features of the 

individual record, making no assumption of the relation among the records. Although 

machine learning and deep learning methods have evolved tremendously in the past few 

decades to be able to give good results using the assumption, without taking into 

consideration the relation among the different flow records, we feel the spatial 

characteristics of the network can help in better identifying underlying patterns of a 



2 
 

newer generation of attacks. The understanding of the network flows at a global level to 

have better knowledge of how the relationships among the flow define an attack pattern, 

as the flow in the network inherently characterizes many attacks. Recent studies (Section 

2.3) have been published where spatial features were used to represent the information 

of the network in order to better classify between anomalous and non-anomalous data 

traffic, which have shown significant improvement in terms of the performance of the 

models. 

 

1.1 Research Problem 

To address the security concerns in Industrial IoT networks, this study explores the 

Intrusion Detection as a proactive defence mechanism against potential security 

breaches. The main focus of this study includes providing a comprehensive analysis on 

existing works on intrusion detection for IIoT and proposing an architecture that could 

mitigate the limitations of the previous works.  

To achieve our problem statement, we have identified the following research questions 

which also sets the dissertation structure.  

Table 1.1: Research Questions 

RQ# Research Questions 

RQ1 What are security concerns in IIoT and are they similar to IoT attacks? 

RQ2 What is the role of IDS in IIoT security and are there any limitations to 

existing literature? 

RQ3 Can inclusivity of spatial features in intrusion detection improve 

performance? 

RQ4 What are the methods/frameworks to evaluate the effectiveness of the 

solution? 

 

RQ1: What are security concerns in IIoT and are they similar to IoT attacks? 

The IIoT architecture can be divided into multiple layers based on the services provided 

by them, where network layer being the focus of this study, security challenges and 

impact of a breach in the network are analysed in conjunction with Internet of Things, 
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and if there are similarities between the vulnerabilities in IoT and IIoT. The various 

network attacks observed during our study has been discussed in section 2.1. 

RQ2: What is the role of IDS in IIoT security and are there any limitations to existing 

literature? 

Intrusion Detection Systems monitors network traffic for any abnormal incidents, 

researches have been done intensively in network IDS by various researchers to improve 

on detection rates. We aim to analyze these studies for impact of intrusion detection on 

securing a network through literature review done in section 2.2 and identify any research 

gaps to improve upon in these studies. 

RQ3: Can inclusivity of spatial features in intrusion detection improve performance? 

Based on the research gaps identified, this study progresses towards inclusivity of spatial 

features for improved detection; however, it is to be reviewed beforehand the work done 

in the field of spatial-based IDS and if it has any improvement over traditional methods. 

This is discussed in literature review of various graph-based IDS that utilizes spatial 

attributes of a network in section 2.3. This study further proposes a spatial-based IDS 

that is evaluated and compared for its effectiveness through different IIoT and IoT based 

datasets over other popular models. The model implementation and results are discussed 

in section 3 and 4. 

RQ4: What are the methods/frameworks to evaluate the effectiveness of the solution? 

The applicability of any proposed architecture cannot be comprehended primarily on the 

basis of the theories contemplated. In such scenarios a feasible solution is the virtual 

testing of a simulated scenarios. Section 2.4 reviews various methods/frameworks to 

evaluate the effectiveness of the solution. 

 

1.2 Purpose of the Dissertation 

The purpose of this dissertation is to contribute to the advancement of security measures 

in industrial IoT environments by developing and implementing a spatial-based IDS 

solution. This study provides a comprehensive overview and analysis of the 

implementation of securing Industrial Internet of Things (IoT) environments through 

Intrusion Detection as a proactive defence mechanism. This research aims to address the 
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need for enhanced security measures in industrial IoT systems by leveraging the 

capabilities of spatial features in intrusion detection through understanding of 

specifications of network security through extensive literature survey of existing work 

on IDS. The development and implementation of Edge-Graph Convolution Network 

IDS, utilizing the graphs to extract the hidden patterns from the network traffic graph that 

can effectively model complex relationships within graph-structured data, offers 

promising potential for detecting anomalous behavior and identifying potential intrusions 

in IoT networks. By leveraging the power of graphs, the proposed IDS aims to enhance 

the security posture of industrial IoT systems by accurately and efficiently detecting and 

mitigating potential security breaches. 

In addition to the IDS implementation, this thesis also aims to provide a comprehensive 

review of testing frameworks used in the context of IIoT security. Testing frameworks 

play a crucial role in evaluating the performance and effectiveness of security solutions. 

By reviewing and analyzing existing testing frameworks, this research seeks to identify 

their strengths, limitations, and applicability in the context of industrial IoT security. This 

evaluation will enable researchers and practitioners to select appropriate testing 

frameworks for assessing the proposed solutions and gain insights into its effectiveness 

under various scenarios. 

The outcomes of this research can inform the development of more robust and effective 

security strategies, ultimately enhancing the resilience and protection of industrial IoT 

systems in the face of evolving cyber threats. 
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1 Industrial Internet of Things 

The market for Internet of Things (IoT) has been on the rise since the arrival of low-cost 

devices accompanied by the growth of internet and internet-based services, where the 

reach of these devices is expanding over a varied range of applications from day-to-day 

necessities to some of the largest networks at smart cities. One such addition to these 

applications is the use of IoT in the industries integrated with industrial devices enabling 

real-time data exchange and analysis for optimization of overall throughput of the 

system. Industrial Internet of Things or IIoT can be said to be a sub domain of IoT where 

a system of devices is interconnected through a communication channel that serves the 

purpose of monitoring and analysing the information received from the sensory devices 

to make intelligent decisions based on the received data according to the requirement of 

the industrial systems reducing the dedicated human interventions so as to optimize the 

performance of an industrial ecosystem [1]. 

These systems are built over the existing industrial standards that enables the industries 

to take advantage of the internet-based services. Various devices being connected over 

the internet have empowered the organizations for improved management of these 

devices in the network. However, in regards to earlier generation of industrial systems 

connectivity to a wider global network comes forth with their own set of challenges, one 

such being the security of the data flowing in the network from outsiders. The following 

section describes challenges faced in protecting the IIoT network. 

2.1.1 Security concerns in IIoT 

Security concerns in Industrial Internet of Things (IIoT) environments are similar to those 

in general IoT but often have distinct characteristics and implications due to the critical 

nature of industrial systems. Some common security concerns in IIoT include: 

• Unauthorized Access: IIoT devices and systems may be vulnerable to 

unauthorized access, allowing malicious actors to manipulate or disrupt critical 
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operations. This can lead to production losses, equipment damage, or safety 

hazards. 

• Data Breaches: IIoT generates vast amounts of sensitive data, including 

proprietary information, customer data, and operational details. Data breaches 

can compromise confidentiality, integrity, and privacy, potentially leading to 

financial losses or reputational damage. 

• Malware and Ransomware Attacks: IIoT devices can be targeted by malware or 

ransomware, which can disrupt operations, compromise data, or extort 

organizations for financial gain. Such attacks can result in downtime, financial 

losses, and operational inefficiencies. 

• Supply Chain Vulnerabilities: IIoT systems often rely on a complex network of 

suppliers and vendors. Any vulnerability or compromise within the supply chain 

can impact the security and integrity of the entire IIoT ecosystem. 

• Lack of Security by Design: Many legacy industrial systems were not originally 

designed with security in mind. This makes them susceptible to vulnerabilities 

and difficult to retrofit with robust security measures. 

• Interoperability and Standardization: IIoT environments typically involve 

diverse devices and protocols, leading to interoperability challenges. Inconsistent 

security standards and protocols can create vulnerabilities and complexity in 

securing IIoT systems. 

Industrial IoT architecture being closely related to IoT network systems, the security 

issues are similar to that of a IoT network, to identify the similarities and differences in 

the vulnerabilities of both systems, we have analyzed papers on security solutions in both 

IoT and IIoT systems. [2][3] The Industrial IoT and IoT do share similarities in terms of 

their architecture, means they also share some common security concerns as well: 

• Inadequate Security Measures: Both IIoT and IoT devices often suffer from 

inadequate security measures. They may lack proper authentication, encryption, 

or firmware updates, due to their limitations in hardware making them susceptible 

to unauthorized access, data breaches, and cyberattacks. 

• Device Heterogeneity: Both IIoT and IoT ecosystems comprise a wide range of 

devices from different manufacturers, operating systems, and protocols. This 
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device heterogeneity introduces challenges in terms of standardization, 

compatibility, and security management. 

• Data Privacy Concerns: Both IIoT and IoT generate vast amounts of data, raising 

concerns about privacy and data protection. Unauthorized access or mishandling 

of sensitive data can lead to privacy violations and potential misuse. 

However, there are some key differences which makes an attack on IIoT system more 

dangerous [2][3]: 

• Critical Infrastructure: IIoT typically involves industrial systems and critical 

infrastructure such as power plants, manufacturing plants, and transportation 

networks. The vulnerabilities in IIoT systems can have severe consequences, 

including disruptions to essential services and physical harm, making them high-

value targets for malicious actors. 

• Legacy Systems: Industrial environments often incorporate legacy systems that 

have been in operation for a long time. These legacy systems may lack modern 

security features and are not easily updated or replaced, making IIoT devices 

more vulnerable to attacks compared to IoT devices. 

• Impact of Attacks: While attacks on IoT devices can cause significant harm to 

individuals and their privacy, attacks on IIoT systems can have broader 

implications. Disruptions in critical infrastructure or industrial processes can 

result in financial losses, operational downtime, and even impact public safety. 

• Security Prioritization: Due to the potential consequences of attacks on IIoT 

systems, security is often a higher priority in industrial settings compared to 

consumer-oriented IoT devices. Industrial organizations typically invest more 

resources in securing their IIoT infrastructure, including implementing 

specialized security measures and conducting regular risk assessments. 

While some security concerns in IIoT overlap with general IoT attacks, the consequences 

of security breaches in IIoT can be more severe. Industrial systems often involve critical 

infrastructure, such as power plants, transportation networks, or manufacturing facilities, 

which can have immediate and significant impacts on public safety, economy, and the 

environment. Therefore, securing IIoT requires specialized approaches that consider the 

unique characteristics, criticality, and operational requirements of industrial 

environments. 



8 
 

2.2 Network Security through Intrusion Detection Systems 

Intrusion detection plays a significant role in network security by providing a proactive 

defence mechanism against unauthorized access, malicious activities, and potential 

security breaches. The significance of intrusion detection can be comprehended through 

the following key points [4]: 

• Early Threat Detection: Intrusion detection systems (IDS) monitor network 

traffic, system logs, and user behavior in real-time, allowing for the early 

detection of potential security threats. This early detection enables prompt 

response and mitigation measures, minimizing the potential impact of security 

incidents. 

• Rapid Incident Response: IDS can provide valuable information about the nature 

of the attack, compromised systems, and potential vulnerabilities. This helps in 

initiating a rapid incident response, allowing security teams to investigate and 

address the issue promptly. 

• Network Performance Optimization: Intrusion detection systems not only focus 

on identifying and preventing security threats but also contribute to network 

performance optimization. By monitoring network traffic and analyzing patterns, 

IDS can identify potential bottlenecks, bandwidth utilization issues, and network 

anomalies that may affect the overall performance and efficiency of the network. 

This knowledge can be used to optimize network resources and ensure a smooth 

and reliable network operation. 

Intrusion detection plays a crucial role in network security by providing early threat 

detection, facilitating rapid incident response. Implementing intrusion detection systems, 

industries can enhance their overall security posture, reduce the risk of security breaches, 

and protect their valuable assets and information from unauthorized access and malicious 

activities. 

2.2.1 Related works in IIoT-IDS 

In order to identify malicious actions and invasive behaviour in the system, the IDS can 

implement different methodologies, often categorised into: anomaly-based and misuse-

based, where detecting any potential attacks via signature-based or misuse-based 

detection is the act of correlating signatures with observed events in order to identify 
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possible attacks, and identifying abnormal occurrences, anomaly-based detection 

compares observed activity with criteria of what is deemed normal. Intrusion detection 

systems generally follows one of these methods or combinations in order to identify 

intrusions, which has been further improved with the use of artificial intelligence as a 

tool that can help overcome shortcomings of each methodology. 

Artificial intelligence being a recognized method that can extract patterns from a set of 

data, signature-based detection where, it is required for the system to have a set of 

recognized patterns to check from and anomaly-based detection where, the behavioural 

pattern of the network is to be known to the system, [4] an Artificial Intelligence model 

can extract such patterns without having explicit knowledge of the domain. This 

approach has been studied predominantly by the researchers, which has proven to 

outperform traditional ways given the relevant data to be processed and hence are 

considered for this paper. The studies involving AI-based methods for NIDS in IIoT or 

IoT are studied and tabulated in Table 2.1. 

Table 2.1: Related studies in IIoT Intrusion Detection Systems 

Paper Dataset Used Algorithm Used Results 

Awotunde et 

al. (2023) [5] 

TON_IoT XGBoost, Bagging, 

extra trees (ET), 

random forest (RF), 

and AdaBoost 

Performed better than 

traditional methods with 

highest F-1 of 1.0 on 

XGBoost  

Du et al. 

(2023) [6] 

KDD CUP99, 

NSL_KDD, and 

UNSW_NB15 

CNN-LSTM Achieved higher accuracy 

for each dataset than 

individual model 

Priya et al. 

(2021) [7] 

WUSTL_IIOT-

2018, N_BaIoT, 

and Bot_IoT 

Ensemble 

Classifier 

Achieved highest 

accuracy of 99.7%, and 

performed better than 

standalone classifiers. 

Awotunde et 

al. (2021) [8] 

NSL-KDD and 

UNSW-NB15 

deep feedforward 

neural network 

accuracy, FPR of 99.0%, 

1.0%, for the NSL-KDD 

dataset, and 98.9%, 1.1%, 

for the UNSW-NB15 

dataset 
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Kasongo et 

al. (2021) [9] 

UNSW-NB15 Genetic Algorithm 

and Random Forest 

Achieved 87.6% accuracy 

on proposed  

Sarhan et al. 

(2021) [10] 

UNSW-NB15, 

CSE-CIC-

IDS2018, 

and ToN-IoT 

deep feed-forward, 

random forest 

Highest accuracy of 

99.27% and 98.25% for 

respective datasets 

Maharani et 

al. (2020) 

[11] 

KDD Cup’99 Clustering and tree-

based machine 

learning 

Highest accuracy of 93% 

on K-means clustering 

AL-

Hawawreh et 

al. (2018) 

[12]  

NSL-KDD and 

UNSW-NB15 

Hybrid (Deep auto 

encoder and deep 

feedforward neural 

network) 

Achieved highest 

detection rate of 99% and 

low false alarm rate 

(1.8%) on multiple attacks 

 

The studies included in the table demonstrate the effectiveness of various approaches and 

techniques for detecting cyber-attacks in IIoT networks. The performances of the 

proposed models indicate the potential of IIoT IDS in improving the security of industrial 

systems. The papers studied were selectively tabulated in Table 2.1, so as to have diverse 

algorithms and datasets that are used in intrusion detection in the domain of IIoT. They 

range from machine learning techniques as in Maharani et al.  [11] used tree and 

clustering based algorithms as K-means, Decision Tree to achieve an accuracy of 93% 

on KDD Cup'99 dataset.  

Awotunde et al. [5] and Priya et al. [7] proposes an ensemble tree-based model for 

intrusion detection in IIoT networks. The model combines multiple decision trees-based 

ensemble models to improve accuracy and reduce false alarms. The authors evaluated 

their model on TON-IoT, a publicly available dataset and observed better performance 

compared through analysis on the results against base classifiers. 

Du et al. [6], Awotunde et al. [8] and Sarhan et al. [10] proposed a deep learning-based 

approaches as CNN-LSTM and deep feed forward networks to classify network traffic 

as normal or malicious on IIoT networks.  These models achieved high accuracies on 

datasets consisting of various network attacks. 
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Hybrid approaches where multiple algorithms were used in conjunction with one another, 

like Kasongo et al. [9] used GA as feature extraction method in addition to random forest 

for detection; whereas AL-Hawawreh et al. [12] used layered multi model approach to 

create a hybrid model that had high detection rate and low false alarm rate for datasets 

featuring multiple attacks. 

These studies demonstrate the effectiveness of various approaches and techniques for 

detecting cyber-attacks in IIoT networks, indicating the potential of IIoT IDS in 

improving the security of industrial systems. However, it was observed though a lot of 

studies has been done on the field of intrusion detection, it was seen the lack of inclusion 

towards the topology of a network. This study aims to propose a network Intrusion 

Detection System that highlight the importance spatial characteristics in detecting the 

signature of the attack for which the following sections describe different papers studied 

which were utilizing spatial characteristics for intrusion detection. 

2.2.2 Limitations observed 

Despite the fact that machine learning approaches have achieved significant advances in 

the area of intrusion detection, the following issues still need to be addressed.  

• The most widely used datasets for IDS for many years included KDD99, NSL-KDD, 

a more recent CICIDS 17 was also seen some studies. However, with the ever-

changing networks, and newer attack types, makes the models of proposed studies on 

any older dataset questionable. There is a need of datasets, that are regularly updated. 

• Decreased detection accuracy in real-world settings. Despite the fact that machine 

learning algorithms have a certain capacity to identify intrusions, they often do not 

perform well on data that is entirely novel to them. The majority of the available 

studies were carried out utilising labelled datasets as their starting point. As a result, 

good performance in real-world situations is not guaranteed. 

• When it comes to practical IDSs, interpretability is critical for the detection made as 

the intrusions detected need to be analyzed by a human. An intrusion detection model 

which makes analysis difficult to understand, particularly deep learning models, 

having low interpretability, makes no sense. Every cyber security choice, on the other 

hand, should be taken with caution, not an unconvincing output result that can't be 

traced back to its source.  
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• Lack of consideration of spatial characteristics of the network and its changes over 

periods, for intrusion detection. Majority of the proposed models uses the rule-based 

detection or the inference is made on the network flow features to detect an anomaly, 

this though being able to draw fairly well conclusions on the majority of attacks, it 

performs poorly in detecting attacks that relies on multi flow strategies like DDoS 

attacks. 

 

2.3 Spatial Network Intrusion Detection Systems 

In the field of Intrusion Detection Systems (IDS) various approaches have been put 

forward by the researchers over decades, to keep up with the pace of ever evolving 

networks. However, there are few that takes into consideration the spatial features of a 

computer network. This study aims to propose an Intrusion Detection method that 

highlights the importance of spatial characteristics in detecting the signature of the attack, 

to which the following sections explores different research papers which were utilizing 

spatial characteristics for intrusion detection. 

2.3.1 Spatial characteristics of network and Graph-based IDS 

An Industrial Internet of Things network or a computer network in general, is a set of 

devices (nodes) in a plane that are connected with each other sharing resources over some 

communication protocol, however the topology in which the devices are connected can 

affect its throughput and reliability. The information on how these devices are connected 

and how they are dependent in the network helps in identifying the which device or traffic 

is affecting others in the network. 

 

Figure 2.1:  Graph Representation of a Network 
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This topological structure defining the dependency of devices on each other can be 

described as the spatial characteristics of the network. In its simplest form a computer 

network is nothing but a graph and hence an optimal way to represent the spatial 

characteristics of the network is a graph. The graph consists of vertices and edges, which 

can be mapped to the devices and its interconnection between them. We have used a 

graph object (G) to represent the spatial features where a node (Vi) in the graph is 

representing a host (IP Address) in the network and the edges (Ei,j) determines a 

connection between the corresponding hosts Vi and Vj. Graphs being data structures 

which can be essentially found in our everyday life, be it in transportation, molecular 

structures, the internet, and many more that represents a relationship among a set of 

entities providing the data structure much better expressive power than others. 

Researchers have been for the reason seen to be taking interest in graphs and combining 

it with artificial intelligence in the areas as social networks, molecular biology, 

transportation networks. [13] 

The network traffic flow of the IIoT can be hence represented as a graph where the 

communicating devices can be given as the nodes and connections between the devices 

as the edges between the corresponding nodes in the graph. This allows us to have a 

structure for which meaningful information about flow of network traffic. The section 

ahead provides the literature review of the studies where the structural knowledge was 

used to classify an intrusion detection in a network. 

 

2.3.2 Related works in spatial NIDS  

Attackers have been evolving their methods for intruding the system, especially in cases 

of the Industrial IoT, that can become victims of espionage in the present day, where 

organizations are in ruthless competition for their share in the market. Attacks as 

distributed port scans, DNS amplification, botnet attacks, multi-flow attacks are more 

sophisticated in nature that methods as simpler machine learning models or deep learning 

models will fail to recognize. [14] The understanding of the network flow at a global 

level so as to have better knowledge on how the relationship among the flow can better 

define an attack pattern, as many attacks are inherently characterized by the flow in the 

network. The use of spatial features in intrusion detection systems has gained increased 

attention in recent years due to its potential to improve the accuracy of these systems. 
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Approaches to flag an intrusion varies from traditional signature and anomaly based, 

simple machine learning to deep learning based techniques, although it was noticed in 

the studies where the use of network traffic records were utilized independently, making 

no assumption of relation among the records performed comparatively lacking in 

accuracy than those using spatial characteristics of the network, to gather global 

perspective of the network. We have studied and tabulated in Table 2.2, this context of 

IDS to improve on the performance, different papers were discussed where novel 

approaches for incorporating spatial features into intrusion detection systems were used. 

 

Table 2.2: Related studies in spatial Intrusion Detection Systems 

Paper Dataset Used Algorithm 

Used 

Results 

Halbouni, 

A.H., et al. 

(2022) [21] 

 CIC-IDS2017  Convolution 

Neural 

Network 

 Achieved 99.55% detection 

rate on multiclass attack 

classification 

 Iacovazzi, A. 

et al. (2022) 

[15] 

 Mix-2022, 

Cui-2020 

 Graph-

representation 

used in RF 

Achieved 0.898, 0.846 macro 

F1 on multiclass attack 

classification 

 Zhu, H. et al. 

(2022) [18] 

 TON_loT, 

BoT-loT, and 

UNSW-NB 15 

 Line-Graph 

selective 

aggregation 

 Achieved 98.8, 99.9, 99.6 

accuracy on respective datasets 

 Islam, R., et 

al. (2022) [16] 

 real rawCAN 

an OpelAstra 

dataset 

Graph-based 

Gaussian naive 

Bayes 

 Achieved 98.1% and 99.57% 

on multiclass attack 

classification 

 Lo, Wai Weng 

et al. (2021) 

[19] 

 TON_loT, 

BoT-loT 

Graph Neural 

Network 

selective 

aggregation 

Achieved 1.0 and 0.87 F1-score 

in detecting different attack 

types 

Chang, L. et al. 

(2021) [22] 

 UNSW-NB15, 

CIC-DarkNet, 

CSE-CIC-IDS, 

ToN-IoT 

 Graph-based 

Neural and 

Attention 

Network  

Improved 2%, 3% F1-score for 

binary and multi attack over 

base model 
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 Otoum, S., et 

al. (2020) [20] 

 NSL-KDD  DBSCAN  Achieved 95.6% accuracy on 

multiclass attack classification 

 Islam, R., et 

al. (2020) [17] 

 real CAN 

dataset 

 Graph-Based 

model 

 Achieved 97.53% accuracy on 

multiclass attack classification 

 

Convolution Neural Network (CNN) is a technique that makes use of neighbouring 

information to give a spatial view of the network, this was used by [15] to utilize the 

topological information of the network in order to classify network traffic as benign or 

anomalous on CIC-IDS 2017 dataset. They were able to obtain high detection rate for 

various attack types in the dataset. However, CNN has drawbacks when it comes to 

represent a network topology, which were solved with the usage of graphs. Various 

researchers have used graphs in different fields [13] to detect anomalies in a system. In 

view of intrusion detection of a computer network, graph representation can be used with 

machine learning models as Gaussian Naive Bayes, Random Forest in [15][16][17], or 

deep learning models as in [18][19][20]. The graph being only a way of representing 

finds its applicability with various models has proved to improve on the performance of 

the system. 

Graph is on the other hand is much computationally more expensive to process, and 

hence different researchers have been working to make it efficient for a wider range of 

applications. The study published by Lo et al. [19], proposed Graph selection and 

aggregation algorithm that classifies network graph edges or connections for anomalous 

behaviour, i.e., it can classify edges of a graph, where the edge features were also taking 

into consideration in the classification. This model was an extension to Graph SAGE 

network proposed by Hamilton et al. [23] where the authors extended the model to 

support edge features as well as classify them. The model works by creating a graph of 

nodes from the hosts and edges from the connection between them, having the same 

features as that of a network connection between the two communicating hosts. Liyan et 

al. [22] further proposed modified approach to E-Graph SAGE algorithm to add residual 

learning to this model aiming to improve on the minority attack classes performance by 

dealing with the high-class imbalance in datasets. They also proposed another algorithm 

E-ResGAT that uses attention mechanism in combination to the previous model, which 

resulted in better overall performance of the intrusion detection model as well as that of 

minority classes.  



16 
 

These studies demonstrate the potential of incorporating spatial features in intrusion 

detection systems to improve their accuracy. However, they also highlight some of the 

limitations of such approaches, such as the need for accurate information about the 

physical layout of the system, the requirement for a large amount of training data, and 

the need for significant computational resources.  Nevertheless, the use of spatial features 

in intrusion detection systems holds great promise for improving the accuracy and 

effectiveness of these systems. The proposed approaches in the discussed papers offer 

new insights and potential solutions to the challenges of incorporating spatial features 

into intrusion detection systems. 

2.4 Testing Frameworks  

In the literature review from section 2.2, one of the limitations observed was the 

decreased detection accuracy in real-world settings. The cause for which seems to be 

inadequate testing of the model proposed by the researchers, to which we have explored 

different testing frameworks that are available in the market especially for the IIoT or 

IoT networks. Leveraging testing frameworks, industries can systematically assess the 

security of their IIoT systems, identify vulnerabilities, and implement necessary 

measures to enhance the overall security and resilience of their IIoT deployments. 

2.4.1 Need for Testing Frameworks  

With the advances in IoT technology and its improved accessibility made the IoT based 

devices market thrive now more than ever. However, with this new booming market, the 

companies have been facing the problem of substantiating the device’s reliability, with 

more than millions of linked devices working simultaneously ensuring their expected 

performances is challenging when there are no set standards for testing strategy with a 

vast variety of IoT devices available. An IoT device which can range over healthcare 

devices, industrial equipment, smart homes, toys, etc. not necessarily following the same 

set of protocols, traditional approaches of testing over sets of input and validating the 

outputs becomes inefficient. Having varying combinations of sensors data and 

architectures can generate near impossible sets of testing inputs. Some of the key 

challenges in this are:  
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• Connecting and implementing a universal testing case scenario for multiprotocol 

devices can be challenging when the market for IoT based devices are ever 

evolving. 

• Different devices in the market uses different deployment standards, 

configurations, software, power management systems, etc. which make a 

hardware-based simulation difficult. 

• Testing thousands of linked devices in an IoT architecture for security 

vulnerabilities is a challenge when the cost of missing them could be very 

dangerous.  

The complex and scalable nature of an IoT infrastructure needs to provide a 

comprehensive yet flexible approach to test the performance metric of such systems. This 

is where the virtual testing environments can come handy for IoT systems. A simulated 

real-world scenario capable of handling multiple linked devices, of varying protocols, 

can help assist solving these challenges. In this paper we have discussed different tools 

and platforms available in the market be open sourced, or commercially available, and 

the different evaluations per- formed on them by various researchers. 

 

2.4.2 Review of Testing Frameworks in IoT security domain  

The focus on research for better IoT algorithms, protocols, or techniques have been more 

prominent now than ever, however, such researches are not always viable to implement 

using the traditional hardware, countering which solutions based on simulations, multiple 

tools have been proposed over the years to simulate the process on a virtual environment 

to back up the theories proposed by the researchers. 

One of the key concerns, nonetheless remains is securing the IoT network even with 

multiple studies proposing various security techniques as the applicability of it cannot be 

comprehended primarily on the basis of the theories contemplated. In such scenarios a 

feasible solution can be the virtual testing of a simulated real-world scenarios, for which 

Patel et al., [24] carried out a comprehensive review comparing such different tools 

available for IoT over different parameters and broadly classified them over simulators, 

emulators, and testbeds. 
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In this section, the different IoT tools that were found to be focusing on the security field 

of IoT are discussed briefly. The section is categorised as IoT simulators, emulators and 

testbeds, where the tools are briefed and related studies are analysed as to what different 

IoT tools provide in context of security. This comparison aims to help researchers and 

developers in choosing a better suited tool according to their needs. 

 

Table 2.3: Studies using Testing Frameworks in IoT security domain 

Tools/ 

Platform 

Refd. 

paper 

Scope of 

paper 

Type of 

network 
Attacks Paper description 

Simulators 

 

Ns-3 

Siddiqui et 

al. [25] 

2021 

Performance 

Analysis 

7,15 

MANET 

Based IoT 

Blackhole 

and 

Wormhol

e Attack 

compared the network 

affectibility under 

attack using NS-3 

 

Wu et al. 

[26] 2020 

Intrusion 

Detection on 

constrained 

resources 

240 

node IoT 

network 

Energy 

Exhaustio

n Attacks 

hybrid IDS for IoT, 

experiments performed on 

NS-3 

 

OMNet++ 

Gupta et al. 

[27] 2018 

ensure 

security of 

data 

communicatio

n 

40 node IoT 

network 

 

N/A 

Blockchain  consensus 

model for data transmission, 

evaluation on OMNet++ 

Alnuman 

et al. [28] 

2020 

 

DDoS 

detection 

100 

node IoT 

network 

 

DDoS 

Machine learning based 

DDoS detection, validation 

on OMNet++ 

 

QualNet 

Govindasa

my et al. 

[29] 2018 

Performance 

Analysis 

50 node 

IoT network 

Wormhol

e Attacks 

Analysis of various routing 

techniques in 

presence of wormhole 

attacks 

Almomani 

et al. [30] 

2017 

Performance 

analysis 

50 node 

IoT network 

 

N/A 

Implementation and 

performance 

analysis of proposed routing 

protocol in Qualnet 
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TOSSIM 

Sedjelmaci 

et al. [31] 

2016 

Anomaly 

Detection 

300 

node IoT 

network 

 

DoS 

Lightweight anomaly 

detection for IoT, 

demonstrated the 

viability using TOSSIM 

Emulators 

 

Cooja 

Ioulianou 

et al. [32] 

2018 

Intrusion 

detection 

7 node 

IoT network 

 

DoS 

Signature-based IDS for IoT, 

and evaluated on Cooja 

Aiash et al. 

[33] 2016 

Specification- 

based IDS 

100 

node IoT 

network 

RPL 

topology 

attack 

Intrusion detection for 

RPL based network, 

validated on Cooja 

 

Yavuz et 

al. [34] 

2018 

 

Routing attack 

detection 

 

1000 

node IoT 

network 

Decrease

d Rank, 

Hello 

Flood, 

Version 

Number 

 

deep-learning based 

continuous security 

monitoring  analysis for IoT 

 

NetSim 

Prasadh et 

al. [35] 

2019 

Efficiency 

Analysis 

10 node IoT 

network 

 

Jamming 

attacks 

Anti-jamming techniques 

efficiency were analyzed 

on NetSim network 

Remesh et 

al. [36] 

2020 

Intrusion 

Detection 

 

IoT network 

DoS, 

DDoS, 

Botnet 

Network performance was 

analyzed using NetSim 

during intrusions 

 

NCTUns 

6.0 

Saeedi et 

al. [37] 

2019 

DDoS 

detection and 

mitigation 

 

IoT network 

 

DDoS 

Proposed machine learning 

based model was tested in 

emulator 

Test-beds 

 

Fit-IoT 

lab 

 

Antonio et 

al. [38] 

2020 

 

RPL security 

improvement 

 

IoT Test-bed 

 

N/A 

Evaluation of security 

mechanisms in RPL protocol 

and experimental analysis 

on testbed 

 

Khadr et 

al. [39] 

2020 

 

Performance 

validation 

 

IoT Test-bed 

 

Jamming 

attacks 

Performance validation of 

proposed model for CR-IoT 

applications under jamming 

attacks performed on testbed 
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Smart 

Santander 

Sidra et al. 

[40] 2016 

Security 

threats 

analysis in 

smart city 

 

IoT Test-bed 

Physical, 

data, 

software 

attacks 

Various security threats and 

possible solutions in the 

testbed based smart city were 

analyzed 

 

Simulators 

• NS-3: The NS-3 is a network simulator designed typically for the research 

community; the simulator can be used for wide range of simulations for replicating 

the perceptual layer of IoT. Being a network simulator, it lacks some features for 

simulating the networks for IoT, though the support can be added through manual 

extensions. NS-series simulators though mainly seen for modelling generic network 

structures, in recent studies IoT simulations were also observed as Wu et al. [26] used 

to simulate their work on intrusion detection systems where they were able to detect 

as well as trace malicious nodes in the network, where the model proposed was 

focused on detecting energy exhaustion attacks on a 240 node IoT network modelled 

on NS-3. MANET based IoT was also simulated in a study by Siddiqui et al. [25], to 

analyze the effects of blackhole and wormhole attacks on a low powered IoT network, 

this models’ reliability was supported by the simulations performed on a NS-3 

modelled network of 7 and 15 nodes respectively. 

• OMNeT++: OMNeT++ is a free non-commercial simulation tool majorly used for 

building network simulations. Some of the papers that used this tool in their research 

implementation were seen as in simulating DDoS detection in IoT, where Alnuman 

et al. [28] used OMNeT++ to represent a 100-node home network to evaluate their 

algorithms accuracy. In another paper by Gupta et al. [27] blockchain applicability in 

IoT to secure the data transmission was also simulated using this tool, this approach 

was tested on a 40 node IoT network to simulate the process of data communication. 

However, one of the concerns is the limited number of built-in protocols supported, 

which can be solved by using various manual extensions available according to the 

user needs. 

• QualNet: The QualNet simulator is a commercial version of Glomosim, primarily 

supporting built-in ZigBee protocol. IoT security-based papers where QualNet was 

implemented were as Ahuja et al. [30] where the authors studied the effect of 

wormhole attack on routing protocols on a 50 node IoT network to support their 
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proposed model. Apart from intrusion detections, researchers have also used QualNet 

for performance analysis, as Govindasamy et al. [29] proposed a study comparing the 

performance of different hybrid routing protocol in IoT and verified their stance by 

simulating them in a 50 node IoT network in QualNet simulator. 

• TOSSIM: TOSSIM is an IoT (Internet of Things) simulator designed primarily for 

simulations of TinyOS smart devices. Even though TOSSIM is majorly used to 

simulate TinyOS applications, still some researches where TOSSIM was 

implemented in security field for internet of things one such study by Sedjelmaci [31] 

follows anomaly detection techniques in low-resource IoT devices and the proposed 

model was simulated on a 300 node IoT network using the TOSSIM simulator. 

Emulators 

• Cooja: Cooja is an emulator that is accessible in the Contiki operating system (OS), 

which is one of the more popular OSs for programming IoT sensors. This makes 

modelling a network for IoT is much easier thanks to the access of majority of 

standards and protocols provided by Contiki, allowing researchers to recreate or 

model simulations faster. Another point for researchers to consider Cooja is the 

ability to directly transfer simulations to physical models with minimum efforts. 

Cooja was seen to be implemented in multiple studies to create the virtual network 

model, where researchers used it to support their work in the IoT security as; intrusion 

detection systems for Internet of Things network were proposed by Ioulianou et al. 

[32] for DoS attacks detections which was designed using Cooja and evaluated on 7 

node IoT network; Anhtuan et al. [33] for routing attacks detection on a 100 node IoT 

network; and a deep learning-based monitoring of routing protocol attacks by Yavuz 

et al[34], where the study validated their results on a large scale 1000 node IoT 

network modelled on Cooja. 

• NetSim: NetSim is an IoT (Internet of Things) network emulation tool for protocol 

simulation and security applications. It covers a wide range of protocols for 

simulating IoT devices, and sensor networks. NetSim was seen to be implemented in 

various studies to create the virtual network model, where researchers used it to 

support their work. Regarding the security in IoT, intrusion detection systems were 

proposed by researchers as Prasadh et al. [35], where efficiency of anti-jamming 

techniques proposed were analyzed using the NetSim before and after the attacks to 

compare the affect of attacks on a 10 node IoT network; in another paper by Athira 
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et al., [36] proposed an architecture for detecting DoS, DDoS, and botnet attacks, 

which was evaluated using NetSim and the impact of these attacks on the network 

was analyzed.     

• NCTUns 6.0: NCTUns 6.0 is an open-source network simulator cum emulator. It was 

seen to be implemented in various studies to create the virtual network model, where 

researchers used it to support their work. Regarding the security in IoT, intrusion 

detection systems were proposed by researchers as Kubra et al., [37] to evaluate their 

DDoS detection model. 

Testbeds 

• FIT IoT-LAB: FIT IoT-LAB is one of the more popular experimental test-bed for 

testing out a wide scale IoT or embedded device. The testing environment features 

more than 200 mobile robots and 3000 IoT nodes. It was seen to be implemented in 

various studies to solidify the proposal, in terms of the security in IoT, Antonio et al., 

[38] proposed improvement of RPL security scalability and used FIT IoT-Lab for the 

experiments to evaluate the efficiency of the proposed technique. Another study by 

Khadr et al., [39] used FIT IoT-LAB to validate their algorithm against jamming 

attacks on IoT devices. 

• SmartSantander: SmartSantander is a testbed for evaluating IoT applications in 

smart city field. Consisting of more than 20000 IoT devices having sensor nodes, 

RFIDs, etc. is one of the biggest testbeds for smart city domain. The major advantage 

of SmartSantander is the variety of sensors that allows researchers from different area 

of interest in IoT can make use of the testbed. It was seen to be implemented in 

various studies majorly in smart city-based research. Regarding the security, Shah et 

al., [40] conducted a thorough review over the SmartSantander testbed security 

concerns and proposed the viable solutions to them. 

 

The various simulations tools/frameworks used in the security domains of IoT (Internet 

of Things) have been discussed and related studies have been explored, categorizing them 

into simulators, emulators and test-beds. The choice of the framework to be used by the 

researcher for their study, whether it be a simulator, emulator or test-bed depends upon 

the IoT system, the level of simulation required by them. 
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A simulator can be used for Internet of Things research based on the scope of the study, 

i.e., it is better suited for studies where an initial abstract model of the IoT network is 

adequate. Instead of a complex physical system of IoT devices, a simulator is used to 

design a much ideal model of the IoT network much easily and effectively. These models 

help researchers quickly design the proposed architecture or technique and analyse the 

logic flow and if the proposed theory is actually a viable solution that should be 

developed further for deployment, that is simulators are useful as a proof-of-concept tool. 

An IoT network simulated in a simulator helps to figure any semantic flaw in the 

algorithm, which can reduce wastage of resources. As in case of a real hardware 

implementation of a multi node IoT network to test a theoretical approach can lead to 

greater expenditure of resources, which could be prevented using a simulator. However, 

the results from simulators are very much an ideal scenario and hence are not always a 

reliable standard for determining the performance of this model deployed in a real-world 

scenario.  

A better alternative for researchers to look for if the focus is toward creating simulations 

closer to practical networks as well as features the advantages of simulators as 

configurability, scalability, control of the network, the middle ground could be the 

emulators. An emulator maps real IoT devices to corresponding simulated devices, 

executing parallel to real Internet of Things nodes. This helps researchers to port their 

IoT system or architecture directly to real world IoT system with minimal changes, even 

so the results produced from simulations in an emulator are more reliable than those of a 

simulator.  

While both simulators and emulators are helpful when researchers are working limited 

scope or are in the initial stages of development of IoT system, the researchers working 

in the later stages, they expect results that are more practical to better optimize their 

systems for real world. The IoT test beds are the better alternative to simulators and 

emulators when it is not viable for physical IoT devices yet they require more reliable 

experimentation results. These test-beds provides access to researchers to a variety of 

readily accessible IoT network to conduct their experiments. However, they lack the 

configurability, scalability, control over the network as in case of simulators and 

emulators. 
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CHAPTER 3 

METHODOLOGY 

The proposed model of Edge-Graph Convolution model is a modification of Graph 

Convolutional Network where, in a Graph Convolutional Network, the term convolution 

is used to describe the operation that propagates information across the nodes of a graph. 

The concept of convolution in GCNs is inspired by traditional convolutional neural 

networks (CNNs) used for image processing, but adapted to work with graph-structured 

data. The graph convolution is used to generate better informed representation of data by 

considering the information of not only the node itself but its neighbours as well. This 

information can help in finding interesting hidden patterns in the spatial domain of the 

network that may not be inferenced otherwise using other deep learning models. 

The outline of the proposed model is demonstrated in the Figure 3.1. The flow from the 

network traffic flow records to the classification of traffic records into benign and attack 

data is divided into four stages as: Data preprocessing, creation of graph object, E-Graph 

Convolution model, and classification of edges for final output. These steps have been 

explained in the following subsections: 

 

Figure 3.1: Flowchart of proposed architecture 
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3.1 Processing Network Traffic Flow Records 

The traffic in a computer network is stored in the form of data flow, where a given flow 

identifies the source and destination of the data, and other fields that explains the data 

flow as flow duration, data size, protocols, etc. However, the recording of a network flow 

is not always perfect and some faults may occur during the process. If this unchecked 

data is forwarded to a learning model, the model can make incorrect inferences from such 

unintended variations in the traffic data and provide unreliable output, so as to avoid such 

cases the dataset is cleaned for any faulty data as missing, corrupted, or duplicate records. 

Further feature selection was performed on the dataset as for a given network traffic flow 

a record can have as much as hundreds of features, however there are only much that are 

relevant considering our problem statement. Selective features were used to train our 

model using Information Gain which provided with a ranking of features of a dataset, 

from this the features contributing to retain ninety percent of the information were used, 

which removed redundant features that only adds to model complexity. This processed 

data was split into train and test sub datasets for training the model and testing the 

performance of the model. 

3.2 Transforming network flows to graph object    

The network traffic as records of data flow is more widely used technique to capture the 

traffic where each record in the dataset is the set of attributes between the receiver and 

the sender IP addresses.  However, being a set of sequential records, this kind of dataset 

is not ideal to capture any underlying spatial patterns that are more relevant to detecting 

attacks that uses multi flow strategies to deploy attacks on the network. Transforming the 

initial dataset into a graph object represents the data closer to real world network traffic 

where a node in the graph is representing a host (IP Address) in the network and the 

edges determines a connection between the corresponding hosts. 

The dataset is to be first transformed into a graph object G (V, E, XV, XE), where V is the 

set of nodes (hosts), E is set of edges, XV is set of features of node V, XE is set of network 

features of edge E connecting the node Vi and Vj. To construct the graph the distinct set 

of private IP addresses in the dataset along with single merged IP address of external IP 

determines the set of nodes in the graph having initial features as zeroes of size that of 

number of attributes in the dataset. The edges between the nodes have features set of 

attributes of the record connecting the hosts. This translates our problem of intrusion 
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detection in a network to that of edge classification, where we have to determine whether 

an edge in the network graph is anomalous or not, i.e., a binary classification of the edges.  

3.3 Model design   

The proposed model of E-Graph Convolution model is a modification of Graph 

Convolutional Network where, in a Graph Convolutional Network, the term convolution 

is used to describe the operation that propagates information across the nodes of a graph. 

The concept of convolution in GCNs is inspired by traditional convolutional neural 

networks (CNNs) used for image processing, but adapted to work with graph-structured 

data. 

In image-based CNNs, convolution involves applying a filter or a kernel to a local 

receptive field of pixels in the input image. This filter performs a dot product with the 

pixel values in the receptive field, producing a new feature representation that captures 

local patterns and spatial relationships. In GCNs, convolution is adapted to work with 

graph structures rather than regular grid-like image data. Instead of convolving with a 

fixed filter over local patches, GCNs perform convolution by aggregating and 

transforming information from neighbouring nodes in the graph. 

The proposed model of E-Graph Convolution model is a simple neural network which is 

fed the transformed graph dataset, where we have incorporated edge features to be 

utilized in the model in contrast to graph neural networks that inherently works with 

nodes. This allows the model to learn from its edge features as the model trains, on which 

the final classification is performed through a Multi-Layer Perceptron layer. The 

proposed model can be sub divided into two parts as: e-graph convolution layer and 

classification layer shown in figure 3.1. 

3.3.1 E-Graph convolution layer       

E-graph convolution layer is the fundamental block of our model that makes use of 

information propagation to capture and encode the relational dependencies among edges 

in the graph. It operates on a graph structure and performs message passing and linear 

operation to update edge representations based on the information from neighbours. 
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Figure 3.2: E-Graph Convolution Model Design 

Our model uses the transformed graph G with multi-dimensional edge features, in order 

to learn from these features, the E-graph convolution layer uses update function and 

message passing function. 

• Update Function: The update function computes the updated edge features based on 

the messages from neighbours and applies a non-linear activation function. The 

update function can be represented as: 

hi
(l+1) = σ (φ ({Xeij

(l) : j ∈ N(i)}) . W(l)) 

where: 

• hi
(l+1) is the updated feature vector for node I at layer l+1. 

• φ is the linear transformation function the model uses to represent the information 

of the neighbouring nodes, for our proposed model we have used the mean of 

information from neighbouring nodes to create a summarized representation for 

each node. 

• Xeij
(l) : j ∈ N(i) represents the set of edge features from neighbouring edges. 

• . W(l) represents the weight matrix that maps the aggregated information to a new 

feature space. The aggregated information is transformed using learnable 

parameters to generate new node features. 

• σ is the nonlinear activation function applied element-wise to introduce non-

linearities into the transformed node features. In our model we have used ReLu 

to introduce non linearity to the layer. 
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• Message Passing Function: Each edge in the graph uses information from its 

neighbouring nodes to update the edge representations which are passed using the 

message passing function. The message passing function can be represented as: 

Mi
(l) = Xei,j 

where: 

• Mi
(l) is the message sent from edge between nodes i and j at layer l to its 

neighbouring edges. 

• Xei,j is the edge feature between nodes i and j at layer l. 

Through stacking multiple layers, the model can capture information from multiple hops 

in the graph, allowing for the modelling of complex relationships and dependencies. Each 

layer propagates and aggregates information from neighbouring nodes, refining the node 

representations with each layer. By repeatedly applying this convolution operation across 

multiple layers, the model can capture increasingly complex patterns and dependencies 

in the graph structure, allowing for tasks such as edge classification. However, stacking 

up too many layers can result in traversing the whole graph making the information 

saturated and results unreliable.  

Our proposed model uses two e-graph convolution layers, which allows the model to 

learn through the features of two hop neighbours of the network graph. 

3.3.2 Classification layer 

Multi-Layer Perceptron, or MLP layer is stacked in addition to our E-Graph Conv layer 

as the resulting edge embeddings from the above layer are of size the number of attributes 

in the network traffic flow, in order to classify them, scores are to be given to these edges. 

The MLP takes these inputs to update all the edges in the graph to a vector of size two, 

which implies the score towards the edge being benign or anomalous, i.e., the MLP layer 

classifies the edge embeddings into two classes, which can be used to compare with the 

labels provided in the network traffic dataset and tune the model during back propagation 

of the model. 
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CHAPTER 4 

EXPERIMENTAL EVALUATION 

 

The experimental evaluation of the proposed methodology for edge-based graph 

convolution network is performed on an Industrial IoT dataset along with other network 

traffic datasets, to substantiate our assumptions of improved detection rates while 

considering spatial knowledge of the IoT network. The experiments conducted to 

evaluate the performance of our model has been carried out in Google Colab tool with 

their free-to-use GPU, with Python as the coding language. This section presents the 

different Internet of Things network traffic datasets, performance measures used for 

evaluation and the results obtained for the method proposed. 

4.1 Network traffic dataset   

For our experiments on the methodology proposed, we require network traffic data. There 

are many datasets available for researchers to work on this field, however among the 

different network flow-based datasets, the dataset needs to be relevant to the scope of the 

paper. The parameters for selecting a dataset for our model was as follows: 

• The network traffic is from a network of Industrial Internet of Things or Internet 

of Things devices, preferably having a heterogenous set of devices in the network. 

• The dataset offers a varied range of attacks to better evaluate the model. The 

composition of the datasets selected has been listed in Table 4.1, that shows a 

variety of attacks available in them. 

• The data streams collected are to be from an up-to-date network that uses current 

network methodologies. 

• The dataset must have source and destination identifiers, like IP Addresses in 

order to create the graph object, as the graph object created have edges as traffic 

records between two hosts.  

Based on the characteristics desired for evaluating our model the following datasets 

have been selected, as given in Table 4.1. 
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Table 4.1: Characteristics of network datasets used 

Dataset No. of 

records 

No. of 

classes 

No. of 

Features 

Attack Types 

Edge-IIoT 

[41] 

2.2M 15 63 Backdoor, DDoS (HTTP, ICMP, TCP, 

UDP), Fingerprinting, MITM, 

Password, Port scanning, 

Ransomware, SQL, Uploading, 

Vulnerability scanner, XSS 

CICIDS 

2018 [42] 

16.2M 7 80 BruteForce, Botnet, DoS, DDoS, 

Infiltration, Web Attacks  

UNSW-

NB15 [43] 

2.5M 10 43 Analysis, Backdoor, DoS, Exploits, 

Fuzzers, Generic, Reconnaissance, 

Shellcode, Worms 

 

4.2 Evaluation metrics  

The performance of the proposed model is determined using the metrics used for 

evaluating the classification-based machine learning model. This is in relation to the 

model proposed in this study represents the output in the form of a boolean i.e., benign 

or attack, which is nothing but binary classification of the network traffic fed to the 

model. The performance metrics hence described using the confusion matrix for each 

dataset, using accuracy, defined as the ratio of number of correctly classified traffic to 

the total number of network traffic records; precision, as the correctly identified attacks 

to number of identified attacks in the traffic; Detection Rate as the number of correctly 

identified attacks to total number of attacks in the traffic; and F1-score as the harmonic 

mean of precision and Detection Rate. 

Table 4.2: Confusion matrix 

 Predicted Negative (0) Predicted Positive (1) 

Actual Negative (0) True Negative (TN) False Positive (FP) 

Actual Positive (1) False Negative (FN) True Positive (TP) 
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Table 4.3: Evaluation Metrics 

Performance Metric Equation 

Accuracy (TP + TN) / (TP + TN + FP + FN) 

Precision TP / (TP + FP) 

Detection Rate TP / (TP + FN) 

F1-score 2*(Precision*Detection Rate)/(Precision+Detection Rate) 

where, in the equations: 

• TP: True Positives (the number of correctly predicted positive instances) 

• TN: True Negatives (the number of correctly predicted negative instances) 

• FP: False Positives (the number of incorrectly predicted positive instances) 

• FN: False Negatives (the number of incorrectly predicted negative instances) 

 

4.3 Experimental results 

In this section, we compare the performance of different models against our proposed 

model against various performance metrics mentioned in section 4.2. The dataset 

selected, Edge-IIoT (2022) [41], CICIDS-18 (2018) [42] , UNSW-NB15 (2015) [43-47] 

as in accordance to the requirements described in the previous section were served as 

input to the model, where each dataset was preprocessed to remove redundancies and 

noise and scaled using minmax to normalize the data values between zero and one. The 

data was normalized as the proposed model is using message passing function that 

aggregates the neighbouring edge feature values in intermediate steps, having high values 

could lead to overflow in certain scenarios. 

The obtained processed data is given to the model in the form of a graph to train the 

model, as well as test the effectiveness of the model using the performance measures 

described in the above sub-section. It is also to be noted datasets used in this paper 

includes label in terms of the data being benign or anomalous in nature, which reduces 

the output as a binary classification problem and hence the model proposed is evaluated 

and compared in terms of performance metrics relevant to classification. 
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Table 4.4: Experimental Results  

Dataset Algorithm Accuracy Precision 
Detection 

Rate 
F1-Score 

Edge-IIoT Proposed 0.997 0.998 0.997 0.996 

CNN 0.95 0.97 0.91 0.94 

MLP 0.95 0.96 0.91 0.93 

RF 0.95 0.94 0.93 0.94 

DT 0.95 0.97 0.91 0.94 

CICIDS 

2018 
Proposed 0.986 1.0 0.973 0.986 

CNN 0.98 0.99 0.98 0.98 

MLP 0.95 0.88 0.9 0.89 

RF 0.98 0.99 0.93 0.95 

DT 0.94 0.9 0.8 0.84 

UNSW-

NB15 
Proposed 0.99 0.997 0.982 0.990 

CNN 0.98 0.99 0.98 0.98 

MLP 0.97 0.9 0.76 0.81 

RF 0.99 0.94 0.92 0.93 

DT 0.98 0.87 0.89 0.88 

 

The performance measures obtained for the dataset is tabulated in the Table 4.4, and its 

confusion matrix for the testing portion is given in figure 4.1. To compare our achieved 

results the same dataset has been trained and tested for some of the well-known 

classification models as Naïve Bayes, Decision Tree, Random Forest, Multi-Layer 

Perceptron. The evaluation results have also been graphically represented in the figure 

4.2-4.4, substantiating our model performance to be better than that of the popular 

classification algorithms. 
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Figure 4.1: Confusion Matrix for proposed model a) Edge-IIOT; b) CICIDS-18           

c) UNSW-NB15 dataset 

 

 

Figure 4.2: Experimental Results for Edge-IIOT dataset 
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Figure 4.3: Experimental Results CIC-IDS 2018 dataset 

 

Figure 4.4: Experimental Results for UNSW-NB 15 dataset 
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CHAPTER 5 

RESULTS ANALYSIS 

 

5.1 Interpretation of experimental results   

The key findings inferenced from the results are as follows: 

• E-Graph convolution has demonstrated best performance in comparison with the 

highest F-1 score of 0.996, leveraging its ability to effectively capture and model 

graph-structured data. Its success can be attributed to its unique architecture, 

which combines graph convolutional layers with non-linear activation functions 

to extract meaningful representations from graph data. The incorporation of edge 

features aggregation and feature propagation further enhances its expressive 

power. 

• CNNs are generally better at tasks that require local processing, such as image 

classification, whereas graph-based models as ours are generally better at tasks 

that require global processing. Its ability to capture both local and global graph 

structures enabling it to learn hierarchical representations of the underlying graph, 

verified from 2.89% improvement of F1 score and 7.2% detection rate. This 

hierarchical modelling facilitates the understanding of complex relationships and 

dependencies among graph elements, leading to enhanced predictive accuracy. 

• Notably, E-GCN's performance surpassed traditional machine learning 

techniques in terms of accuracy, predictive power, and generalization ability, with 

5.9% increase in tree-based model, and 7.1% in neural network model. This 

suggests popular models as Random Forest, Decision Tree, MLP which usually 

works on linear data structures struggles to exploit this structural information. 

 

The different stages, data processing, graph creation and E-Graph convolution model of 

the proposed architecture have contributed towards the performance, the rationale and 

impact of stages are described in the Table 5.1. 
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Table 5.1: Rationale and Impact of stages in proposed model  

Stage Algorithm/ 

Framework 

Rationale Impact 

Data Pre-

processing 

Data cleaning Removing any redundant, 

noisy records 

Reduces redundant 

information; improves 

model efficiency 
Minmax Scaling data to avoid overflow 

IG Keeping more relevant feature 

attributes 

Graph 

Creation 

DGL Encode network traffic into 

graph  

Extraction of spatial 

information 

IDS 

Model 

E-

GraphConv 

Learn spatial representations 

from the graph 

Capture spatial 

dependencies and 

feature propagation 

MLP Efficient and flexible neural 

network for classification 

Classifies into benign 

and anomalous 

 

By considering spatial relationships, through the source and destination of network 

traffic, helped in identifying abnormal communication patterns, unauthorized access 

attempts, or suspicious interactions between devices more accurately. 

 

5.2 Limitations of this study   

The limitations discovered during our study for the model are as follows: 

• As our model operate on graph-structured data, which can be computationally 

expensive, especially for large-scale networks. The propagation of information 

through the graph and the iterative nature of layers can lead to high computational 

requirements, making it challenging to apply to resource-constrained 

environments. 

• Graph-based models as our E-Graph Conv are sensitive to the choice of 

hyperparameters making it difficult to find a set of hyperparameters that work 

well for a particular dataset. For instance, in very large or dynamic graphs two 

hop neighbour might not be sufficient to capture enough details from far 

neighbours. 

• In multi-layer GCNs, there is a risk of over-smoothing, where information gets 

overly diffused across nodes, leading to loss of discriminative power in the 
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learned node representations. This can affect the ability to distinguish between 

subtle variations in the graph structure. 

• The performance relies on the underlying graph structure for information 

propagation that means changes in the graph topology, such as node reordering 

or edge modifications, can impact the model's predictions.  

• Our model is not suited for dynamic graphs as it assumes a fixed graph structure. 

Adding or removing nodes or edges in a graph may require retraining the model 

from scratch. 

• Neural networks like our model lack interpretability, i.e., it is challenging to 

understand the reasoning behind their decisions or feature importance. The 

complex and non-linear nature of the model layers makes it difficult to interpret 

the learned representations or provide human-readable explanations for detected 

intrusions 

5.3 Significance and Implications for future research   

The proposed model, Edge Graph Convolutional Network, is a graph-based model for 

intrusion detection which can aid in the future research in this area through the 

understanding of advantages of the model: 

• Capturing Spatial Dependencies: IDS deals with complex networks where nodes 

represent devices, and edges represent their interactions or connections. Graph-

based models have better capturing of spatial dependencies by considering the 

connectivity patterns and relationships between nodes in the graph. This allows 

our model to effectively model and analyze the dependencies between devices, 

aiding in the detection of intrusions and abnormal behavior. 

• Handling Complex Network Data: Intrusion detection operates on network data 

that is inherently graph-structured. E-GCN is specifically designed to process and 

analyze graph-structured data. This makes GCNs suitable for intrusion detection 

in complex and dynamic network environments. 

• Improved Performance: Our model has shown promise in effectively capturing 

spatial relationships and dependencies between network nodes. By incorporating 

spatial features into the E-GCN architecture, it becomes possible to model the 

topology, interconnections, and traffic patterns of the network more accurately. 
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This, in turn, can lead to improved performance in detecting intrusions and 

anomalous behavior within the network. 

• Defense against Advanced Attacks: Intruders often employ sophisticated 

techniques, to evade detection. By leveraging spatial features, a GCN-based 

intrusion detection system can effectively capture and analyze the propagation of 

attacks within the network. This enables the system to detect advanced attack 

patterns and provide early warning signals for potential security breaches. 

The potential of graph-based models in intrusion detection can be further explored in 

future, some of the implications for future research are as: 

• Exploring different strategies for integrating spatial information, optimizing 

feature extraction processes, and enhancing the learning capabilities of GCNs. 

• Research efforts can be directed towards improving the robustness and 

adaptability of graph-based intrusion detection systems to handle complex and 

dynamic IIoT environments. 

• It is important to work on the explainability and interpretability of model for 

future research, exploring techniques for interpreting the learned representations 

and understanding the contribution of spatial features to intrusion detection 

decisions 

• Future research should also focus on practical implementation through various 

testing frameworks and real-world environments. This involves on large-scale 

networks, considering resource constraints of IIoT devices. 

• Graph-based models can also be utilized for anomaly detection in IDS. By 

learning the normal patterns and structural dependencies from unlabelled data, it 

can identify deviations from the learned representation as potential anomalies or 

intrusions. This unsupervised learning approach is particularly useful as in 

majority of cases the organization lacks labelled dataset to train the model, further 

it can also detect novel unseen attacks and abnormalities as well. 

 

 

 

 



39 
 

 

CHAPTER 6 

CONCLUSION 

 

In this study, we have presented a graph-based network intrusion detection model. The 

network traffic data was transformed to network graph of hosts and connections 

representing the features that was used to classify between an anomalous or benign edge. 

The focus on this paper was the intrusion detection on industrial internet of things owing 

to which the methodology was tested against datasets that can relate to IIoT applications. 

The essence of the method proposed is the utilization of spatial features extracted from 

the graph that can help unveil attacks patterns in regards to features of a network record 

as well as its relation to its surrounding nodes. This approach achieved better 

performance results when compared with other standard classification models, which 

was verified through extensive evaluation through multiple datasets in the results section. 

The convolution method for recognizing the patterns in combination with deep learning 

allowed us to train a model that can identify network anomalies with the consideration 

of the global structural view of the network through convolution.  
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