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ABSTRACT

In the year 2020 the world witnessed a global health emergency due to the outbreak of
virus pandemic Coronavirus named COVID-19 also the increasing of the air polluƟon in
the ciƟes of developing countries due to emission of PM10 and PM2.5 pollutants from
burning of Organic Fuels ,fast urbanizaƟon the usage of face masks in public has now
become a way of life .The usage of face mask is not only mandated by the governments
to  control  the  spread of  the  virus  but  also  a  recommendaƟon made  by  doctors  to
protect lungs of paƟents. Due to the usage of facial mask in public spaces with huge
amount of fooƞalls namely markets, shopping malls, public transport like metro rails,
sporƟng events ,music concerts manually check the proper usage of masks is not only a
tedious and difficult task but also an impossible one for big country like India where
populaƟon density is one of the highest in the world. The Public Monitoring systems
widely used face many challenges to correctly monitor the usage of face mask due to
difference  in  the mask  types,  low quality  Cameras,  ObsfuscaƟon  of  faces  etc.  Also,
majorly the lack of huge amount of data to be trained on is one of the main challenges.
Therefore,  this  project  is  aimed  at  providing  a  comprehensive  review  of  exisƟng
machine learning models that have been used to detect face masks and developing an
ensemble  approach  for  the  same using  a  newer  balanced  dataset  not  widely  used
before.
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CHAPTER 1: INTRODUCTION

1.1) Overview:

The research area of image processing is one of the most widely pursued field due to its
vast amount of applicaƟon use in the day to day life. This has resulted in development
of some of the very efficient and accurate algorithms using convoluƟon neural networks
[1]. The progress in the field of computaƟon and memory technologies over the years
has resulted in exponenƟal growth in the ability to read, store and process vast amount
of  data  very  fast.  The  convergence  of  innovaƟon  in  both  the  applicaƟon  side  and
hardware side has increased the use of machine learning. The automated traffic challan
system  is  very  good  example  of  this.  The  arrival  of  COVID-19  comes  with  difficult
challenges for health systems globally. The World Health OrganizaƟon (WHO) declared
a public health emergency In March 2020, as the covid conƟnues to spread across the
populaƟon, especially in vulnerable countries.  The conƟnuous mutaƟons in the virus
structure  led  to  emergence  of  different  variants  and forced countries  to  take strict
measures  like  travel  restricƟon,  naƟonal  lockdown,  isolaƟon,  and  quaranƟne  of
individuals suspected to be exposed to virus and posiƟve cases, advising the saniƟzaƟon
of hands at regular intervals, temperature monitoring, wearing of face masks, and social
distancing. These restricƟons presented huge challenges for developing naƟons having
overburdened health systems, low funding and limited surveillance capabiliƟes which
impacted their potenƟal efficacy. The vast restricƟons are difficult to implement, due to
different factors like public awareness, monitoring capabiliƟes and policing. The process
of monitoring a large number of people is an increasingly difficult task. The monitoring
is the process to detect anyone who is not wearing a face mask. 

Even aŌer detecƟon of improper behavior violaƟng the mandated mask usage to ensure
that it is corrected or to proceed with some punishment mechanism like issuing fines
requires to idenƟfy the idenƟty of the person. This is where the task becomes more
difficult. Currently popular and used Face IdenƟficaƟon Systems use Full Facial feature
and Machine Learning to establish the idenƟty of the person. But when there is a mask,
it obfuscates the face, and it becomes more difficult to idenƟfy the person. In a low-
resoluƟon seƫng this task is much more difficult and the lack of datasets with face
mask idenƟƟes provides a challenge.

Due to the development of highly efficient and fast processor and memory devices the
usage  of  Machine  Learning  for  the  purpose  of  solving  arƟficial  intelligence tasks  is
increasing. The Image processing is one the most famous field and there has been great



developments  of  algorithms  over  the  years.  One  issue  for  the  public  surveillance
systems is the low quality images and low computaƟonal resources for processing the
inputs. 

1.1) Research ObjecƟves:

This research project has following research objecƟves :

a): To  study  the  different  ConvoluƟon  Neural  Networks  Models  and  compare  their
performance.

b): To Develop a Dataset for Face Mask Usage using Mask SuperimposiƟon.

c): To study the performance gain from using Ensemble of Machine Learning Models.



CHAPTER 2: THEORY

2.1) Machine Learning:

Machine learning is a field of computer science that seeks to develop algorithms that
can enable computers to learn without explicit programming. It evolved from the study
of  paƩern  recogniƟon  and  computaƟonal  learning  theory  in  arƟficial  intelligence.
Machine learning involves  the construcƟon of  algorithms that  can  analyze  data  and
make predicƟons  or  decisions  based on the  data  paƩerns,  rather  than  being  solely
controlled by pre-wriƩen code.

Machine  learning  is  applied  to  various  compuƟng  tasks,  including  spam  filtering,
network  intrusion  detecƟon,  opƟcal  character  recogniƟon,  search  engines,  and
computer  vision.  It  has strong Ɵes  to  mathemaƟcal  opƟmizaƟon and computaƟonal
staƟsƟcs, which are also employed to make predicƟons through the use of computers.

Machine  learning  can  be  supervised  or  unsupervised,  wherein  supervised  learning
involves  the  inference  of  a  funcƟon from  labeled  training  data,  while  unsupervised
learning entails inferring a funcƟon to describe hidden structures from unlabeled data.
Reinforcement learning, on the other hand, is inspired by behaviorist psychology and is
concerned with enabling soŌware agents to take acƟons in an environment to maximize
cumulaƟve rewards.

Machine learning is criƟcal in data analyƟcs, as it enables the development of complex
models and algorithms that aid predicƟon, also known as predicƟve analyƟcs. It allows
researchers and analysts to make reliable and repeatable decisions while uncovering
hidden insights from historical relaƟonships and trends in data.

Machine learning is divided into three main areas, namely supervised, unsupervised,
and reinforcement learning. In supervised learning, the algorithm analyses the training
data and produces an inferred funcƟon that can be used to map new examples. The
goal is to enable the algorithm to generalize correctly from the training data to unseen
situaƟons.  Unsupervised  machine  learning  involves  the  inference  of  a  funcƟon  to
describe  hidden  structures  from  unlabeled  data.  Reinforcement  learning  seeks  to
enable  soŌware  agents  to  take  acƟons  in  an  environment  to  maximize  cumulaƟve
rewards.



Machine learning is comprised of three main areas as seen in Figure 2.1:

a. Supervised  learning :The  machine  learning  task  of  inferring  a  funcƟon  from
labelled training data is known as supervised learning. A collecƟon of training
examples make up the training data. Each example in supervised learning is a
pair made up of an input object, which is oŌen a vector, and a desired output
value, also known as the supervisory signal. An inferred funcƟon is generated by
a supervised learning algorithm from the training data, which may then be used
to map fresh samples. The algorithm will be able to accurately determine the
class labels for instances that are not yet visible in an ideal environment. This
necessitates  that  the  learning algorithm generalise in  a "reasonable"  manner
from the training data to hypotheƟcal situaƟons.

Fig 2.1: Types of Machine Learning

b. Unsupervised machine learning :Unsupervised machine learning is the process
of using unlabeled data to derive a funcƟon that describes a hidden structure.
Unsupervised  learning  differs  from  supervised  learning  and  reinforcement
learning since the examples provided to the learner are unlabeled and do not
contain any mistake or reward signals.

c. Reinforcement  learning :A  branch  of  machine  learning  called  reinforcement
learning, which was influenced by behaviourist  psychology,  is concerned with
how soŌware agents should behave in a given environment in order to maximise
some  sort  of  cumulaƟve  reward.  Due  to  the  problem's  breadth,  it  is  also



invesƟgated  in  a  wide  range  of  other  fields,  including  staƟsƟcs,  geneƟc
algorithms,  mulƟ-agent  systems,  game  theory,  control  theory,  operaƟons
research, informaƟon theory, and simulaƟon-based opƟmisaƟon. Although the
majority of studies have focused on the existence of opƟmal soluƟons and their
characterisaƟon rather than the learning or approximaƟon aspects, the subject
has been invesƟgated in the theory of opƟmal control. Reinforcement learning
can  be  used  to  understand  how  equilibrium  might  develop  under  restricted
raƟonality in economics and game theory.

Machine  learning,  which  gives  computers  the  ability  to  learn  without  explicit
programming, is a crucial area in computer science. It has a wide range of uses since it
may  be  applied  to  data  analysis,  forecasƟng,  and  decision-making.  Its  three  main
subfields are supervised, unsupervised, and reinforcement learning, each with disƟnct
objecƟves and methods. Machine learning is poised to become increasingly important
in our lives as hardware and soŌware conƟnue to advance, enhancing the intelligence
and intuiƟveness of how we interact with computers.

Another categorizaƟon of machine leaning tasks arises when one consider the desired
output of a machine-learning system.

a. In classificaƟon, The learner must create a model that assigns unseen inputs to
one  or  more  (mulƟ-label  classificaƟon)  of  these  classes  when  inputs  are
separated into  two or  more classes for  classificaƟon.  Usually,  this  is  handled
under  supervision.  When  email  (or  other)  messages  are  the  inputs  and  the
classificaƟons are "spam" and "not spam," that is an example of categorizaƟon. 

b. The  outputs  in  regression,  another  supervised  problem,  are  conƟnuous  as
opposed to discrete. 

c. In clustering, A set of inputs is to be separated into groups while performing
clustering. Since the groupings are oŌen unknown, unlike in classificaƟon, this is
typically an unsupervised task.

d. Density esƟmaƟon finds the distribuƟon of inputs in some spaces.
e. Dimensionality  reducƟon  simplifies  inputs  by  mapping  them  into  lower

dimensional space. Topic modelling is a related problem, where a Program is
given cover similar human language documents and is tasked to find out which
document and is tasked to find out which documents cover similar topics. 



2.2)Image Processing Using Machine Learning:

The  images  are  processed  in  machine  learning  algorithms  using  a  operaƟon  called
convoluƟon operaƟon where the image is  transformed into a compressed form and
using mulƟple filters of varying sizes the mulƟple regions of image are processed. The
Layer used in Machine Learning Models uƟlizing this  operaƟon is  called convoluƟon
layer  and  the  newtworksare  called  ConvoluƟon  Neural  Networks(CNN)  [1].They  are
special type of neural networks which are designed for designed to process vision inputs
like images. This configuraƟon was introduced by LeCun [1] in the year 1989. EssenƟally
the image can be viewed as a matrix of numbers represenƟng different spectrum of
RGB. 

An filter of different size, which is usually a square matrix made up of neurons with each
neuron’s weight describing the filter matrix is used to perform a dot product of input
resulƟng in a vector represenƟng image region in compressed informaƟon. Sliding this
filter over whole image and combining all of the resultant vectors will output an matrix
represenƟng  whole  image  in  compressed  form.  This  above  operaƟon  is  called  an
convoluƟon operaƟon depicted in Figure 2.2. The modern research in the design and
framework  of  ConvoluƟon  Neural  Network  [1]  has  resulted  in  breakthrough  of  the
performances  of  CNN’s.  By  sliding  over  the  input  an  another  feature  map  will  be
generated. Another layer is used in conjuncƟon of convoluƟon layers known as pooling
layers. It is used to eliminate the repeƟƟve informaƟon from the previous layer, hence it
also helps in countering the problem of over-fiƫng.

Fig 2.2:ConvoluƟon OperaƟon

There  have  been  great  improvements  over  the  years  in  the  different  convoluƟon
operaƟons used a convoluƟon layer inside machine learning models. Some of them are:



a) Residual  ConnecƟon:  Residual  ConnecƟon  [5]  or  skip  connecƟon  is  an  feed
forward network connecƟon where the output of a layer is used as an input in
future layers.The input is  aggregated together with  the output of  immediate
previous  layer.  The  main  need  of  this  connecƟon  aroused  in  deeply  layered
networks  where  the  gradient  value  disappears  as  it  travels  further  in  the
network as visible in Figure 2.3.

Fig 2.3:Residual ConnecƟon

b) Dense ConnecƟon: A Dense ConnecƟon [6] is an operaƟon in the neural network
where a skip connecƟon is made between all the previous preceding layer.hence
each  layer  is  connected  with  all  future  layers,hence  the  name  Dense.  The
moƟvaƟon for this connecƟon comes from the gradient disappearing problem as
discussed in above secƟon in deeply layered networks.The Figure 2.4 shows a
Dense ConnecƟon Block[6].

Fig 2.4:Dense ConnecƟon



c) Inverted  Residual  Block:  An  Legacy  Residual  ConnecƟon  [5]  the  ConvoluƟon
OperaƟon is 1 x 1 ConvoluƟon followed by an 3 x 3 ConvoluƟon and again a 1 x 1
ConvoluƟon.But in Inverted Residual ConnecƟon introduced in [7], first a point-
wise convoluƟon [3] followed by a depth-wise convoluƟon [3] and finally a 1 x 1
convoluƟon is  performed to reduce the size to  input size as visible in  Figure
2.5.This  significantly  the  complexity  of  the  Residual  Block and there  are  less
parameters in the model.

Fig 2.5:Inverted Residual ConnecƟon

d) Depth-wise  Separable  ConvoluƟon  Layer:  The  Depthwise  ConvoluƟon  [3]
operaƟon in which a single filter per channel of the input is used.This operaƟon
is  very  cost  efficient  as  compared to  normal convoluƟon operaƟon.AŌer this
operaƟon a Pointwise ConvoluƟon [3] OperaƟon is applied to generate features
equivalent  to  a  normal  convoluƟon  operaƟon  as  seen  in  Figure  2.6.  This
combined operaƟon is called Depthwise Separable operaƟon [4].

Fig 2.6:Depthwise Separable ConvoluƟon OperaƟon

e) IncepƟon Block: In IncepƟon [9] block  the higher convoluƟons operaƟons are
replaced  with  smaller  convoluƟon  operaƟons  by  using  1  x  1  convoluƟon
operaƟon  in  start  which  reduces  the  depth  of  the  input  and  hence  help  in
reducing  the  complexity  of  convoluƟon  operaƟon.The  Figure  2.7  depicts  the



incepƟon  module  [9].The  input  is  passed  through  mulƟple  stages  in  parallel
where mulƟple convoluƟons are applied one aŌer another and final results are
concatenated.

Fig 2.7:IncepƟon Block

f) Squeeze & ExcitaƟon Block: During an ConvoluƟon OperaƟon each channel is
weighed  equally  important  which  will  make all  spaƟal  features  found in  the
input equally  important.To improve the learning of  more  important  features
each channel is weighted differently which can be trained to determine the best
weight-age for each channel. The SE-Block [8] has the Average Pooling operaƟon
first squeezes each channel to single unit and Further Fully Connected Layers
with ReLu and Sigmoid acƟvaƟon performs the desired acƟon.

 

Some  of  the  Machine  Learning  Models  which  used  and  introduced  the  above
convoluƟon operaƟons are:

        a) IncepƟon ConvoluƟon Neural Network: IncepƟon [6] is a Deep ConvoluƟons
Neural Network which focuses on solving an higher dimension convoluƟon operaƟon
using smaller convoluƟons. Consider the very basic convoluƟon operaƟon of 1 x 1, it
reduces every pixel of the input image to a single value corresponding to the filter. This
helps in reducing the size as well as depth of the input to the count of filter used in the
current layer. The 1 x 1 convoluƟons are very useful to learn the informaƟon of small
regions of the input. To get beƩer understanding employing filters of varying sizes over
the input image is a logical step, which will result in different regions of image being
learned. Employing these operaƟon in parallel and aggregaƟng the output will result in
very high usage of processing power. The IncepƟon [6] module uses the concept of 1 x 1
convoluƟons to help in reducing the operaƟonal cost of higher convoluƟon operaƟon by



employing an 1 x 1 convoluƟon operaƟon before an 3 x 3 or 5 x 5 convoluƟon operaƟon
or higher. This results in reducƟon in depth of size of higher convoluƟon and hence the
efficient  use  of  computaƟonal  resources.  The  Figure  2.8  depicts  the  use  of  1  x  1
operaƟons before higher conv operaƟon in an IncepƟonV3 [7] module.

 

Fig 2.8:IncepƟonv3 Architecture

 b) MobileNet ConvoluƟon Neural Network: 

MobileNet[8] is a deep ConvoluƟon Neural Network [1] framework which uses very low
memory and computaƟon designed primarily to be used on small devices likes Mobiles
hence  the  name MobileNet  [8].  MobileNet  [8]  model  makes  the  use  of  depth-wise
separable  convoluƟons  rather  than  uƟlizing  the  convenƟonal  convoluƟon  layer.
MobileNet [8] framework introduces new hyper parameters i.e a width mulƟplier and
resoluƟon mulƟplier, which helps in managing the model design and can increase or
decrease accuracy by increasing the latency or decrease it respecƟvely. Each depth-wise
separable  convoluƟon  layer  has  two  parts  i.e  a  depth-wise  convoluƟon  which  is
succeeded by  a  point-wise  convoluƟon.  If  we  consider  both  of  the  depth-wise  and
point-wise convoluƟons as an unique layers, then this results in a total of twenty eight
layers in the network model. The depth-wise convoluƟon layer performs an individual
convoluƟon operaƟon on every  channel  in  input.  AŌer  that  point-wise convoluƟons
layer  combines  the  result  of  depth-wise  convoluƟon,  linearly  using 1x1  convoluƟon



operaƟons.There  is  also  an  updated  version  MobileNetV2  [9]  which  uses  inverted
residual blocks. The Figure 2.9 depicts the architecture of the MobileNet [8] .

Fig 2.9:MobileNet Architecture

        c) ResNet ConvoluƟon Neural Network: ResNet [11] is an arƟficial neural network
that presented a so- called “idenƟty skip connecƟon” which allows the model to skip
one or more layers. This way makes it feasible to train the network on thousands of
layers without affecƟng performance. It is one of the most famous framework to tackle
mulƟple computer vision tasks. Deep neural networks are very tough to train because



of the infamous degrading gradient  problem. As the gradient  is  back-propagated to
earlier layers, conƟnuous mulƟplicaƟon may make the gradient infinitely minute. As a
result, the deeper the network goes, the further its performance becomes saturated or
necessarily starts quickly degrading. ResNet [11] answered the problem using “residual
connecƟons”.  It operates  in  two stages  ResNet  [11]  creates  mulƟple  layers that  are
primarily not used, and skips them, reusing acƟvaƟon funcƟons from preceding layers.
At a second stage, the network re-trains over, and the “residual” convoluƟon layers are
amplified. This makes it possible to explore more region of  the feature space which
would have been skipped in a shallow convoluƟon network configuraƟon. ResNet50
[11] is a variant of [11] model comprising of total 50 layers more specifically forty eight
convoluƟon layers, one MaxPool and one AveragePool layer.

        d) EfficientNet ConvoluƟonal Neural Network: Efficient-Net [12] is a convoluƟon
Neural Network [1] which uses opƟmised convoluƟon operaƟons and hence efficiently
performs the desired task. A CNN has three different components regarding the input
image which are its width, depth, and the resoluƟon. All of these can be scaled as per
requirements. The depth of an CNN represents the total number of different  neural
network  layers  used.  The  width  of  an  CNN  represents  the  count  of  neurons  in  a
parƟcular layer, it is different for each layer. The resoluƟon of the network represents
the width and height of current input image. By increasing the depth of the network,
with  the addiƟon of  convoluƟon layer  one over  another  can help  in  learning much
complicated features of the input. Nevertheless the problem of gradient degradaƟon is
faced by doing this and the network becomes difficult to be trained. The effecƟveness
of the network performance depends heavily on the builduing blocks used to made it
up. The basic block of this EfficientNet [12] framework is the mobile inverted boƩleneck
MBConv  that’s  also  called  inverted  residual  block  with  an  added  SE(  Squeeze  and
ExcitaƟon) block.  Residual blocks interlink the start and the ending of  a convoluƟon
block with skip joins. In the Inverted Residual Block first channels will be widened by a
point-wise  convoluƟon(conv  1  x  1)  then  uses  a  3  x  3  depth-wise  convoluƟon  that
reduces significantly the number of parameters and finally it apply a 1 x 1 convoluƟon
operaƟons which reduces the count of channels allowing the beginning and the end of
the  block  to  be  added.  Squeeze  and  ExcitaƟon  (SE)  Block  improves  the  inter-
dependencies between the mulƟple channels by assigning dynamic weights to more
important channels.



Fig 2.10:ResNet50 Architecture



Fig 2.11:EfficientNetB0 Architecture

        e)  DenseNet  ConvoluƟon  Neural  Network:  Densely  Connected  ConvoluƟon
Networks(DenseNet)  [13]  is  a  convolu-  Ɵonal  neural  network(  CNN)  [1]  framework
which connects each layer with the previous layers. This allows the network to learn
more effecƟvely by reusing features,  hence downgrading the number of parameters
and improving the gradient flow during training. The framework of DenseNet [13] is
made up of transiƟon layers and dense blocks. Each convoluƟonal layer inside a dense
block is connected to every other layer within the block. This is achieved by linking the
resultant of every layer to the input of the further following layers, making a “shortcut”
link. The use of Dense Blocks in the framework is depicted in Figure 2.12. All the layers
in these dense blocks are forward connected to all of the future layers inside block.

Fig 2.12:DenseNet Architecture



        f) XcepƟon ConvoluƟon Neural Network: XcepƟon [14] Network is a very efficient
convoluƟon neuron network frame-  work  which  comprises  of  Depth-wise Separable
ConvoluƟon  operaƟons.  XcepƟon  [14]  is  oŌen  called  the  “extreme”  design  of  an
IncepƟon module.  In  IncepƟon [6]  network,  the  1  x  1  convoluƟon operaƟons  were
applied to condense the iniƟal input, and then different kind of filter maps are used on
each of the depth of the input image. XcepƟon [14] network is essenƟally just reverses
the above step where the filters are first applied on the input data and then the input is
compressed with 1X1 convoluƟon by applying them on the depth of input. This strategy
is nearly same to a depth-wise separable convoluƟon. As seen in Figure 2.13 there are
three stages of this model. The input travels from the first stage which is called entry
flow,  and  then  it  passes  from  middle  flow  module  and  lastly  from  the  exit  flow.
SeparableConv layer is  the updated depthwise separable convoluƟon.  And there are
residual connecƟons, originally proposed by ResNet [11].

Fig 2.13:XcepƟon Architecture



        g) VGG ConvoluƟonal Neural Network: Visual Geom- etry Group or VGG [16] is a
widely used deep convoluƟon Neural Network [1] framework with many layers.  It  is
called deep network because of the count of to the number of layers in the model with
VGG16 [16] or VGG19 [16] have sixteen and nineteen convoluƟon layers. The VGG16
[16] deep learning model is a fairly broad network. VGG16 [16] was popularised mainly
due to the simple design framework. StarƟng from first layer the consecuƟve layer size
is  kept  decreasing  Ɵll  a  single  layer  of  1000  output  nodes  acƟvated  by  soŌmax  is
produced. It contains some convoluƟon layers which are then succeeded with a pooling
layer which then reduces the size of the input data i.e height and the width. Due to no
exisƟng  residual  or  skip  connecƟons  it  should  perform  less  effecƟvely  than  above
discussed models. The VGG16 [16] model architecture is depicted in Figure 2.14 sourced
from [17].

Fig 2.14:VGG16 Architecture



2.3) Performance Metrics 
To compare different machine learning models I have used the following metrics:

1) Accuracy:  The  accuracy  metric  for  a  classificaƟon  model  is  defined  as  the
measure of total test data for which the predicƟon matches the actual value.
The correct predicƟon is when the output class matches the actual class of the
test  data.  The  total  predicƟons  are  the  total  cases  of  correct  and  incorrect
predicƟons. The formula for measuring the accuracy is:

Accuracy=Correct Predictions
Total Predictions

                                                                         (2.1)

2) Loss: The loss metric is used to measure the variaƟon in the predicƟon to the
actual value of the test data. In this project I used the Categorical Cross Entropy
Loss,  which  is  widely  used  for  classificaƟon  models.  The  formula  for  cross
entropy loss is :

loss=−∑
c=0

N

y ic log (Pic)                     (2.2)

where c denotes class number and N is total number of class ,in this project  
it is 3,yi,c denotes the actual predicƟon in binary (0,1) and pi,c is  the  predicted  
value between the range [0,1].

3) F1-Score:  The  F1-Score  is  a  metric  that  is  widely  used  to  compare  the
performance of mulƟple classifiers. The F1-Score is calculated as the harmonic
mean  of  the  two  metrics  Precision  and  Recall.  In  mulƟ-class  classificaƟon
problem , such as thiss F1-Score is calculated as the average of scores for each
class. In this project I use weighted average of these score to calculate the final
score:

F1=∑
c=0

N

Samplec F1c                               (2.3)

where c denotes class number and N is total number of class ,in this project it is 
3,Samplec denotes the number of items in class c and F1c is  the F1-Score for  a  
parƟcular class c. The Value of score lies between [0,1] with 0 being the worst 
and 1 denotes perfect predicƟon.

4) The Kappa Score metric also known as Cohen Kappa Score [] was introduced by
Cohen  []  in  1960.  It  measures  the  agreement  between  two  judges.  In
classificaƟon problem one judge being the dataset creator and another being
the classifier. it ranges between [-1,1] with 0 and negaƟve score signifying no
agreement  or  inverse  agreement  and  1  signifies  the  perfect  agreement.  The
formula to measure this score is :



           Kappa=
Po−Pe

1−Pe

                                                      (2.4)

Where Po  denotes the probability of agreement between predicted and actual class of
image, Pe is the expected  probability of agreement by chance.

2.4) Tools Used:
1)      Python:  Python is a widely used high-level programming language that is

known for its simplicity, readability, and ease of use. It is ideal for data science,
web  development,  arƟficial  intelligence,  machine  learning,  and  other  fields.
Python comes with a large standard library that simplifies complex applicaƟons.
It  is  also  an  interpreted  language,  which  means  it  can  be  run  on  mulƟple
plaƞorms without needing to compile the code beforehand.

2)  Jupyter  Notebook:  Jupyter  Notebook is  an  open-source web  applicaƟon  for
creaƟng and sharing documents containing live code, equaƟons, visualizaƟons,
and explanatory text.  It  is a popular tool for  data scienƟsts,  researchers, and
engineers working on data analysis,  data visualizaƟon, machine learning,  and
other  tasks.  Jupyter  Notebook  supports  mulƟple  programming  languages,
including Python, R, Julia, and Scala, and provides an interacƟve environment for
exploraƟve work.

3)  Keras:Keras  is  an  open-source  neural  network  library  wriƩen  in  Python.  It
simplifies building and training deep learning models using a simple and intuiƟve
API. Keras allows users to create complex neural networks with just a few lines
of code and supports various types of layers, including convoluƟonal, recurrent,
and dense layers. It can be used with different backends, such as TensorFlow,
CNTK,  and Theano.  Keras  is  widely  used in  academic research  and  industrial
applicaƟons.

4)  Scikit-Learn:Scikit-Learn is a popular Python library for machine learning that
offers  a  range  of  algorithms  for  classificaƟon,  regression,  clustering,
dimensionality reducƟon and model selecƟon. It features a consistent API for
different  algorithms and uƟliƟes for  data  preprocessing,  cross-validaƟon,  and
model evaluaƟon. Scikit-Learn is easy to use and widely used in industry and
academia for building predicƟve models.

5)  Numpy:NumPy  is  a  powerful  Python  library  for  numerical  compuƟng  that
provides a fast and efficient mulƟ-dimensional array object and a large collecƟon
of mathemaƟcal funcƟons for working with arrays. It is widely used for scienƟfic
compuƟng, data analysis, and machine learning. NumPy provides a simple and
intuiƟve API for array operaƟons and supports various data types and indexing
methods. It is a fundamental package for scienƟfic compuƟng with Python.



6)  Matplotlib:Matplotlib is a Python library for creaƟng visualizaƟons. It offers a
wide range of tools for data visualizaƟon, including line plots, scaƩer plots, bar
charts, and histograms. Matplotlib is highly customizable and provides a rich set
of opƟons for controlling the appearance of visualizaƟons. It is a popular tool for
data analysts, scienƟsts, and engineers for creaƟng publicaƟon-quality plots and
charts.

7)  Visual  Studio:Visual  Studio  is  a  widely  used  integrated  development
environment  (IDE)  developed  by  MicrosoŌ.  Programmers  use  it  to  develop
soŌware applicaƟons, web apps, and mobile apps using various programming
languages, including C++, C#, Python, and others. Visual Studio provides a rich
set of features, including code ediƟng, debugging, tesƟng, and deployment tools.
It also includes integrated support for Git, Azure, and other cloud services. Visual
Studio is a go-to tool for developers building high-quality soŌware applicaƟons
around the world.



CHAPTER 3: LITERATURE SURVEY

3.1) Related Works:

There  have  been  many research  works  proposed  for  this  problem statement  some
briefs about their works is presented below for beƩer understanding.

1) SRCNET[19]:  In  this  paper,  a  new  algorithm  known  as  the  SRCNet  [19]  is
discussed, which can idenƟfy the status of facemask-wearing in public through
the  use  of  convoluƟonal  neural  networks.  The  SRCNet  algorithm  has  the
capability to detect three different categories of facemask-wearing condiƟons:
no  facemask-wearing,  incorrect  facemask-wearing,  and  correct  facemask-
wearing.  The  algorithm  employs  several  techniques  such  as  image  pre-
processing, facial detecƟon and cropping, an SR network, and facemask-wearing
condiƟon detecƟon methods to obtain the desired results. The study used large-
scale  facial  image  datasets  and  the  Medical  Masks  Dataset  to  evaluate  the
algorithm's accuracy. The use of the SR network method in the SRCNet led to
beƩer  performance  in  terms  of  detail  enhancement  and  image  restoraƟon,
ulƟmately improving the accuracy of idenƟfying facemask-wearing condiƟons.
SRCNet  was  capable  of  achieving  a  98.70%  accuracy  in  idenƟfying  three
categories  of  facemask-wearing,  outperforming  tradiƟonal  end-to-end  image
classificaƟon methods.This study addresses the challenges that are associated
with idenƟfying facemask-wearing condiƟons, including the limited availability of
datasets and the various challenges of detecƟng facemasks that are being worn
incorrectly.  SRCNet's  approach  incorporated  the  use  of  an  SR  network  and
transfer learning prior to classificaƟon, which led to improved performance. The
algorithm was designed with consideraƟons for network complexity, providing
an opportunity to apply it in public seƫngs through IoT technologies, as a way of
encouraging  proper  facemask-wearing  pracƟces  for  disease  prevenƟon.
Although no previous studies have leveraged deep learning to idenƟfy facemask-
wearing  condiƟons,  the  study  highlights  the  potenƟal  for  automaƟc
idenƟficaƟon of facemask-wearing condiƟons using SRCNet [19].

2) Hybrid Deep Learning Model [20]:  The paper discusses a mask face detecƟon
model that can be incorporated with surveillance cameras to idenƟfy individuals
that are not wearing face masks and prevent the spread of the COVID-19 virus.
The  model  is  a  combinaƟon  of  deep  transfer  learning  and  classical  machine
learning techniques.  ResNet50 is  uƟlized  as a feature  extractor,  and classical
machine learning  algorithms such  as  decision  trees,  SVM,  and  ensemble  are
integrated to enhance the model's performance.The ResNet50 is preferred as



the feature extractor because of its higher accuracy rate compared with other
models. This neural network type is based on residual learning and has 50 layers,
with each containing 16 residual boƩleneck blocks and three convoluƟon layers.
In the model,  the  last layer of ResNet50 is removed during classificaƟon and
replaced with  classical  machine learning classifiers to ameliorate  the model's
effecƟveness. Out of the various classifiers employed, SVM achieved the highest
accuracy  rate  with  the  least  training  Ɵme.The  proposed  model  exceeded
previous  works  relaƟve  to  tesƟng  accuracy.  However,  the  model  has  one
limitaƟon, which is its failure to use most classical machine learning techniques
to achieve the lowest consume Ɵme and highest accuracy rate.In conclusion, the
integrated mask face detecƟon model can aid in the idenƟficaƟon of individuals
not wearing masks and reduce the spread of COVID-19 via surveillance cameras.
Further studies should invesƟgate deeper transfer learning models for feature
extracƟon and the neutrosophic area, which displays a promising capability in
classificaƟon and detecƟon issues.

3) FaceMaskNet  [21]:  Face  mask  detecƟon  is  now  achievable  through  the
integraƟon of Deep Learning techniques. In This paper we use the technology
which  has  been  divided  into  two  phases:  training  face  mask  detecƟon  and
implemenƟng face mask detecƟon. In the training phase, the model is serialized
aŌer loading data into the dataset, and the trained model  is then applied to
detect faces and mask regions in images and videos. ClassificaƟons of images
and  videos  are  determined  as  “with  a  mask”,  “improperly  worn  mask”  and
“without a mask”. The FacemaskNet [21] model is used to support this process.
The FacemaskNet[21] model architecture consists of an input layer containing
images of the size 227 x 227 x 3. The 2D convoluƟon layer is used as the input
layer,  followed  by the  ReLu layer  that  can  acƟvate  funcƟons.  More  efficient
training  and  accurate  results  are  guaranteed  with  the  help  of  norm1  layer,
where faster performance is achievable by using the maxpooling layer. Using the
weight  matrix,  the  input  is  mulƟplied,  a  bias  vector  is  added  using  the fully
connected layer, and classificaƟons of the face and mask are obtained with the
soŌmax layer. AŌer training the FacemaskNet[21] model, it was implemented to
images  and  live  videos  resulƟng  in  98.6%  accuracy  in  recognizing  faces  and
masks.  This  face  mask  classifier  was  then  applied  to  achieve  the  necessary
classificaƟons of faces and masks in images and videos.

4) MulƟ-Scale Face mask DetecƟon [22]: The arƟcle discusses two different mulƟ-
scale face mask detecƟon methods, namely Face Mask using YoloV3 (FMY3) and
Face Mask Using NASNetMobile (FMNMobile). Both approaches rely on CNN-
based  transfer  learning  techniques,  where  pre-trained  network  models  are



modified  according  to  the  parƟcular  problem  requirement.  The  YoloV3
algorithm is a state-of-the-art single-stage object detecƟon technique that uses
Darknet-53  as  the  backbone  architecture,  whereas  NASNetMobile  was
developed by the Google Brain team and uses both normal and reducƟon cells
to achieve high mAP.In the FMY3 model, YoloV3 is used to detect the various
states of face masks for a given input image. On the other hand, FMNMobile
uses NASNetMobile as the backbone network to train face mask images. The
authors gathered approximately 1,400 images of people with and without face
masks  and used a pre-trained Resnet-SSD100_caffee face detecƟon model  to
detect  faces  in  the  input  image.The  paper  concludes  that  both  FMY3  and
FMNMobile  detecƟon  models  achieved  good  accuracy.  FMNMobile  achieved
higher accuracy with a recall rate of 98% compared to FMY3. It is highlighted
that  FMY3  depends  on  the  annotaƟons  of  the  mask  in  the  images,  while
FMNMobile detects human faces using state-of-the-art Resnet_SSD300 model
and  predicts  face  masks  for  the  classificaƟon  task.The  second  method  uses
IncepƟonv3 which is a convoluƟon neural networks based module provided by
Google.It comprises of 22 layers of deep interconnected networks to increase
the performance accuracy. It detects succesfully a person wearing a mask from
the person not wearing any mask.But here the dataset usedin the study in very
small image dataset. The model achieved 99.9% accuracy. 

5) RCNN Model [23]: The proposed model is a ConvoluƟonal Neural Network (CNN)
that  uƟlizes  region  proposals  and  residual  skip  connecƟons  to  improve  the
performance of  object  detecƟon.  The  proposed  architecture  consists  of  four
main components:  a  pre-trained CNN, a Region Proposal  Network  (RPN),  RoI
Pooling,  and  a  Fully  Connected  Network.  The  pre-trained  CNN  extracts
hierarchical features from the input image while the RPN produces bounding
boxes for the region where the object is located. The RoI Pooling layer ensures
that proposals of different sizes are of the same dimension as the input layer,
and the Fully Connected Network outputs the class label and the bounding box
coordinates.  The  proposed  model  outperforms  the  state-of-the-art  models
because of its  use of residual blocks in the feature extracƟon stage, which in
turn, prevents the problem of vanishing or exploding gradients. The efficacy of
the proposed model was demonstrated by its ability to detect masked and non-
masked faces.In conclusion,  the  proposed model  is  a  sophisƟcated CNN that
uses  a  range  of  techniques  to  improve  object  detecƟon.  The  four  main
components  of  the  proposed  architecture,  i.e.,  pre-trained  CNN,  RPN,  RoI
Pooling, and Fully Connected Network, work synergisƟcally to produce accurate
and  reliable  object  detecƟon  results.  Overall,  the  proposed  model  is  an



important contribuƟon to the field of object detecƟon and could be useful for
many applicaƟons, including face recogniƟon and autonomous driving.

6) Yolov2 and ResNet50 Model [24]: The paper presents a new model for detecƟng
medical masked faces to prevent the spread of COVID-19. The model comprises
three main components: the number of anchor boxes, data augmentaƟon, and
the detector. The proposed detector uses the YOLOv2 with ResNet-50 [24] for
feature  extracƟon  and  detecƟon  during  training,  validaƟon,  and  tesƟng.To
esƟmate the number of anchor boxes, the model uses mean IntersecƟon over
Union  (IoU),  which  is  a  method  for  calculaƟng  the similarity  between  target
bounding  boxes  and  predicted  outputs.  The  best  number  of  anchors  is
determined to be 23, ensuring that the anchor boxes overlap with the boxes in
the  training  data,  hence  improving  the  detector's  performance.Data
augmentaƟon is  used to improve the diversity of  training datasets  arƟficially,
enhancing the detector's performance in training. The detector uses the YOLOv2
object  detecƟon  deep  network,  which  is  composed  of  a  feature  extracƟon
network  and  a  detecƟon  network.  The  feature  extracƟon  network  uses  the
ResNet-50 transfer learning model, which has 16 residual boƩleneck blocks with
feature  maps  ranging  from 64 to  1024.The  detecƟon network,  on  the other
hand, is a convoluƟonal neural network containing few convoluƟonal layers, a
transform layer, and an output layer. The transform layer improves the stability
of the deep neural network, while the output layer produces the locaƟons of
pure bounding boxes of the target.The model improves detecƟon performance
by  adopƟng  mean  IoU  to  esƟmate  the  best  number  of  anchor  boxes.
AddiƟonally,  a  new  dataset  is  designed  based  on  two  public  masked  face
datasets to train and validate the detector in a supervised state. The proposed
model is an effecƟve tool for detecƟng medical masked faces, as shown by its
high-performing  outcomes.  Performance  metrics  such  as  AP  and log-average
miss rates score had been studied for SGDM and Adam opƟmizer experiments.

7) M-CNN  Model  [25]:  This  paper  presents  a  novel  model  that  can  detect
individuals who are not wearing a  facemask in  public  areas.  The model  uses
facial detecƟon technology to idenƟfy the person without a mask, and this data
is  combined with informaƟon from a public  idenƟficaƟon database to  collect
details about the individual, such as their name and address. The model will then
send a fine amount to the individual's mobile number and address. To detect
individuals without a mask, the paper proposes a new CNN architecture called
M-CNN [25]. This architecture takes an input size of 150X150x3 and features a
convoluƟon  layer  for  feature  extracƟon  using  a  3X3  kernel  of  size  100.  The
second layer is a Max Pooling layer of size 2X2. The third layer takes input from



the previous layer and again convolves with a 3X3 kernel of size 100 followed by
a max pooling layer of size 2X2. This is then followed by a flaƩen layer, a drop
out layer,  and finally,  two dense layers.  The first of  these layers uses a  Relu
acƟvaƟon  funcƟon,  while  the  second  uses  a  soŌ  max  acƟvaƟon  funcƟon.
Overall, the paper proposes a new model that can detect individuals in public
areas who are not wearing a facemask.  This  model  is  based on a novel  CNN
architecture  called  M-CNN  [25],  which  is  designed  to  be  highly  effecƟve  in
detecƟng individuals without a mask. The model can be used to enforce mask-
wearing regulaƟons and could help to prevent the spread of COVID-19 in public
spaces.

8) Cascade Framework CNN [26]:  This presents a face detector that uses a CNN
cascade framework. It has three binary CNN classifiers called "Mask-12", "Mask-
24-1", and "Mask-24-2". These classifiers can detect faces at different levels of
classificaƟon ability.  When  an image is  inpuƩed into  the detector,  the  three
CNNs evaluate the image and eliminate any false detecƟon windows. AŌer each
CNN,  non-maximum  suppression  (NMS)  is  used  to  merge  highly  overlapped
candidate  windows.  The  final  detecƟon  results  are  outpuƩed  aŌer  all
evaluaƟons are complete. The first stage CNN classifier is called Mask-1, which is
shallow with five layers, and it's fully convoluƟonal to adapt to any input image
size. The second stage CNN classifier is Mask-2, which is deeper than Mask-1.
The remaining detecƟon windows from Mask-1 are cropped, resized to 24 x 24,
and  inpuƩed  into  Mask-2.  Like  Mask-1,  Mask-2  evaluates  each  detecƟon
window and eliminates any below the preset threshold. NMS then merges any
remaining highly overlapped candidate windows. The last stage CNN classifier is
Mask-3, which considers both classificaƟon ability and detecƟon efficiency. The
remaining detecƟon windows from Mask-2 are cropped, resized to 24 x 24, and
inpuƩed into Mask-3. Mask-3 evaluates each detecƟon window and eliminates
any below its preset threshold. NMS merges any remaining highly overlapped
candidate  windows  to  produce  the  final  detecƟon  result.  The  algorithm
proposed  in  this  paper  is  a  deep  learning-based  approach  to  masked  face
detecƟon, using a newly designed CNN cascade framework [26] that includes
three CNNs.

9) ReƟnaFaceMask [27] : To handle the various scenarios in face mask detecƟon,
ResNet50 is used as a powerful feature extracƟon network. Intermediate feature
maps  from convoluƟon  layers  with  different  recepƟve  fields  were  generated
from  ResNet50  for  mulƟ-scale  detecƟon.  However,  shallow  layers  cannot
provide  sufficient  semanƟc  informaƟon,  which  affects  detecƟon  accuracy.
Therefore,  the Feature Pyramid Network (FPN) was employed to address this



issue. The ReƟnaFaceMask [27] -Light model  uses the MobileNetV1 backbone
for  efficient  embedded  device  running.  Face  mask  detecƟon  involves  face
localizaƟon and mask wear state discriminaƟon. To improve feature extracƟon
for mask wear states, a ConvoluƟonal AƩenƟon Module (CAM) was proposed,
which  uses  parallel  sub-branches  with  varying  recepƟve  fields.  Channel  and
spaƟal  aƩenƟon are  also  implemented  to  focus  on crucial  face mask-related
features. Due to the challenging and uncontrolled nature of in-the-wild scenes,
obtaining more annotated data is one soluƟon. However, ReƟnaFaceMask [27]
uses knowledge transfer learning from face detecƟon to aid in feature learning
for  face  mask  detecƟon.  ReƟnaFaceMask  [27]  achieved  superior  results  on
various face mask datasets,  including a 4% increase in mAP compared to the
baseline on the AIZOO dataset.

10) Yolov3 Model [28]: The YOLOv3 model [28] takes in an image and detects the
object's coordinates by dividing the input into a grid and analyzing target object
features from neighboring cells with high confidence rates. This study created a
method to  detect  whether a  person is  wearing a mask or  not  using YOLOv3
architecture, performing well in images and real-Ɵme video with an impressive
average fps of 17. Although this dataset wasn't very diverse, this custom object
detecƟon model showed promising accuracy when tested with real-world data.
The focus of this research was on building a custom model rather than creaƟng
the enƟre architecture.

11) MulƟ-Stage CNN [29]: The architecture for detecƟng face masks has two main
stages, with the first stage being the Face Detector and the second stage being
the  CNN  based  Face  Mask  Classifier.  The  Face  Detector  is  responsible  for
idenƟfying mulƟple faces in an image of varying sizes and situaƟons, even when
the faces overlap, and extracƟng the detected faces as regions of interest. These
regions of  interest  are  then  processed and batched together  for  the  second
stage.The Face Detector uses an RGB image as input and outputs the detected
faces with their bounding box coordinates. The accuracy of detecƟng the faces is
crucial for the overall success of the architecture. The Intermediate Processing
Block carries out further processing of the detected faces to prepare them for
classificaƟon.The Intermediate Processing Block expands the bounding boxes of
each face by 20% to cover the required Region of Interest with minimal overlap
with other faces. Then, the faces are cropped out from the image to extract the
ROI  for each detected face.  These faces are then resized and normalized for
Stage 2.Stage 2 is the Face Mask Classifier, which takes the processed ROIs from
the  Intermediate  Processing  Block  and  classifies  them as  either  Mask  or  No
Mask. To train the classifier, an unbiased dataset of masked and unmasked faces



was created, and three lightweight models were trained on this dataset. Based
on  performance,  the  NASNetMobile  model  was  selected  as  the  best  fit  for
classifying  faces  as  masked or  non-masked.Overall,  the  two-stage Face Mask
Detector  architecture  has  proven  to  be  effecƟve in  accurately  detecƟng  and
classifying faces as masked or unmasked. The use of a pretrained ReƟnaFace
model for robust face detecƟon and the NASNetMobile model for classificaƟon
has  ensured reliable  results.  This  system  has  potenƟal  applicaƟons  in  public
spaces  to ensure  compliance with mask  mandates  and reduce the spread of
COVID-19.

12) MobileNetV2 Based Model [30]: The face mask detector discussed in this paper
uses a two-stage detector framework. The first stage involves training the model
using  transfer  learning  with  MobileNetV2  as  a  face  mask  classifier  that  can
classify images into two categories: faces with masks and faces without masks.
Once  trained,  the  classifier  is  saved  to  disk.  In  the  second  stage,  the  saved
classifier  is  loaded  and  used  to  detect  real-Ɵme  images  by  first  using  Haar
feature-based cascade classifiers for  face detecƟon.  These classifiers work on
grayscale images and return the coordinates of detected faces which are then
passed to the face mask classifier to  determine if  a  mask is  being worn.This
approach was implemented to create a face mask detector for use during the
COVID-19 pandemic, using a dataset of 11,800 images for training. Experimental
results  showed  high  accuracy,  with  a  training  accuracy of  99.9% and tesƟng
accuracy of 99.75%.



3.2)Comparison of ExisƟng Works:



Table.1: Comparison of Different Methods



CHAPTER 4: METHODOLOGY

4.1) Steps of The Experiment:

Fig 4.1:Steps of the Experiment



The following steps are followed in the experiment:

1. Dataset  CreaƟon:  In  this  step  the  base  image  is  taken  and  using  the  image
superimposiƟon technique mask is placed on the faces to create the dataset.

2. Pre-process & Split: In this step the Image are resized and converted to tensors
which  are  understandable  for  the  machine  learning  algorithms.  Further  the
Dataset is split into different groups for training and tesƟng stages.

3. Training: In this step the Machine Learning models are created and the trained
using the dataset.

4. Predict: The test sample of the dataset is then used to predict the type of mask
usage in the image.

5. Compare  & EvaluaƟon:  In  this  step  the  different  models  are  compared  and
evaluated on the performance metrics.

4.2) Dataset & Dataset GeneraƟon:

In this experiment two different datasets have been used .One is the publicly available
dataset and another is generated using the Image SuperimposiƟon Technique.

1. Face Mask Dataset: The Face Mask DetecƟon[31] dataset contains 3 different
directories defining to which class each of the image belongs to. The 3 classes
are with: a)mask,b)  without  mask,c)  mask  weared  incorrect.  Each folder
holds 2994 images of people that belong to such a labeled class.

Fig 4.2:Face mask Dataset



2. ArƟficial Dataset: 

             To create the arƟficial dataset following steps were followed using the algorithm
from [32]:

A) IdenƟfy Facial feature Points: to idenƟfy the Facial features in an image I  
use dlib’s library to idenƟfy the 68 points in a face.

Fig 4.3:The Face Landmarks Mask.

B)Then I  idenƟfy the orientaƟon of  image by calculaƟng the angle  between  
chin end point and nose.

C) Further four different types of face masks were used to generate the masked
   faces for beƩer distribuƟon in the dataset.

Fig .4.4:The Different Face Masks Types Used in Dataset.



D)The Mask are then superimposed on the image according to points idenƟfired
   in the face landmark.

Due to the limitaƟons of the face landmark detecƟon there were some ambiguiƟes and
some masks were not placed correctly.These images were segregated and place in the
improper mask class for this dataset.The output samples of the dataset is given below.

Fig 4.5:a) Correct Placement of Face Masks b) Incorrect Placement of Masks.



4.3) Preprocessing:

The images of the dataset are read into the memory and converted into a numpy array
so that the models can process the data faster and efficiently.

4.4) Data Split :

The Images are split into 3 sets namely train, validaƟon and test data. The images are
resized into 128 x 128 size.

4.5) Model CreaƟon & Training:

The models are trained for 10 epochs and To train the models i used some hyper
parameters for training which are like below:

The early stopping mechanism is  used when the model in training is  not converging
further aŌer 5 epochs.



The Machine Learning Models are used as the base model in the pipeline of this model
and further pooling , dropout layer are used to regularise the output from the models
and finally a 3 output Dense Layer acƟvated using SoŌmax is used for final predicƟon. 

4.6) TesƟng and CalculaƟng Metrics:

The  Best  Epoch  Model  Weights  are  saved  and  used  for  tesƟng.  The  four  different
metrics are calculated for the each of the model. For Ensemble Models I use to predict
from both Models of the Ensemble and combine the outputs for the final predicƟon of
the class labels of the test data.



CHAPTER 5: RESULT AND COMPARISON

5.1) Result: 

Each machine Learning Model is trained and tested on both the datasets i.e namely
Face Mask Dataset and ArƟficial Dataset. The Accuracy, loss, F1-Score and Kappa-Score
of these models are as such:

1) IncepƟon Model: The performance metrics for the incepƟon model using Face
Mask Dataset are Accuracy,Loss,F1-Score,Kappa-Score of 97.83, 0.062, 0.9783,
0.9675  respecƟvely.  Similarly,  performance  metrics  for  the  incepƟon  model
using ArƟficial Dataset  are  Accuracy,  Loss,  F1-Score,  Kappa-Score  of  94.32,
0.181, 0.9434, 0.9073 respecƟvely.

          

Fig 5.1:The performance Metric for IncepƟonModel.

2) MobileNet Model: The performance metrics for the MobileNet model using Face
Mask Dataset are Accuracy, Loss, F1-Score, Kappa-Score of 99.06, 0.038, 0.9905,
0.9858 respecƟvely.  Similarly,  performance metrics  for  the  MobileNet  model



using ArƟficial Dataset are Accuracy, Loss, F1-Score, Kappa-Score of 93.04, 0.276,
0.9309, 0.8866 respecƟvely.

         

Fig 5.2:The performance Metric for MobileNetModel.

3) ResNet50 Model: The performance metrics for the ResNet50 modelusing Face
Mask Dataset are Accuracy, Loss, F1-Score, Kappa-Score of 94.94, 0.162, 0.9493,
0.9241  respecƟvely.  Similarly,  performance  metrics  for  the  ResNet50  model
usingArƟficial  Dataset are Accuracy, Loss, F1-Score, Kappa-Score of 92.04, 0.324,
0.9252, 0.8679 respecƟvely.

          

Fig 5.3:The performance Metric for ResNet50 Model.



4) EfficientNet Model: The performance metrics for the EfficientNet model using
Face Mask Dataset are Accuracy, Loss, F1-Score, Kappa-Score of 99.61, 0.024,
0.9961, 0.9941. Similarly, performance metrics for the EfficientNet model using
ArƟficial  Dataset  are  Accuracy,  Loss,  F1-Score,  Kappa-Score  of  94.17,  0.22,
0.9413, 0.9057 respecƟvely.

          

Fig 5.4:The performance Metric for EfficientNet Model.

5) DenseNet Model: The performance metrics for the DenseNet model using Face
Mask Dataset are Accuracy, Loss, F1-Score, Kappa-Score of 97.94, 0.062, 0.9794,
0.9691  respecƟvely.  Similarly,  performance  metrics  for  the  DenseNet  model
using ArƟficial Dataset  are  Accuracy,  Loss,  F1-Score,  Kappa-Score  of  93.32,
0.301, 0.937, 0.889 respecƟvely.

          

Fig 5.5:The performance Metric for DenseNet Model.



6) XcepƟon Model:  The performance metrics for the XcepƟon model using Face
Mask Dataset are Accuracy, Loss, F1-Score, Kappa-Score of 99.02, 0.03, 0.9922,
0.9883. Similarly, performance metrics for  the XcepƟon model  using ArƟficial
Dataset  are  Accuracy,  Loss,  F1-Score,  Kappa-Score  of  95.45,  0.176,  0.9548,
0.9258 respecƟvely.

Fig 5.6:The performance Metric for XcepƟon Model.

7) Ensemble  Model  (XcepƟon  +  MobileNet):  The  performance  metrics  for  the
Ensemble model using Face Mask Dataset are Accuracy, Loss, F1-Score, Kappa-
Score  of  99.44,  0.022,  0.9944,  0.9916  respecƟvely.  Similarly,  performance
metrics for the Ensemble model using ArƟficial Dataset are Accuracy, Loss, F1-
Score, Kappa-Score of 95.17, 0.115, 0.9527, 0.9209 respecƟvely.

Fig 5.7:The performance Metric for Ensemble (XcepƟon + MobileNet) Model.



8) Ensemble  Model  (DenseNet  +  MobileNet):  The  performance  metrics  for  the
Ensemble model using Face Mask Dataset are Accuracy, Loss, F1-Score, Kappa-
Score of 99.33, 0.035, 0.9933, 0.99 respecƟvely. Similarly, performance metrics
for  the  Ensemble  model  using  ArƟficial  Dataset  are Accuracy,  Loss,  F1-Score,
Kappa-Score of 94.17, 0.132, 0.9457, 0.9033 respecƟvely.

Fig 5.8:The performance Metric for Ensemble (DenseNet+ MobileNet) Model.

9) Ensemble  Model  (DenseNet  +  XcepƟon):  The  performance  metrics  for  the
Ensemble model using Face Mask Dataset are Accuracy, Loss, F1-Score, Kappa-
Score of 99.5, 0.031, 0.995, 0.9925 respecƟvely. Similarly, performance metrics
for  the  Ensemble  model  using  ArƟficial  Dataset  are  Accuracy,  Loss,  F1-
Score,Kappa-Score of 94.88, 0.171, 0.9509, 0.9156 respecƟvely.

Fig 5.9:The performance Metric for Ensemble (DenseNet + XcepƟon) Model. 



10) Ensemble  Model  (EfficientNet  +  XcepƟon):  The  performance  metrics  for  the
Ensemble model using Face Mask Dataset are Accuracy, Loss, F1-Score, Kappa-
Score  of  99.72,  0.018,  0.9972,  0.9958  respecƟvely.  Similarly,   performance
metrics for the Ensemble model using ArƟficial Dataset are Accuracy, Loss, F1-
Score,  Kappa-Score  of  94.46,  0.168,  0.9478,  0.9082  respecƟvely.

Fig 5.10:The performance Metric for Ensemble (EfficientNet + XcepƟon) Model.
11) Ensemble  Model  (ResNet+  MobileNet):  The  performance  metrics  for  the

Ensemble model using Face Mask Dataset are Accuracy, Loss, F1-Score, Kappa-
Score  of  99.27,  0.059,  0.9927,  0.9891  respecƟvely.  Similarly,  performance
metrics for the Ensemble model using ArƟficial Dataset are Accuracy, Loss, F1-
Score,  Kappa-Score  of  93.6,  0.157,  0.9394,  0.8943  respecƟvely.

Fig 5.11:The performance Metric for Ensemble (ResNet+ MobileNet) Model.



12) Ensemble  Model  (ResNet  +  XcepƟon):  The  performance  metrics  for  the
Ensemble model using Face Mask Dataset are Accuracy, Loss, F1-Score, Kappa-
Score of 99.33, 0.055, 0.9933, 0.99 respecƟvely. Similarly,  performance metrics
for  the  Ensemble  model  using  ArƟficial  Dataset  are Accuracy,  Loss,  F1-Score,
Kappa-Score  of  94.74,  0.159,  0.9494,  0.9132.

Fig 5.12:The performance Metric for Ensemble (ResNet + XcepƟon) Model.
13) Ensemble  Model  (IncepƟon  +  XcepƟon):  The  performance  metrics  for  the

Ensemble model using Face Mask Dataset are Accuracy, Loss, F1-Score, Kappa-
Score of 99.33, 0.034, 0.9933, 0.99 respecƟvely. Similarly,  performance metrics
for  the  Ensemble  model  using  ArƟficial  Dataset  are Accuracy,  Loss,  F1-Score,
Kappa-Score of 95.73, 0.122, 0.9577,  0.9304 respecƟvely.

Fig 5.13:The performance Metric for Ensemble (IncepƟon + XcepƟon) Model.



5.2) Comparison:

Model Accuracy Loss F1-Score Kappa

ResNet [7] 94.94 0.162 0.9493 0.9241

DenseNet [8] 97.94 0.062 0.9794 0.9691

MobileNet [4] 99.06 0.038 0.9905 0.9858

EfficientNet [15] 99.61 0.024 0.9961 0.9941

XcepƟon [5] 99.02 0.03 0.9922 0.9883

IncepƟon [13] 97.83 0.062 0.9783 0.9675

Ens(XcepƟon [5], MobileNet [4]) 99.44 0.022 0.9944 0.9916

Ens(DenseNet [8], MobileNet [4]) 99.33 0.035 0.9933 0.99

Ens(DenseNet [8], XcepƟon [5]) 99.5 0.031 0.995 0.9925

Ens(EfficientNet[15], XcepƟon[5]) 99.72 0.018 0.9972 0.9958

Ens(ResNet [7], MobileNet [4]) 99.27 0.059 0.9927 0.9891

Ens(ResNet [7], XcepƟon [5]) 99.33 0.055 0.9933 0.99

Ens(IncepƟon [13], XcepƟon [5]) 99.33 0.034 0.9933 0.99

Table 2: The Performance Metrics for Face Mask Dataset

The results of the different machine learning based convoluƟon neural networks and
ensemble of these models is presented in the Table 2 and Table 3. The Ens(Arg1, Arg2)
is  abbreviaƟon  is  used  to  depict  ensemble  models  with  its  arguments  defining  the
models to be used in combinaƟon. I evaluated the models for each of the dataset i.e
arƟficial dataset generated by us using the superimposiƟon of masks over normal face
images  from  CelebA-HQ  Dataset  and  publicly  available  Face  Mask  Dataset.  From
analyzing the results for Face Mask Dataset which are listed in Table2,  the EfficientNet
Model  performs the  best  with  99.61% accuracy,  0.024  loss,  F1-Score  of  0.9961 and
Kappa  Score  of  0.9941,  whereas the ensemble  model  of  EfficeientNet  and XcepƟon
perform best overall with 99.72% accuracy, 0.018 loss, F1-Score of 0.9972 and Kappa
Score of 0.9958. For the arƟficial dataset the results are listed in Table 2, which reveals
that XcepƟon models performs best in individual models with 95.45% accuracy, 0.176
loss, F1-Score of 0.9548, and Kappa Score of 0.9258. The ensemble of XcepƟon and
IncepƟon Model  performs  best  than all  other  individual  and ensemble models  with



95.73%  accuracy,  0.122  loss,  F1-Score  of  0.9577  and  Kappa  Score  of  0.9304.  The
variaƟon in the results of both datasets can be the result of different quality of images
due to the fact that Face Mask Dataset is constructed from public footage from CCTV
surveillance cameras. The high quality of this arƟficial dataset results in more feature in
the input which may be the reason for lesser accuracy as compared to the Face Mask
Dataset.

Model Accuracy Loss F1-Score Kappa

ResNet [7] 92.04 0.324 0.9252 0.8679

DenseNet [8] 93.32 0.301 0.937 0.889

MobileNet [4] 93.04 0.276 0.9309 0.8866

EfficientNet [15] 94.17 0.22 0.9413 0.9057

XcepƟon [5] 95.45 0.176 0.9548 0.9258

IncepƟon [13] 94.32 0.181 0.9434 0.9073

Ens(XcepƟon [5],MobileNet [4]) 95.17 0.115 0.9527 0.9209

Ens(DenseNet [8],MobileNet [4]) 94.17 0.132 0.9457 0.9033

Ens(DenseNet [8],XcepƟon [5]) 94.88 0.171 0.9509 0.9156

Ens(EfficientNet[15],XcepƟon[5]) 94.46 0.168 0.9478 0.9082

Ens(ResNet [7],MobileNet [4]) 93.6 0.157 0.9394 0.8943

Ens(ResNet [7],XcepƟon [5]) 94.74 0.159 0.9494 0.9132

Ens(IncepƟon [13],XcepƟon [5]) 95.73 0.122 0.9577 0.9304

Table 3: The Performance metrics for ArƟficial Dataset.



CHAPTER 6: CONCLUSION AND FUTURE WORK

6.1) Conclusion: 

AŌer the COVID-19 pandemic, to maintain the medical instrucƟons in such Ɵme the
governments  and  organizaƟon’s  need  systems  and  machine  learning  systems  will
definitely perform beƩer than manual systems. In this project I have studied one such
applicaƟon area where I have to idenƟfy the correct use of face masks to prevent the
spread of diseases in public places. I have created a dataset for facial mask usage with
high quality resoluƟon of 256x256 pixels can be very helpful to create data where none
exists, as governments cannot share the surveillance footage’s due to privacy concerns ,
it  can  help  in  conducƟng  future  quality  research.  I  have  also  presented  thorough
comparison and project of the different machine learning models based on different
performance  metrics  such  as  accuracy,  loss,  F1-Score  and  Kappa  Score  [18].  The
different  types  of  convoluƟon  operaƟons  used  as  described  in  secƟon  II  show  the
growth in the architecture of CNN [1] from the convenƟonal operaƟons. The residual
blocks [7] have been one of the iniƟal and very good innovaƟon where the problem of
degrading  gradients  has  been  tackled  and  the  accuracy  of  models  improved
significantly. The obvious problem with this approach is the high amount of complexity
which was tackled in development of inverted residual blocks [10]. The development of
depth-wise separable convoluƟon [5] is another great development which resulted in
learning the different features of an image through less complex operaƟon and to be
used  in  small  mobile  devices  without  compromising on the  accuracy.  The incepƟon
module  [13]  is  another  efficient  development  which  helped  in  realizing  greater
convoluƟon operaƟon through small convoluƟon operaƟons and hence the learning of
the different features from the image becomes cheaper than the convoluƟon operaƟon.
The XcepƟon [5],  IncepƟon [13]  and EfficentNet [15]  models  performed very  highly
accurately, and the ensemble of these models resulted in even beƩer results which is
indicaƟve of  the  fact  that  all  these  models  try  to  learn  different  features  from the
image.

6.2) Future Work: 

The fact that images are staƟc and in real Ɵme systems I need to analyse the video
frames is one of the challenges which need to be tackled in future. The availability of
video data for this field is challenging to obtains thus creaƟng video dataset by using the
similar concept of mask superimposiƟon is also a possible task. The development of an
combined model that leverages the different convoluƟon operaƟons in the same model
is also another verƟcal to approach for future tasks.
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