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ABSTRACT 

 

The traditional image predictors used in reversible data hiding (RDH) schemes are 

limited by their inability to capture context from a larger set of image pixels.  

This  work, proposes a new predictor for reversible data hiding, that uses the Self-

Attention Convolutional Neural Network (SACNN) for improvement in prediction 

process. With the help of an image division scheme, our method divides a grayscale 

image into two separate sets. The first set serves as input to the SACNN predictor, 

which predicts the second set, which will be utilized for data embedding. Our network 

efficiently captures both local and global dependencies through the use of self-

attention mechanism in combination with convolutional layers, allowing for accurate 

pixel prediction and improving overall prediction accuracy. The predictor is trained on 

over 1000 images randomly taken from the ImageNet dataset. The experimentation 

and analysis show that  the predictor is able to generate a sharper prediction error 

histogram and  can be utilized for achieving a better embedding performance by  using 

it with a suitable scheme in future. 
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CHAPTER 1  

 

INTRODUCTION 

 

1.1 Overview 

Ensuring solid data security has become very important in the modern digital era. It is 

now crucial to protect data against unauthorised access, disclosure, and manipulation 

due to the exponential increase in data generation and exchange. Data security is 

essential for safeguarding sensitive information, upholding privacy, building trust, and 

reducing cyber risks. An essential part of data security is data hiding, which involves 

hiding sensitive information from prying eyes by blending it seamlessly with other 

data. Traditional data hiding methods suffer from a significant limitation – the 

irreversible nature of the embedding process. Once data is hidden using conventional 

techniques, it becomes challenging or impossible to extract the cover data without 

impacting image quality. To address this, reversible data hiding (RDH) based 

techniques have been used. RDH techniques play a vital role in information hiding, 

enabling the embedding of data within digital signals such as images, audio, and 

videos. The distinctive characteristic of RDH is that the hidden data can be recovered 

without information being lost, allowing for perfect reconstruction of the original data. 

Image authentication, medical imaging, and military imaging are just a few of the 

fields where this technique has found use [1]. 

Researchers in the field of reversible data hiding have primarily concentrated 

on two approaches. The first method uses methods like Difference Expansion [2], 

Histogram Shifting [3][4][5][6], and Prediction Error Expansion [7][8][9] to embed 

data into images with the least amount of distortion possible. While the second 

approach gives emphasis to develop predictors with high prediction accuracy. This 

allows it to accommodate secret data without introducing noticeable changes to the 

cover media by leveraging redundancy within prediction errors.  

Prediction error expansion (PEE) is a popular method employed in the field of 

reversible data hiding, allowing for the confidential embedding of supplementary 

information within the errors origination during prediction process of a predictor. The 
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underlying principle of PEE involves modifying the prediction errors, which represent 

the discrepancies between the predicted values given by the predictor and the original 

values of the cover image. By expanding the range of these prediction errors, the 

embedding capacity is increased while minimising any perceptible impact on the  

perceptual quality of the host image. The PEE method focuses on increasing prediction 

accuracy by using predictors that anticipate the current pixel using nearby pixels as a 

guide. Traditional predictors like the “Difference Predictor (DP) [2], Median Edge 

Predictor (MEDP) [10], Gradient Adjusted Predictor (GAP) [10], Rhombus Predictor 

(RP) [8], Partial Difference Expanding Predictor (PDEP) [11], and multiple predictors 

[12] have been proposed.” [14].  These predictors, however, have a significant flaw in 

that they only take into account a small context when predicting the current pixel.  A 

larger reference should be taken by covering more surrounding pixels in order to 

increase prediction performance. 

The use of convolutional neural networks (CNNs) to increase prediction 

accuracy has been explored in recent developments in reversible data hiding. Luo et 

al. [19] presented a CNN-based  method for stereo images by leveraging the 

correlations between the left view and the right view. Recently, CNN-based predictors 

have been developed, such as Hu et al.'s CNNP [15], which makes use of  the large 

receptive fields [15] and global optimization capabilities of CNNs. To further improve 

prediction accuracy, Yang et al. [16] suggested a new CNN-based predictor.  

 CNNs have a local receptive field that is constrained by their kernel size, 

which makes it difficult for them to capture information beyond their locality. As a 

result, they have trouble capturing long-range dependencies. Adding more layers or 

expanding the kernel size are two techniques for expanding a CNN's receptive field, 

but they frequently increase training time and computational requirements without 

significantly improving performance. To address these limitations, self-attention based 

networks have emerged as a powerful approach for capturing long-range dependencies 

compared to CNNs. Wang et al. [17] proposed a non-local neural network for video 

classification that uses non-local blocks to capture  dependencies between pixels in a 

longer range. In order to perform image translation tasks, Zhang et al. [18] developed 

the self-attention generative adversarial network (SAGAN). Convolutional neural 

networks with self-attention were used by Yan et al. [20] to improve MRI image 

reconstruction. 
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In this study, we propose a novel predictor for RDH. The proposed predictor 

uses an image division scheme and splits a grayscale (512x512) image into two non 

overlapping sets, with the first set as the input to predict the second set. By introducing 

self attention mechanisms and CNN layers, the proposed predictor overcomes the 

limitations of the traditional predictors.  The image division scheme enables effective 

utilisation of the surrounding pixels, leading to accurate predictions and facilitating the 

embedding of data through an RDH scheme  such as  PEE. Through experimentation, 

we observe the effectiveness of the proposed predictor, producing a sharper prediction-

error histogram and in comparison to other predictors using the same methods. 

The main contribution  of this study  are as follows : 

● Utilising Convolutional Neural Networks (CNNs) and other deep learning 

techniques for reversible data hiding to show their application to make use of 

them in this domain.  

● A novel architecture has been developed that incorporates self-attention and 

CNN architectures to enhance the prediction accuracy for error expansion 

techniques. 

● Preliminary experiments have shown promising results in terms of improved 

prediction accuracy with higher peak points, which is an important metric in  

prediction based RDH schemes, thus opening more gateways to apply deep 

learning based approaches to RDH. 

 

This document's remaining sections are organised as follows: The related works in the 

area of reversible data hiding are covered in Chapter 2. Chapter 3 gives the basic 

overview of the concepts used. The proposed work is comprehensively explained in 

Chapter 4. Chapter 5  examines the results of experimentation and compares the 

proposed predictor with existing work. Finally, chapter 6 concludes the work, 

summarising the findings and outlining potential avenues for future research. 

 

1.3  Problem Statement 

Prediction error expansion (PEE) is a technique widely used in the field of reversible 

data hiding (RDH) to embed information within the prediction errors generated by 

predictors. Predictors, in RDH, are algorithms designed to estimate the values of pixels 
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or samples in a given signal, such as images or audio. In PEE, the prediction errors 

obtained from the predictors are modified by adding or subtracting a small value to 

carry the hidden data. This modification is carefully performed to ensure that the visual 

or perceptual quality of the host or carrier remains minimally affected. The concealed 

data can later be recovered by reverse computations. PEE relies heavily upon the 

choice and efficiency of predictors used within it.  

The precision with which predictions are made directly impacts how much data 

can be embedded reliably and safely. It goes without saying that proficient predictors 

facilitate effective data hiding methods. Although there exist multiple methods that 

aim to enhance prediction accuracy in RDH processes, most tend to focus on predicting 

from a limited reference, consisting only of a few adjacent pixels. We can make even 

more accurate predictions by including more pixels for reference. Along with 

improving prediction accuracy, it’s equally important that we select appropriate 

embedding strategies as well. Selecting an appropriate embedding strategy ensures 

more data to be embedded while distortion is minimised. Continued research in both 

prediction techniques and embedding strategies are necessary to further the 

advancement of the RDH community. To summarise, PEE is a popular technique used 

in RDH and advancements in predicting techniques that can take more reference pixels 

into context can lead to improvement in prediction accuracy which, incorporated with 

a suitable embedding scheme can achieve an optimal tradeoff between embedding 

capacity and perceptual quality. 

 On the basis of the above statements, the following research questions are 

identified. 

1. What are the recent algorithms utilised in the prediction process in reversible 

data hiding ? 

2. How can prediction algorithms be improved to take into account a greater 

number of surrounding pixels, resulting in more accurate predictions and 

better overall performance in data hiding techniques? 

3. What embedding approaches may be used to make most of the predictors and 

improve the performance of reversible data hiding systems? 

4. What evaluation metrics should be employed to assess the performance of 

predictors ? 
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1.4  Objectives 

Based on the statements discussed above the study aims to investigate the recent 

advancements in reversible data hiding (RDH) techniques, with a particular focus on 

the prediction process for PEE.  

1. The first research question aims to identify and analyse the state-of-the-art 

algorithms used in the prediction phase of RDH, understanding their strengths, 

limitations, and performance. 

2. The second research question aims to develop novel prediction algorithms that 

leverage a larger neighbourhood of pixels for accurate prediction 

3. Next, the study aims to focus on investigating  embedding techniques that use 

predictors efficiently to maximise embedding capacity while maintaining data 

dependability and minimising perceptual impact. 

4. Finally, the study aims to establish suitable evaluation metrics for assessing the 

performance of algorithms in the specific domain of PEE . These metrics may 

include prediction accuracy for predictors and distortion rate on embedding. 

Mean Squared can be employed to train the deep learning networks to check 

their performance. 

The above objectives provide a framework for conducting study in the field of RDH 

domain, with a focus on exploring recent prediction algorithms, improving prediction 

accuracy,  and defining appropriate evaluation metrics for assessing performance. 
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CHAPTER 2  

 

LITERATURE REVIEW  

 

This chapter examines the related works, beginning with predictors used in the 

prediction process followed by the embedding techniques used in reversible data 

hiding. 

2.1 Image Predictors 

Prediction methodologies, and prediction-error expansion methods have all advanced 

in the realm of reversible data hiding. Researchers have investigated techniques such 

as content-adaptive predictors, pixel-value-ordering prediction, and pairwise PEE to 

achieve high embedding capacity with minimal distortion. A predictor is used by 

prediction error expansion-based techniques to forecast pixel values.  In this section, 

the various predictors for predicting pixels are discussed. 

Difference prediction used in [2]  analyses pixel values by using the difference 

between pair of pixels, such as the horizontal difference (𝑑ℎ) computed as the absolute 

difference between the current pixel and its left neighbour. Expansion values are 

estimated based on these differences, determining the amount of adjustment needed to 

embed additional data. The difference value (𝑑ℎ) is then classified into two categories  

for data embedding i.e Expandable Differences, Changeable differences. This method 

is based on reversible integer transform where for :  

(𝑚, 𝑛), 𝑚, 𝑦 𝜖 𝑃, 0 ≤ 𝑚, 𝑛 ≤  255,                   𝑙 =  [(𝑚 +  𝑛)/2], ℎ =  𝑚 −

𝑛  

  

(1) 

can be recovered from their inverse transform by  

                               𝑚 =  𝑙 +  [ (ℎ + 1)/2], 𝑛 =  𝑙 − [ℎ/2]                         (2) 

where  m,n are pixel values and l = average mean of m,n and h = difference b/w m,y. 

Another popular technique for estimating original pixel values and computing 

prediction errors is the median edge detector (MED).  To predict the values of the 

target pixels, the median edge direction predictor (MEDP) [8] makes use of a built-in 
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edge detection mechanism involving three nearby pixels.  It is a crucial part of the 

LOCO-I algorithm, which is renowned for its efficient compression and low 

computational complexity.   

 

 

 

     (3) 

 

Fig. 2.1 Reference Pixels for prediction in MED 

 

According to , the MED predictor selects a median value from the nearby pixels 

(𝑤, 𝑛 + 𝑤 =  𝑛𝑤). According to the template's first two rows, an edge is considered 

to exist when the value of 𝑛𝑤 is either minimum or maximum in comparison to the 

other neighbouring pixels of 𝑥. The prediction for the currently shown pixel is either 

the 𝑛 value for vertical edges or the 𝑤 value for horizontal edges. The MED predictor 

creates the predicted value for the current pixel 𝑥 by taking into account the context of 

these three nearby pixels. This scheme is displayed in Fig. 2.1 

A rhombus pattern prediction scheme was put forth in [8].The Rhombus predictor in  

predicts the pixel value at position (𝑖, 𝑗)by considering four reference pixels: the left 

neighbour (𝑃𝑖,𝑗−1), the right neighbour (𝑃𝑖,𝑗+1 ), the top neighbour (𝑃𝑖−1,𝑗), and the 

bottom neighbour (𝑃𝑖+1,𝑗). 

The predicted pixel value (𝑃′𝑖,𝑗) is obtained as follows: 

𝑃′𝑖.𝑗  =
 𝑃𝑖,𝑗−1 +  𝑃𝑖,𝑗+1  +  𝑃𝑖−1,𝑗  +  𝑃𝑖+1,𝑗

4
 

(4) 

The prediction error (𝐸𝑖,𝑗) is calculated as the difference between the actual pixel value 

(𝑃𝑖,𝑗)and the predicted pixel value: 

         
nw n 

w  P 
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𝐸𝑖,𝑗 =  𝑃𝑖,𝑗 − 𝑃′𝑖,𝑗 (5) 

During the data embedding process, the expanded prediction error (𝐸′𝑖,𝑗) is computed 

by adding the embedding value (embedding_value) to the prediction error: 

𝐸′𝑖,𝑗 = 𝐸𝑖,𝑗 +  𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔_𝑣𝑎𝑙𝑢𝑒 (6) 

Ou et al. [11] predict the target pixel using a partial differential equation (PDE)-

based predictor. The method makes use of PDE to prioritise pixels with higher 

correlation over those with lower correlation. The four nearest pixels 

(𝑋𝑖−1,𝑗 , 𝑋𝑖,𝑗−1, 𝑋𝑖+1,𝑗, 𝑋𝑖,𝑗+1) , are used to predict the centre pixel 𝑋𝑖.  Using the 

gradients between each pixel and the target pixel, the context of the four pixels is 

calculated as: 

𝑃𝑖,𝑗
𝑘+1  = 𝑃𝑖,𝑗

𝑘 + 𝜆 ∑𝐷 (𝐶𝐷𝛩𝐷𝑃𝑖,𝑗
𝑘 )     

(7) 

where D represents the gradient for top, left ,right and both pixels , k is the iteration 

number,(i,j)gives the pixel coordinates.  gives the gradient and the CD represents the 

weight of the gradient . The value of P is updated till convergence. 

The gradient adjusted predictor (GAP) was used by  D. Coltec [10] to predict 

pixels and mployes the gradient adjusted predictor (GAP)  for pixel prediction. In this 

predictor, the difference of the gradient between the target pixel and its neighbours are 

used to predict the pixel value. This method takes reference of seven neighbouring 

pixels of the target pixel. It assumes that neighbouring pixels have similar values and 

that the intensity or colour changes gradually across the image. By considering the 

differences in horizontal and vertical gradients, the GAP predictor predicts the value 

of a target pixel. It employs conditions based on the gradient differences to assign the 

interpolated pixel value, adjusting it further based on additional conditions. The GAP 

predictor aims to provide a reasonable estimate for missing or corrupted pixels based 

on the available neighbouring information. The GAP algorithm works in the  way 

given in Fig 2.2  to predict the  value �̂�𝑖,𝑗 for target pixel 𝑃𝑖,𝑗 
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Fig. 2.2  GAP algorithm for predicting pixels 

 

 𝑃𝑖−2,𝑗 𝑃𝑖−2,𝑗+1 𝑃𝑖−2.𝑗+2 

𝑃𝑖−1,𝑗−1 𝑃𝑖−1,𝑗 𝑃𝑖,−1𝑗+1  

𝑃𝑖,𝑗−1 𝑃𝑖,𝑗   

        Fig. 2.3 Reference Pixels for GAP 

 

Interpolation Predictor (IP), developed by Luo et al. in [12], embeds the bits 

using the interpolation error, which is the difference between the interpolated value 

and the corresponding pixel value, either by expanding it additively or leaving it 

unaltered. This method uses the interpolation error for data embedding rather than the 

inter-pixel differences or prediction errors found in the majority of difference 

expansion (DE) approaches. The difference is also expanded by addition rather than 

bit shifting. This method has the advantages of minimal distortion from conservative 

expansion (each pixel is only changed by one), the lack of a location map to identify 

expanded interpolation errors, and the higher expandability of interpolation errors 

compared to inter-pixel differences or prediction errors. This method consequently 

guarantees great image quality while keeping a sizable embedding capacity.. To more 

accurately predict the pixel values, Jafar et al. in [13] use the method of applying 

multiple predictors, such as edge-based predictors, linear predictors, etc. 
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Convolutional neural networks are used by Hu et al. in CNNP [15] to compute 

the predicted values.  To predict the pixel values corresponding to the target pixel, their 

method makes use of CNN's multi-receptive field and global optimisation property. 

They also use an image coding scheme to divide images into two sets for prediction, 

as well as convolution-based feature extraction and image prediction blocks. To train 

the network they used over 1000 random images from ImageNet and followed the 

histogram shifting and error expansion mechanism for embedding data. Fig. 2.4 shows 

the  architecture of their predictor containing CNN layers included in feature 

extractions and image prediction modules. In New CNNP [17], the authors use a deep 

CNN model to predict pixel values, which is combined with a new image coding 

scheme to improve prediction accuracy. They use batch normalisation layers to 

improve predictor performance and have also illustrated an improved new image 

division scheme. Their feature extraction block contains 3 CNN blocks connected in 

parallel to gather more context and the image prediction module contains 14 CNN 

blocks connected in a series. They also include an image reconstruction block to get 

the generated image.  This is described in figure 2.5. 

 

 

Fig.  2.4  CNNP 
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Fig 2.5 New CNNP 

 

A summary of the predictors is given in table 1. 

 

Table 1.  A review of various image predictors used for prediction in RDH 

Predictor Methodology Advantages Disadvantages 

Difference 

Predictor 

Uses the difference 

of neighbouring 

pixels for 

difference 

expansion. 

High embedding 

capacity, minimal 

distortion. 

Limited accuracy, 

sensitive to noise. 

Rhombus 

Predictor 

(RP) 

Utilises four 

neighbouring pixels 

to predict the centre 

pixel value. 

Improved 

prediction 

accuracy, efficient 

embedding. 

Limited context 

information may not 

handle complex 

patterns well. 

Median Edge 

Direction 

Predictor 

(MEDP) 

Employs three 

neighbouring pixels 

for edge detection-

based prediction. 

Effective edge 

detection, suitable 

for image regions 

with clear edges. 

Limited adaptability 

to non-edge regions, 

lower accuracy for 

smooth regions. 
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Partial 

Differential 

Equation 

Predictor 

(PDE) 

Uses a partial 

differential 

equation-based 

approach, 

emphasising pixel 

correlation. 

Considers pixel 

correlations, more 

accurate in 

correlated regions. 

Computationally 

intensive, may 

introduce artefacts in 

low-correlation 

regions. 

Gradient 

Adjusted 

Predictor 

(GAP) 

Utilises gradient-

adjusted pixels for 

prediction, 

considering pixel 

gradients. 

Improved 

handling of 

gradient 

variations, better 

adaptation to 

image content. 

Complex 

implementation, 

higher computational 

requirements. 

Interpolation 

Predictor (IP) 

Predicts pixel 

values using an 

interpolation error 

difference scheme. 

Accurate 

prediction in 

interpolated 

regions, handles 

smooth transitions 

well. 

Limited performance 

in non-interpolated 

regions, susceptible 

to interpolation 

errors. 

Convolutional 

Neural 

Network 

Predictor 

(CNNP) 

Employs a deep 

CNN model for 

pixel prediction 

using multi-

receptive fields and 

global optimization 

High accuracy, 

effective 

utilisation of 

global image 

features. 

Computationally 

intensive, requires 

extensive training 

data. 

New CNN 

Based 

Predictor 

Utilises a deep 

CNN model with 

an improved image 

division scheme 

and batch 

normalisation layer 

Improved 

prediction 

accuracy, better 

performance with 

batch 

normalisation. 

Higher 

computational 

requirements, 

additional 

complexity in image 

division scheme. 
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2.2  Data Embedding Schemes 

Reversible data hiding (RDH) depends critically on the choice of an embedding 

scheme, which affects elements like embedding capacity, perceptual quality, 

robustness, compatibility, and security. The chosen scheme decides how much 

information may be concealed while minimising perceived distortion. It must be 

resistant to assaults and appropriate for the cover signal kind. The incorporation of 

security elements and steganalysis considerations is also possible. Therefore, to attain 

the ideal balance in RDH, a careful selection process is required. The three main 

techniques for reversible data hiding are difference expansion, histogram shifting, and 

prediction error expansion. The most recent research on these techniques is examined 

in this section.  

Reversible data embedding through difference expansion, introduced by Tian 

[2], ensures minimal distortion and precise recovery of the original image.  However, 

this method is only applicable to grayscale images. One of the most widely used 

techniques in RDH is histogram shifting. Ni et al. [23] present a“histogram 

modification-based lossless embedding and high storage capacity reversible data 

hiding method.”However, during the data hiding procedure, distortion could happen. 

Pan et al. [24] propose a method for reversibly hiding data that combines multilayer 

embedding with local histogram shifting. This approach guarantees a continuous 

histogram and better security. The embedded cover image's histogram is made nearly 

identical to the original cover image's histogram using localization techniques to hide 

it from attackers. Wang et al.'s [25] proposed rate and distortion optimisation approach 

employs several histogram shifts and adaptively calculates the peak and zero bins 

while improving distortion. It requires a lot of computing power and time to assess this 

procedure. Kim et al. [28] advise skewed histogram shifting to lessen distortion and 

enhance the utilisation  of skewed histograms in RDH 

Predicting a given image and extending the prediction errors are two major 

methods used  for prediction-error expansion. Using the “prediction-error expansion 

and histogram shifting,” Thodi et al. [7] present a novel reversible watermarking 

method. It provides a lossless authentication solution for digital photographs, allowing 

the original content to be recovered following watermark extraction. 
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 “A lossless watermarking algorithm” for images is put forth by Sachnev et al. 

[8] that, in the majority of cases, does not call for a position map. The method employs 

prediction mistakes to merge input into an image. The method allows for more data to 

be included in the image while minimising distortion by prioritising prediction 

mistakes based on their local variance magnitude and, on occasion, adopting a smaller 

location map. The reversibility of this approach is ensured by the use of a double-

layered embedding mechanism. Initially, the cover image is divided into two sets in 

this mechanism: 'cross' and 'dot'. Following the separation procedure, both cross and 

dot sets are inserted within the half portion of the secret message. Additionally, a 

sorting mechanism is incorporated to boost performance. 

Li et al. [11] present “a pixel-value-ordering (PVO), a novel prediction 

strategy, and the well-known prediction-error expansion (PEE)”technique-based high-

fidelity reversible data hiding system for digital images. Ou et al.'s [9] proposal of a 

prediction-error expansion based RDH uses a novel predictor based on partial 

differential equations. PEE uses data embedding to individually adjust prediction-

errors. Instead of considering each prediction-error individually, Ou et al[11] propose 

that every two adjacent prediction-errors be considered jointly to generate a sequence 

of prediction-error pairs. This will enable for more effective use of these correlations. 

Zheng et al. [26] developed a local predictor that uses the content-adaptive block size 

for each to-be-predicted pixel to obtain a more accurate prediction by accounting for 

the presence of edges and textures in natural images. To provide as much information 

as possible, Caciula et al. [27] considered the distinct prediction error expansion (PEE) 

of each pixel up to the overflow/underflow limit. He et al. [30] also propose a flexible 

spatial location-based PEE predictor that makes the best use of spatial correlation. 

Although some of these prediction-based techniques are computationally expensive 

and only work with digital images, they allow for high fidelity steganography and 

improved prediction accuracy. He et al. [32] studied pixel value ordering prediction-

based prediction-error expansion.. By enhancing PVO prediction in the fields of spatial 

correlation and correlated pixel pair, a novel prediction method is suggested. RDH was 

examined by He et al. [33] using dual pairwise prediction-error expansion. In order to 

fully utilise pairwise PEE, a dual pairwise PEE technique is created. Hu et al. [34] uses 

prediction error ordering (PEO) based adaptive embedding technique for RDH. The 

above studies are summarised in Table 2. 
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Table 2. Summary of reversible data hiding techniques  

Author  Methodology  Advantages  

Tian [2] difference expansion  

Low distortion, exact recovery 

of original image  

Thodi and rodriguez 

[7]  prediction-error expansion  

Lossless authentication, 

recovery of original content  

Ni et al. [23]  histogram modification  

Lossless embedding, high data 

capacity  

Sachnev et al. [8]  

sorting and prediction using 

two stage embedding  

High embedding capacity, less 

distortion  

Ou et al. [21] 

Pairwise PEE for efficient 

reversible data hiding  

Better utilisation of prediction 

error correlations  

Pan et al. [24]  

local histogram shifting with 

multilayer embedding  

Continuous histogram, 

enhanced security  

Wang et al. [25] 

Rate and distortion 

optimization using multiple 

histogram shifting  

Adaptive determination of peak 

and zero bins, distortion 

optimization  

Zheng et al. [26] 

Content-adaptive local 

predictor using variable 

block size  Accurate prediction  

Caciula et al. [27] 

Distinct PEE for each pixel 

up to overflow/underflow 

limit for maximum data 

embedding  High embedding capacity  

Kim et al. [28]  

Skewed histogram shifting 

for using a pair of extreme 

predictions  

Reduced distortion, improved 

utilisation of skewed 

histograms  
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He et al. [29]  

PVO prediction considering 

spatial correlation and 

correlated pixel pair  

Improved prediction accuracy, 

high fidelity steganography  

He et al. [30]  

Flexible spatial location 

based PVO predictor  

Optimises utilisation of spatial 

correlation, high fidelity 

steganography  

Shaik et al.  [31]  wavelet transform and PEE  

High embedding capacity, 

improved image quality  

He et al [32]  Dual pairwise PEE strategy  

Fully exploits potential of 

pairwise PEE, high embedding 

capacity  

He et al. [33]  

PEE and adaptive block size 

enable reversible data hiding 

High embedding capacity, 

improved image quality  

Hu et al. [34] 

PEO based adaptive 

embedding 

Intelligent predictor combined 

with adaptive two stage 

embedding gives high 

embedding capacity 

 

2.3  Discussion on literature 

The predictors and the prediction process play a crucial role in prediction error 

expansion (PEE) within reversible data hiding. Predictors must accurately estimate 

pixel values in order to give reliable prediction errors, which serve as the foundation 

for embedding hidden data. The embedding strategy equally plays an important part in 

RDH for better utilisation of the predictors. The following aspects highlight the 

importance of predictors and embedding strategy: 

1. Prediction Accuracy: The accuracy of predictors directly impacts the quality 

of the prediction error expansion technique. The underlying dependencies and 

patterns in the cover image can be effectively captured by highly accurate 

predictors, leading to predictions that are more accurate. Predictors need to 

incorporate the mechanisms that enable the utilisation of both local and global 

references. Traditional predictors frequently use a small set of nearby pixels in 
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their calculations.  Convolution and self-attention, on the other hand, enable 

the prediction process to cover a larger pixel neighbourhood.  This broader 

perspective enables a more thorough analysis of image characteristics and 

improves prediction precision, leading to an improvement in PEE embedding 

performance. 

2. Reversibility and Extraction of Hidden Data:. The usage of the embedding 

scheme is also important to facilitate better embedding capacity. The 

maximisation of embedding capacity and reduction of visual impact in 

reversible data hiding heavily relies on the embedding scheme chosen for 

prediction error expansion (PEE).  The prediction process in PEE facilitates the 

reversibility of data hiding. The original cover image can be completely 

recovered without any loss or distortion. This manipulation enables additional 

data to be hidden while maintaining the visual integrity of the cover image. 

Visual quality and embedding capacity are intertwined and choosing the right 

embedding scheme is crucial. An efficient embedding scheme must strike a 

balance between different factors such as capacity, visual quality, robustness 

etc. The two stage embedding scheme introduced in [8] is a go to scheme for 

many approaches. 

Overall, because they have a significant impact on both the quality of predictions made 

and their accuracy, predictors and the prediction process are essential elements of PEE. 

The use of local and global references, the incorporation of the self-attention 

mechanism and convolution operations, and the alleviation of limitations in classical 

predictors allow PEE to produce more reliable and accurate data embedding.  Predictor 

accuracy is crucial to the prediction error expansion technique because it affects both 

the accuracy of hidden data extraction and the process's ability to be undone.  Secondly 

an appropriate RDH scheme must be used to make better use of the predictors. The 

choice of RDH scheme will have a significant impact in the data hiding process and 

the right scheme can allow for greater embedding capacity with less distortion which 

can make full use of an improved predictor. 
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CHAPTER 3 
 

PRELIMINARIES 

 

This chapter discusses the  basic theoretical concepts involved in this study, to enable 

the reader to grasp the underlying principles and ideas included.  

 

3.1 Data Security 

Data protection from unauthorised access, manipulation, and theft has grown to be a 

serious challenge as a result of the growing reliance on digital platforms for 

communication, storage, and transactions. Confidentiality, Availability and Integrity 

are an important issue in data security and must be ensured to meet the security 

standards.  Together these three are referred to as the CIA triad and provide a 

comprehensive framework for data security requirements. Confidentiality ensures the 

data to remain secret and can only be  accessed by authorised parties. The main aim of 

confidentiality is to restrict unauthorised access and leakage of the confidential data. 

Different confidentiality measures like encryption , access control mechanisms, and 

secured networks are applied to maintain confidentiality. Integrity protects the data 

from unintended modification and relates to preserving data till its existence from data 

corruption and non authorised modification. To ensure integrity is preserved, various 

mechanisms can be employed such as access control, checksums, digital signatures 

etc. The third principle ‘Availability’ refers to the availability of information without 

failure to those who need it and are authorised to see it. The major requirements to 

ensure availability requires fault tolerance, data protection and recovery, preventing 

outage or denial of service. 

 

3.2.  Data Hiding 

An essential component of data security, data hiding refers to methods for securing the 

transmission, storing, and protection of sensitive data by blending data into other data. 

Numerous data-hiding techniques have developed over time, including steganography, 

watermarking, and cryptography, each with their own advantages and goals. 
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Cryptography, protects confidentiality and integrity, preventing unauthorised access, 

and maintaining data integrity during transmission or storage by encrypting the 

original data with a cryptographic key.Application areas for cryptography include 

secure communication, data protection, and access control, offering a strong defence 

against data breaches. Contrarily, the main functions of watermarking are content 

protection and copyright enforcement. Watermarking prevents unauthorised use, keeps 

track of copyright violations, and provides proof of ownership. Another data hiding 

technique is steganography, which conceals information within a carrier medium, 

making the presence of hidden data undetectable. Unlike cryptography, which makes 

data unreadable, steganography keeps data undetectable.  Steganography makes sure 

that hidden data evades visual or statistical analysis by taking advantage of human 

perception limitations and the statistical characteristics of the cover medium.  

Steganography can be less reliable than watermarking or cryptography, despite still 

being an effective method of data hiding.Hybrid approaches combine several data 

encryption methods, minimising the drawbacks of each while maximising the benefits. 

[38] 

Sensitive data is protected from breach by security, which offers protection 

from unauthorised access, when evaluating data storage techniques. Security protects 

sensitive data from breach by providing protection from unauthorised access. The 

ability of a method to withstand any modification or attack without compromising 

hidden data is referred to as robustness. This promise that the concealed information t 

won't be visible to viewers who are humans. The capacity of a carrier medium refers 

to the volume of data that can be carried in it. For the embedding and extraction 

procedures, computational efficiency necessitates computational resources. 

Researchers and practitioners are assisting in the development of safe and effective 

ways to protect sensitive information in an increasingly connected world by 

continuously improving data security techniques. 

 

3.3 Steganography 

The art of steganography involves concealing private data in seemingly harmless 

objects like photos, audio files, films, or text. Steganography has a long history, dating 

back to the time when messages were hidden in various ways. These techniques 

included hidden compartments, tattooed hair, microdots, and invisible ink. 
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Steganography in the digital age has been developed in order to exploit the resources 

and limitations of digital media.  Steganography is used in numerous fields and has 

numerous applications. It is widely used in situations when secrecy is essential, such 

as secret operations, military-intelligence communications, and information hiding in 

digital forensics. Steganography is also useful in digital watermarking, which embeds 

undetectable information into media files to claim ownership or confirm authenticity. 

Steganographic techniques must constantly advance in order to avoid detection and 

fend off attacks from enemies and steganalysis. 

Steganography can be used to embed confidential information in the manner 

described below: 

1. Select a cover medium, like an image. 

2. Select data to embed, called secret message 

3. A function f(i) for embedding secret message into the cover medium 

Fig 3.1 shows this process, where Cm is the cover media, Sm is the secret message to 

be embedded, F(x) is the function to embed called the steganographic function and So 

is the output stego data.  

 

 

Fig. 3.1 Steganography Process 

 

3.4 Data Hiding Techniques 

In the realm of information hiding, two main categories can be identified: reversible 

data hiding and irreversible data hiding. Reversible data hiding methods allow the full 

recovery of the original data, whereas irreversible data hiding techniques involve 

embedding data in a way that prevents its full restoration.  

1. Irreversible data hiding  

2. Reversible data hiding 
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The classification of data hiding schemes is shown in Fig. 3.2, which also highlights 

the most popular data hiding techniques. 

 

Fig 3.2.  Data Hiding Techniques 

 

3.4.1 Irreversible Data hiding 

Irreversible data hiding techniques involve embedding extra information into a host 

signal or data stream in such a way that it cannot be completely restored to its original 

form. These methods are frequently employed when precise data recovery is not 

necessary but when greater embedding capacity and undetectability of the hidden data 

are desired. The irreversible data hiding process is shown in Fig. 3.3. In irreversible 

data hiding, there are several techniques such as LSB substitution, PVD, and EMD. 

Each method has its own characteristics and applications, providing different schemes 

to hide information with different requirements for capacity and quality. The least-

redundant method of bit substitution (LSB) is a well-known method of irreversible 

data hiding. This approach provides a large payload capacity and minimal distortion. 

This is achieved by replacing the cover pixels’ least significant bits with secret bits.. 

Wu and Tsai devised the pixel-value differencing (PVD)[39]  approach by calculating 

the difference between two pixels in the cover image. Using a predefined range table, 

the number of bits to be embedded in these pixels is then computed. The PVD approach 

achieves a high degree of imperceptibility while embedding a considerable amount of 

secret bits into the cover image. 
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Fig. 3.3 Irreversible Data Hiding Process 

 

The irreversible data hiding techniques can be applied for use depending on the 

type of cover signal, required capacity and distortion acceptable. Although irreversible 

data hiding techniques have advantages in  terms of embedding capacity, they are not 

appropriate for applications that require full recovery of original data which takes us 

into the domain of reversible data hiding. 

 

3.4.2  Reversible Data Hiding 

Reversible data hiding schemes are used to hide secret information into a cover data 

and ensures that the original cover data can be recovered after the extraction of the 

hidden data. These techniques have a special advantage over irreversible data hiding 

methods because they allow for  original data recovery while preventing major 

distortions. Fig. 3.4 depicts the reversible data hiding process. The reversible data 

hiding mechanism involves embedding data in such a manner that the embedded 

information does not cause any noticeable changes and loss of visual quality of images. 

The main strategies used in reversible data hiding are :  

1. Difference Expansion 

2. Histogram Shifting  

3. Prediction Error Expansion 

A quick overview of the above techniques is provided below. 
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    Fig. 3.4 Reversible Data Hiding  

 

1.     Difference Expansion 

Difference expansion is a popular method used in RDH. This method utilises the 

difference between the neighbouring pixels to hide the secret data. The method works 

by finding the difference between pairs of adjacent pixels in the cover image and then 

this difference is modified to hide the secret data. During the extraction process, the 

modified difference is extracted and the original cover data can be restored. The 

process of difference expansion has several benefits for reversible data hiding. First 

off, it offers a high embedding capacity because the modification of differences 

enables the embedding of a sizable amount of data.  Second, by making the changes at 

the pixel level and minimising visual distortions, the imperceptibility of the embedded 

data is maintained.  Once the hidden data is extracted, the original cover image can be 

completely recovered without any loss or distortion. 

 

2.     Histogram Shifting 

A common method for reversible data hiding that allows for the embedding of extra 

information into a cover image while preserving its visual quality is histogram shifting. 

This technique works by reversibly altering the cover image's histogram to make room 

for secret data to be hidden without introducing obvious distortions. The frequency 

distribution of pixel values is represented by the histogram of an image. In a grayscale 

image, the histogram plots the number of pixels with each possible intensity value. In 

order to accommodate the hidden data, histogram shifting involves moving the 

positions of pixel values within the histogram. Several benefits of reversible data 

hiding are provided by histogram shifting.  First off, it offers a high embedding 

capacity because the modification of histogram bins enables the embedding of a sizable 
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amount of data. Second, rather than directly changing the pixel values, the 

modifications take place at the level of the pixel value, maintaining the imperceptibility 

of the embedded data. By doing this, the cover image's visual distortions are reduced. 

Histogram shifting is a versatile technique that can be used on both colour and 

grayscale images. However, shifting the histogram comes with some difficulties.  

Finding a balance between the stego image's visual quality and embedding capability 

can be difficult.   

 

3.      Prediction Error Expansion 

Prediction error expansion (PEE) is a prominent technique in the field of reversible 

data hiding, allowing for the confidential embedding of supplementary information 

within the prediction errors of a predictor. The underlying principle of PEE involves 

modifying the prediction errors, which represent the discrepancies between the 

predicted values generated by the predictor and the original pixel values of the cover 

image. By expanding the range of these prediction errors, the embedding capacity is 

increased while minimising any perceptible impact on the visual quality of the cover 

image. 

The primary benefit of PEE is that, after the embedded data is extracted, the 

original cover image can be completely restored without loss or distortion. Due to this 

characteristic, PEE has become a popular method. The prediction of pixel errors is a 

crucial step in many data hiding techniques, including  PEE. To reduce the 

discrepancies between the predicted values and the actual pixel values, the accurate 

and advanced predictors need to be used. With the advancements in machine learning 

algorithms, prediction models based on artificial neural networks or other learning 

techniques have been developed. These models can make more precise predictions, 

especially in complex and non-linear image regions, because they learn the patterns 

and dependencies in the image data. The prediction errors, which serve as the 

foundation for embedding hidden data, are directly impacted by the predictor’s 

accuracy. Precise prediction accommodates the embedded information while reducing 

the visual impact on the cover image. Moreover the embedding strategies can also 

optimise the use of prediction for efficient embedding. 
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3.4.3 RDH embedding Scheme  

Although many embedding schemes have been proposed in the literature, we give an 

overview of a popular two stage embedding scheme in. The two stage embedding 

technique based on [8], and proposed in[14]  can  be used for data embedding because 

of its effectiveness in reversibly hiding the data. The hidden data is embedded in two 

steps where a part of the hidden message is embedded in the first stage and the second 

part embedded in the next stage. After encoding the given data, the reverse process is 

used for data extraction.. 

 

1  Encoder 

Two subsets of the original image are employed in the first stage, together with a 

trained predictor. The predictor uses the "Cross" set image (𝐼𝑐) as input to produce 

the anticipated "Dot" set image (𝐼′𝑑). The outcome is the data hidden "Dot" set image 

(𝐼𝐷𝑊), which is produced after a piece of the information (𝑊1) is reversibly 

embedded into both the initial "Dot" set image (𝐼𝑑) and the predicted "Dot" set image 

(𝐼′𝑑 ). The network is once more used in the second step to create the predicted 

"Cross" set image (𝐼′𝑐) from the data-hidden "Dot" set image (𝐼𝐷𝑊) and hidden with 

information (𝑊2), resulting in the creation of the "Cross" set picture with hidden data 

(𝐼𝐶𝑊). The entire data hidden image (𝐼𝑊) is created by merging the data hidden 

"Cross" set image (𝐼𝐶𝑊) and the data hidden "Dot" set image (𝐼𝐷𝑊).  The structure of 

the encoder is given in Fig. 3.5” 

 

 

Fig 3.5. Encoder 
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Fig. 3.6 Decoder 

 

2 Decoder 

‘The decoding scheme works in reverse to the encoding scheme . Firstly, the data 

hidden image (𝐼𝑤) is divided into two subset images, 𝐼𝐶𝑊and 𝐼𝐷𝑊, following the 

partition pattern described later.  Then, the data hidden "Dot" set image (𝐼𝐷𝑊) is 

processed through the proposed predictor, generating the predicted "Cross" set image 

(𝐼′𝐶). By incorporating 𝐼𝐶𝑊, the information (𝑊2) is extracted and used to recover the 

original "Cross" set image (𝐼𝐶). Subsequently, the recovered "Cross" set image (𝐼𝐶) is 

fed into the predictor, resulting in the predicted "Dot" set image (𝐼′𝐷), which aids in 

recovering the original "Dot" set image (𝐼𝐷) and extracting the information (𝑊1). 

Finally, the recovered images, 𝐼𝐷 and 𝐼𝐶, are spatially combined to reconstruct the 

original image (𝐼), while the information bits (𝑊1 and 𝑊2) are combined to retrieve the 

hidden information (W). Fig 3.6. Depicts the decoding process. Fig 3.7 and 3.8 give a 

brief description of the encoding and decoding process. ’ 

 

Fig 3.7 Encoding Process 
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Fig. 3.8 Decoding Process 

 

3.5  Deep Learning Networks 

Whether it's making Netflix recommendations or forecasting the weather, machine 

learning techniques are being used in almost every industry.  Machine learning 

algorithms are a group of algorithms that learn from data and carry out a variety of 

tasks using statistical techniques. The machine learning algorithms can be further 

classified into supervised and unsupervised algorithms along with reinforcement 

learning. These methods, especially the deep neural networks can be applied to the 

RDH because of their ability to learn complex patterns and optimisation 

characteristics. 

 

3.5.1 Convolution Neural Networks 

Convolutional neural networks (CNN) are a subset of deep neural networks, which are 

essentially supervised learning algorithms. The capabilities of neural networks, which 

were originally inspired by the biological neuron, have greatly increased. Deep neural 

networks are now being used for a variety of tasks when there are sufficient 

computational resources available. 

A CNN is a combination of many sequential layers that transforms images by 

applying activations to learn information. In a CNN, a layer is essentially made up of 

neurons in the width, height, and depth dimensions. 

Three different kinds of layers make up a CNN architecture: 

1. Convolutional Layers 

2. Pooling Layers 

3. Fully Connected Layers 
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The primary component of CNN, convolutional layers, perform convolutional 

operations on the input data. Two sets of data are put through a convolution operation, 

which enables their merging.  In order to perform the convolution operation, a 

filter/kernel component is used.  A kernel resembles a matrix that is placed over an 

input image to draw out its features. The kernel strides over the input image until it 

covers the entire image.  This stride is a hyper parameter that can be changed while 

training. Convolution layer output is next activated using a function like the Rectified 

Linear Unit (ReLU). 

 

Fig. 3.9 Convolutional Neural Network Architecture 

 

Fig. 3.10.  Pooling Operations (Max Pool and Average Pool) 

 

 

Fig. 3.11 Convolution Operation 
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The pooling layers in a CNN are used to reduce parameters in the network and 

perform dimension reduction. The stacking up of layers and interconnections between 

them can build up huge numbers of parameters. The pooling operations are     

performed to reduce these parameters. Maximum pooling and average pooling are the 

two most popular pooling methods that are used today. In maximum pooling, the 

maximum value from the region covered by the kernel is given as the output. In 

contrasts to maximum pooling, the average pooling gives the average of all parts 

enclosed by the kernel.  Fully Connected Layers comes at the later part in the CNN. 

Theselayers deal with the flattened input. The neurons in these layers are fully 

connected with neurons in the previous layer and are mainly used for classification 

purposes. 

 

Model Parameters 

a. Filter Dimensions - 𝐹 𝑋 𝐹  sized filters  with 𝐶 channels produces 

𝐹 ×   𝐹 ×  𝐶 kernel that is applied on 𝐼 ×   𝐼 ×  𝐶 input and results in 

𝑂 × 𝑂 × 1 size. 

b. Stride - It denotes the number of pixels by which a kernel slides over the image 

after each convolution operation. 

c. Padding - Padding applies P zeros to the boundary of the input image to 

balance the convolution operations.The feature map is given by      

                                𝑂 =
(𝐼 − 𝐹 + 2𝑃 )

𝑆
 +  1                                    (1)   

 

Fig 3. 12. Fully Connected Layers 
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Table 3. Complexity of a CNN network 

 CONV POOL FC 

Input Parameter 𝐼 ×   𝐼 ×  𝐶 𝐼 ×   𝐼 ×  𝐶 𝑁𝑖𝑛 

Output Parameters 𝑂 ×   𝑂 ×  𝐶 𝑂 ×   𝑂 ×  𝐶 𝑁𝑜𝑢𝑡 

Trainable Parameters (𝐹 ×   𝐹 ×  𝐶 + 1). 𝐾  0 (𝑁
𝑁𝑁

+ 1)

× 𝑁𝑜𝑢𝑡 

 

The model complexity can be evaluated by determining the number of parameters that 

the model can have. This is shown in table 1. 

 

3.5.2 Self-Attention 

The mechanism of self-attention has drawn a lot of interest in the field of computer 

vision, particularly in image processing tasks. Self-attention, which was first used in 

the context of natural language processing, has shown to be very good at identifying 

long-range dependencies and modelling connections between various sequence 

elements. Self-attention can be used to analyse both global and local relationships in 

an image, which improves performance on a variety of tasks like object detection, 

image classification, and image generation. 

Local filters are used to extract features from image regions in traditional 

convolutional neural networks (CNNs). Although CNNs have been incredibly 

successful at analysing images, they have limitations when it comes to capturing long-

range dependencies across the image.  With self-attention, spatial relationships 

between image regions can be gathered by modelling relationships between the pair of 

positions in the image[39], even though these regions may be distanced from each 

other 

The calculation of attention weights, which determine the significance of 

different positions within the image, is the key task in self-attention. These attention 

weights are produced by calculating the similarity between various positions. . Query, 
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Key, and Value are the three inputs of self-attention. These are created from each pixel 

in the image and capture different aspects of image features. The query Q is the  

parameter representing the information for which attention is calculated. The key K is 

the parameter against which the attention is calculated. The value V represents the 

value of attention of key K for the query Q. The comparison between query and key is 

calculated using a metric which can be the dot product, cosine similarity etc.  To obtain 

the attention weights, the resulting similarity metrics are processed and then passed 

through a softmax function. The attention weights in the end contain the modelling of 

the query with respect to each position of the image.  Fig 3.13. displays the self-

attention mechanism. The integration of self-attention into computer vision tasks have 

led to improvement in performance of the computer vision systems. In image 

recognition tasks self-attention has worked  in improving the performance[40]. It has 

also been used in image generation tasks such as image super  resolution[41].  

Standalone self-attention has also been employed to replace convolution blocks in the 

state of the art CNNs for image related tasks.  

 

 

Fig.  3. 13 Self-Attention Mechanism 
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CHAPTER 4 

 

PROPOSED WORK 

 

This chapter gives a detailed overview of the proposed approach beginning with the 

description of the image division technique, followed by proposed architecture, the 

embedding technique  and their implementation. 

 

4.1  Image Division 

Image division is performed on an image 𝐼 according to the chessboard pattern. Two 

sets of images namely, the cross set image and dot set image are created by dividing 

the pixels of a single image. In the cross set image 𝐼𝐶, the pixels corresponding to the 

dot positions are marked as 0. Similarly in the dot set image 𝐼𝑑, the pixels representing 

the cross positions are marked as 0. Fig. 4.1 illustrates this division procedure using a 

8 ×  8 sized block.  

This division of an image into a cross and dot set makes the images in two sets 

independent, while still maintaining a relationship between the adjacent pixels as the 

value of the target pixels can be calculated by surrounding pixels. The images from the 

cross set are used to predict the images from the dot set till convergence.  

 

 

Fig. 4.1 Image Division Scheme 
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4.2  Proposed Architecture 

Our proposed model is divided into two modules (i.e feature extraction module, image 

prediction module). These are shown in Fig. 4.2. The cross image 𝐼𝐶   and dot image 𝐼𝑑 

are initially obtained by dividing the pixels of a grey scale cover image 𝐼𝑐𝑜𝑣 as 

described in the above section . After feeding the cross image to the suggested 

predictor, the output predicted image 𝐼𝑑𝑝 is created. To optimise the model’s 

parameters, the mean squared error (MSE) between the dot image 𝐼𝑑 and the 

anticipated image 𝐼𝑑𝑝 is used. Fig. 4.2 shows the framework in detail. Later data 

embedding, prediction-error expansion technique with double encoding scheme  

proposed in [8] has been used to evaluate embedding performance. 

 

4.3.1   Feature Extraction Module 

The feature extraction module uses a combination of convolution blocks and self-

attention blocks. A convolution block contains 2 convolution operations and a leaky 

rectified linear unit (𝐿𝑒𝑎𝑘𝑅𝑒𝐿𝑈) operation. The first convolution operation has a 

𝐾 ×  𝐾(𝐾 =  5, 7) kernel size and the second convolution operation uses a kernel size 

of 3 respectively. The LeakyReLU layer is applied in between the two convolution 

operations as shown in fig. 4.3(a). The value of output channels are set to 32. Two 

convolution blocks (𝐾 =  5,7) are applied in parallel to gather more context from the 

images.  

The feature maps generated from the convolution blocks are fed respectively 

to two self-attention blocks to calculate the self-attention feature maps. In a self-

attention block, image feature maps (𝑥) from the previous layers are fed into three 

1 𝑥 1 convolution operations to generate the feature maps 𝑓(𝑥), 𝑔(𝑥), ℎ(𝑥). Then, 

matrix multiplication operation is performed between the transpose of 𝑓(𝑥) and 𝑔(𝑥). 

The result is then fed to a SoftMax operation to generate the attention map. Then 

another matrix multiplication operation is performed between the transpose of the 

attention map and ℎ(𝑥). At last, element wise sum of feature maps (𝑥) and transpose 

of attention map is computed to obtain the self-attention feature maps. The structure 

of the self attention block is shown in fig. 4.3(b). The feature maps obtained from 

convolution and self-attention blocks are then combined and fed to the image 

prediction module for pixel prediction. 
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Fig.  4.2. Proposed Architecture 
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Fig 4.3  Feature Extraction Block 

 

4.3.2 Image Prediction Module 

The feature maps obtained from the feature extraction step are fed to two convolution 

blocks arranged in a sequential manner. The first block consists of a 3 x 3 convolution 

operation, followed by a LeakyReLU operation, followed by another 3 x 3 sized 

convolution operation. There are a total of 32 output channels. The output from the 

first block is combined with the input and fed to the second convolution block to 

generate the predicted image. The second block follows a similar structure to the 

previous block. To produce the final anticipated image, the last convolution operation 

sets the number of output channels to 1. 

 

4.3.3  Training            

“The  prediction model proposed is trained on over 1000 images  selected randomly 

from the ImageNet [22] dataset. The images are first resized to 512 𝑥 512 size and 

subsequently converted to grayscale. The cross set image 𝐼𝐶 is used to generate the 

predicted dot set image 𝐼𝑑𝑝. The mean squared error (M.S.E) between the target image 

𝐼𝑑 and predicted dot image 𝐼𝑑𝑝is used as the loss function:” 

(a)    Convolution Block 

(b)     Self-Attention Block 
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                                                                 (4)  

where N refers to the count of training samples, 𝜆  represents the weight decay applied 

to avoid overfitting, 𝜔 and represents all of the network's weights. In order to optimise 

the loss function for training with a learning rate of 10-3 and a batch size of 4, the 

ADAM optimizer [34] is employed. 𝜆 is configured to have a value of 10-3. The 

suggested model undergoes 90 rounds of training on Kaggle's NVIDIA TESLA P100 

GPU with 16 GB of memory.  

 

4.4  Dataset Description 

With more than 14 million labelled images spread across roughly 21,000 categories, 

ImageNet[23] is a highly influential dataset in computer vision with images ranging 

from 200 x 200 to over 1000 x 1000 pixels in resolution. Its hierarchical structure 

makes it possible to categorise and comprehend visual concepts at a finer level. The 

use of ImageNet as a benchmark for assessing computer vision algorithms enables 

researchers to follow developments and assess model performance.   

Due to the wide usage of ImageNet in computer vision tasks, random images 

from the ImageNet dataset are used to train the proposed CNN based predictor by 

converting ImageNet images to cross and dot set images. Furthermore, to train the 

proposed model,  a problem specific data loader is created by making image pairs 

(X,Y) such that X belongs to the cross set images and Y belongs to the dot set images. 

This data loader can be utilised for training networks for cross-dot division schemes. 
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CHAPTER 5 

 

RESULTS 

 

This chapter discusses and analyses the performance of the proposed SACNN based 

predictor on 7 standard test images frequently used in benchmarking RDH methods. 

To evaluate the performance of the proposed predictor we have tested it on several test 

images used for benchmarking purposes. These images are single channel grayscale 

images with pixel intensity lying in the range [0,255]. Each of these images are 512 x 

512 sized images. The test images  (baboon, lena , boat, peppers, barbara, ship, 

airplane) are displayed in fig. 5.1  

 

Fig. 5.1 Standard Test Images  

 

5.1. Prediction Accuracy 

We have calculated the prediction error between the cover picture and corresponding 

predicted image for each test image. Zero prediction error denotes the ability to 

anticipate the current pixel with accuracy, and the amount of zero prediction errors is 

closely correlated with data hiding capacity, which is typically used as a benchmark to 
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assess the effectiveness of RDH approaches. The sharper  prediction error distribution 

leads to less distortion in the embedded image. 

In fig. 5.1, we have shown the prediction error histogram for baboon image. 

The value of prediction errors is represented in the horizontal axis and the vertical axis 

represents the occurrence of predicted errors. The Fig. 5.2 displays the prediction error 

histogram of the baboon image. 

 

 Fig 5.2  Prediction Error Histogram for Baboon 

 

Table 4.  Comparative Analysis of proposed Predictor with other predictors 

Image [7 ] [8 ] [11 ] [14 ] [16 ] Proposed 

Airplane 44894 51108 56740 57968 62261 65000 

Baboon 9029 10988 11228 12032 13765 16204 

Lena 29067 34886 35694 36203 39375 56497 

Lake 15202 19657 20472 20409 25934 37380 

Boat 16991 20712 21047 22111 25078 34673 

Barbara 22200 27536 28530 31896 43135 39754 

Peppers 16567 21844 22064 21959 28038 35337 
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Table 6 compares the proposed model for zero prediction errors on various test images 

against other predictors for comparison. Each row represents a different image, and the 

columns show the zero prediction errors for the images. As we can see from table 6, 

the proposed predictor has better zero  prediction accuracy than the other predictors 

and thus produces a sharper error histogram as compared to the existing predictors. 

 

Overall on comparing the given data, we can see that the proposed model achieves a 

higher peak point in making zero errors predictions which can be used to achieve better 

PSNR values using a suitable embedding scheme. Although, the predictor shows 

promising results, further experimentation needs to be done by combining the predictor 

with an embedding scheme to verify its performance.   
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CHAPTER 6 

 

CONCLUSION AND FUTURE SCOPE 

 

In this study, we proposed a brand new predictor for reversible data hiding. It has the 

ability to capture the long range of dependencies and provide precise predictions for 

each and every pixel. Our suggested predictor uses the self-attention mechanism and 

convolution operations for predicting . Both local as well as global references are taken 

into account by fusing convolutional operations and self-attention, which enhances its 

overall prediction capability. We have seen and proven through experimentation how 

the predictor is able to predict accurately and generate a sharper prediction error 

histogram. Overall, our results make it obvious that our approach is effective and has 

a potential to advance the field of reversible data hiding. 

Even though the self-attention based predictor has shown promising improvements in 

image prediction accuracy, there are a number of potential areas which can be further 

taken for research and development for this predictor. Future research could be focused 

on optimising the architecture of the self-attention-based predictor. In order to improve 

the model's capacity size for capturing long-range dependencies for various variations 

of self-attention mechanisms, such as multi-headed attention or self attention with 

proper positioning encoding. Self-attention mechanisms can be incorporated into 

recurrent neural networks or transformer-based architectures for improving 

performance Further, this research can be focused on creating effective inference and 

training methods for the self-attention-based predictor. It can include techniques like 

approximate self-attention, sparse attention, or hierarchical attention, aiming to 

achieve the goal where computational complexity is low while preserving 

performance.A variety of embedding techniques such as adaptive embeddings, can be 

applied for embedding  and contribute to the reversible data hiding community and 

also demonstrate application of machine learning techniques for the same. 
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