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ABSTRACT 

 
Process control in industry is improving gradually with the innovations and 

implementation of new technology. Different control techniques are being used for 

process control. Proportional Integral and Derivative (PID) controller is employed 

in every facet of industrial automation. In any of control application, controller 

design is the most important part. There are different types of controller 

architectures available in control literature.  

The applications of PID controller span from small industries to high 

technology industries. Designing a PID controller to meet gain and phase margin 

specifications is a well-known design technique. If the gain and phase margin are 

not specified carefully, then the design may not be optimum in the sense that a large 

phase margin (more robust) that could give better performance. 

This research outlines the development and design of an infrared radiation 

heating profile controller. An attempt has been made to theoretically analyze the 

system, design of the Controller, their simulation, and real-time implementation of 

an infrared ceramic heating profile controller. The Controller has been subjected to 

comparative testing with a proportional control model to observe its performance 

and validate its effectiveness. PID controllers of this nature that are commercially 

available either lack the functionality of this unit or are too expensive to implement 

for research purposes. This unit has been designed with cost-effectiveness in mind 

but still meets the standards required for an industrial controller. Heating profiles 

are necessary and useful tools for the proper processing of a host of materials. The 

Controller developed in this research is able to meet a level of a fair degree of 

accuracy and track a heating profile.  

The results confirm that this programmable control model will be 

advantageous and a valuable tool in temperature regulation. This means that 

intensive studies into the effects of infrared radiation on materials are now feasible. 

Research of this nature could possibly expand the application of infrared as a 

heating mechanism. Although tests were conducted on this Controller, they are not 

meant to serve as an exhaustive analysis. 

The conclusions of these simulations do reveal the benefit of such a 
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controller. More rigorous investigation is suggested as a subject for further study. 

System identification of this nonlinear process is done using black box model, 

which is identified to be nonlinear and approximated to be a First Order plus Dead 

Time (FOPDT) model. 

In order to obtain an accurate mathematical expression of the IR heater used 

in this research, a step response test of the IR heater has been completed. This 

method of testing has been done in accordance with the Ziegler-Nichols, Astrom-

Hügglund, and Cohen-Coon methods. Simulation of the obtained transfer function, 

using Mat Lab software, showed good agreement. Although the transfer function 

represented a first-order model with transportation lag, the simulated results 

reflected an acceptable accuracy. 

An exhaustive study has been done on different PID controller tuning 

techniques. The PID controller of the model has been designed using the classical 

method, and the results have been analyzed. A compromise has been made between 

robustness and tracking performance of the system in the presence of time delay. 

The results of the simulation indicate the validity of the study. 

Integer order PID controller (IOPID) based on Bode plot and Nyquist plot 

has been designed. The results illustrate that the IOPID controllers have the 

capability of minimizing the control objectives better than the previously designed 

controllers (Ziegler-Nichols, Astrom-Hügglund, and   Cohen-Coon method-based 

Controller). With the change in temperature occurs, the oscillations of the controlled 

system outputs are eliminated and the output steady state errors become very small. 

The results demonstrate that the IOPID controller is stable and it suppresses the 

cost function (Maximum overshoot, Rise Time, Settling time and Peak time) even 

in case of significant disturbances. IOPID controller has also been designed using 

Bode plot and Nyquist plot for high gain system. The results have shown that the 

responses of Ceramic IR heater temperature profile have been reduced to very 

small value and prove that the IOPID controller is still stable and it suppresses the 

cost function even if significant disturbances have occurred.  

Fuzzy Logic controller-based model reference has been designed. Its 

implementation indicates that the proposed Controller suppresses the output of the 

controlled system. The results illustrate that the proposed Controller only slightly 
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improves the performance of the cost function. 

The various AI techniques (GA) and Soft Computing (bio inspired) based 

algorithm (BFO, ACO) for PID controller offers several advantages. These 

methods can be used for higher order process models in complex problems. 

Approximations that are typical to classical tuning rules are not needed. Compared 

to conventionally tuned system, GA, PSO, BFO and ACO tuned system provides 

good steady state response and performance indices. The genetic approaches can 

achieve better temperature control with smaller settling time, overshoot and 

undershoot, and zero steady error. The control signal changes more frequently and 

with larger magnitude as the genetic algorithms are stochastic in nature. 

The PSO has an additional unique advantage that it adapts any change in 

system conditions, and obtains different system dynamics accurately in a short time 

period. It is a random search method but if combined with an artificial intelligence 

features, it tracks required system dynamics accurately in short time (small number 

of iterations). 

The BFO based Controller has the advantage of a better closed loop time 

constant, which enables the Controller to act faster with a balanced overshoot and 

settling time. The response of the conventional Controller is more sluggish than the 

BFO based Controller. Compared to conventionally tuned system, BFO tuned 

system has better steady state response and performance indices. 

Ant- Colony algorithm (ACO) has no special requirements on the 

characteristics of optimal designing problems, which has a fairly good universal 

adaptability and a reliable operation of program with ability of global convergence. 

Simulation results show the controlled system has satisfactory response and the 

proposed method has an effective tuning strategy. ACO shows better performance 

for PID controller parameter tuning of the considered control system. The 

simulation results show that the proposed method achieve minimum tracking error 

and estimate the parameter values with high accuracy. 

The work presents  tuning method for fractional order proportional Integral 

and derivative controllers (FOPID) for the first order plus time delay (FOPTD) 

class of systems based on gain and phase margin. Techniques such as fractional 

order PID controller design and the results of their application to real-world system 
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have been presented. 

A comparative study has been done using different control techniques to 

analyze the performance of different controllers. First, the conventional PID 

controller is implemented as primary Controller. The performance of PID, IOPID, 

Fuzzy Logic Controller, and Artificial Intelligence based PID, Bio inspired based 

PID controller and FOPID controllers have been examined. 

It has been concluded that the overall performance of the FOPID-based 

Controller is better than other controllers. In real-time implementation, the 

performance of the process control includes the time required by the heater to be 

settled on the initial set-up temperature. The rising of temperature is slow due to 

the resistance heating element used in ceramic infrared heaters. So the settling time 

is very high. 

  The results obtained by simulation and real-time implementation with 

fractional order PID controller show overall better performance( rise time , settling 

time, peak time and peak overshoot) in comparison with other designed and 

implemented Controllers embedded with ceramic infrared systems. 

Further stability problems of fractional order system with leakage delay and 

distributed delay with hybrid feedback controller have been solved (with examples) 

using the Mittag-Leffler function and Lyapunov direct method and proved Global 

Mittag-Leffler stability of fractional order system of the proposed model which 

implies faster convergence rate of the network model which represents the stability 

of the system. 

This work performs a small-scale test measuring controller performance so 

that it serves as a platform for future research efforts leading to the real-life 

implementation of a Ceramic Infrared Heater Temperature control system. 
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CHAPTER 1 

INTRODUCTION 

1.1  Overview 

In this world, human is the most valuable living creature; he has been involved to know the 

phenomenon happening in nature and seeks action according to their requirement. In general 

life we have many objects to be accomplished. The means of achieving the objective remains 

to control the input actions and the system. So the study to obtain desired output can be termed 

as control system Engineering. 

The system may be traffic control system, chemical process, robotic system, heat 

transfer system, missiles system in which human element must be excluded. A system 

incorporating such equipment is known as an Automatic control system. Control system 

Engineering has taken the present shape because of the contributions from various other fields 

of knowledge such as feedback theory, linear system analysis network and communication 

theory, so control engineering belongs to a wide range of applications; such as aeronautical, 

chemical, mechanical, environmental, civil and electrical.  

 In order to represent any system properly, it is necessary to know the cause- effect 

relationship of each of its components; this may be termed as input –the output relationship. 

If the output of a system depends on the input, the system is said to be an open-loop system 

Fig 1. 

If input cannot be merely manipulated but made dependent on the actual output of the system. 

Then it is called feedback closed-loop control system Fig2. 

 

 

      

 

 

 

 

Fig 1. Open Loop Control System    Fig 2. Closed Loop Control system 

 

In open loop control system, the output is quite sensitive to external disturbances and 

internal variations in the system parameters   On the other hand in case of closed loop control 

System  

Output        Input  
Input  

System  
Output  

 Feedback 

component  

  +  

   - 
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system in which feedback is inherently present. Feedback system has own effect on the 

performance characteristics such as stability, bandwidth, overall gain, disturbance and 

sensitivity. 

Feedback control system may be classified based on the method of analysis and design as 

linear and Non-Linear time varying or time-invariant. It is also classified according to the 

main purpose of the systems as position – control system and velocity-control system control. 

Modern control theory encompasses the classical control theory as single –input, single-

output (SISO) but with complex system such as airplane and chemical process plant multiple- 

input, multiple –output( MIMO) systems are taken into consideration which gives as a deeper 

understanding of control systems dynamics and concepts. A digital computer has proved to a 

valuable tool that makes possible practical application of modern control theory to the 

complex engineering systems. 

 The impact of digital computer provides powerful computing and data handling 

capacity with high speed digital signal processing makes it extremely useful as an integral 

operating element and to perform the functions of electronic controllers, data storage, 

processing and logical operations. 

 

1.2 Control Strategies  

 

It is the ability belonging to monitor and adjust a process to get a desired output, for example, 

the temperature of a room is kept at a certain point using the heater and a thermometer. So 

process control technology is so critical and helps manufactures to keep their activities 

working with in defined limits and to set more specific limits to optimize profitability and 

guarantee quality and safety. There are several types of process control systems, including 

SCADA (supervisory control and data acquisition), PLC (Programmable Logic controller) or 

DCS (Distributed control systems) which function to collect and transmit data acquired 

during the production process. 

There are also four basic concepts of process control systems as regulated variable’s 

desired value, calculated value at a set point to pressure the controlled variable. Process 

control block (PCB) is a data structure used for storing all the information about a process by 

computer operating systems. It is also regarded as a descriptor of process. When the process 

finishes. It returns the PCB to the pool from which new PCBs are drawn. So, a single PCB in 

each process. A control loop is a corner stone of automatic control for a given phase; a control 

loop must have a least one sensor, a controller and an aspect of control to which the results 
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are applied. The effective process control starts with the sensors and measurements must be 

in suitable positions, and values must be appropriately sized with suitable trimming. The final 

control components, such as control values, execute the changes needed to regulate the 

preferred process parameters, including flow, temperature, pressure level ratio etc. 

A controller is a fundamental part of control engineering that attempts to minimize 

the difference between a system's real value or process variable and the system. Desired value 

i.e. set point. The function of the controller is to enhance steady-state accuracy by reducing 

steady state hence stability also improve. They reduces unwanted offsets and noise signals 

produced by the system controllers can help accelerate an over damped systems slow 

response. There are mainly two types of controllers: Continuous and discontinuous 

controllers. The manipulated variable shifts between discrete values in discontinuous 

controllers. A distinction is made between two positions, three positions and multi positions 

controls; based on how many different states the manipulated variable may assume. With the 

compassion of continuous controller, Discontinuous controllers ran on very simple, switching 

final controlling elements. 

In continuous controller, any value within the output range of the controller can be found in 

the controlled variable. There are three basic modes in the continuous controller theory where 

the entire control action takes place, which are  

1. Proportional controllers 

2. Integral controllers 

3. Derivative controllers 

The combination of these controllers’ modes are used in such a way that the process variable 

is equal to the set point. These modes take a form of given below. 

1. Proportional and integral controllers (PI controller) 

2. Proportional and Derivative controllers (PD controller) 

3. Proportional Integral derivative control (PID controller) 

All controllers have a particular case of usage that they are ideally suited to: In any system, 

we cannot just insert any kind of controller and expect a good result. 

For Proportional Controller, two conditions are adopted as: 

1. There should not be large deviation between input and output. 

2. The deviation should not be abrupt (sudden) in proportional controller, the output is 

directly proportional error signal; mathematically, expressed as 

              A(t)  ∝ e(t) 

Or        A(t)= 𝐾𝑃𝑋𝑒(𝑡)  , Kp is proportional constant 
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There is a recommendation to keep Kp >unity (> 1), so that amplifies error signal 

can be easily detected. 

Advantage of proportional controller is to reduce steady state error and to make faster 

the slow response of over damped system. But we have disadvantage of this controller 

as: With the presence of this controller some offsets are seen in the system and 

increase the maximum overshoot of the system. 

Integral controller:  When we need to return the controlled variable to the exact set point. 

Then integral controllers are used in which output is directly proportional to the integral of 

the error signal. It is also called reset controller.  

   A (t) ∝ ∫ 𝑒(𝑡)
∞

0
dt 

  Or      A (t) = 𝐾𝑖 ∝ ∫ 𝑒(𝑡)
𝑡

0
 dt 

     𝐾𝑖 is integral constant or controller gain 

 

The drawback of this controller is that if tends to make the system unstable because the 

produced error responds slowly. 

 

Derivative Controllers: Derivative controllers never used alone because of its presence 

steady state error improves with the implication of noise signals also so it produces saturation 

effects: 

In a derivative controllers output is directly proportional to the derivative of the error signal, 

Mathematically  

  A (t) ∝ 
𝑑𝑒(𝑡)

𝑑𝑡
 

   

 Or,      A (t) = 𝑘𝑑 
𝑑𝑒(𝑡)

𝑑𝑡
 

 𝑘𝑑  is proportional constant and is called controller gain 

 

A derivative controller’s main benefit is that it enhances the systems transient response. 

Proportional and Integral controller (PI Controller)  

It is a combination of proportional and derivative controller in which output (actuating signal) 

is equal to the proportional and integral sum of the error signal. 

 

   A(t) ∝ ∫ 𝑒(𝑡)
𝑡

0
dt + A(t) ∝ 𝑒(𝑡)̇  
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 Or,      A(t) = 𝑘𝑖 ∫ 𝑒(𝑡)
𝑡

0
dt + 𝑘𝑝e(t) 

 

   𝑘𝑝 & 𝑘𝑖 are proportional and integral constant. 

The main advantage of PI controller is to reduce steady state error so stability also reduces. 

Proportional and Derivative controller (PD controller) – 

The output or actuating signal is the sum of proportional and derivative of the error signal. 

  A (t) ∝ 
𝑑𝑒(𝑡)

𝑑𝑡
 + A(t) ∝ e(t) 

   

 Or,     A (t) = 𝑘𝑑 
𝑑𝑒(𝑡)

𝑑𝑡
  + 𝑘𝑝e(t) 

   

𝑘𝑑 & 𝑘𝑝 are Derivative and proportional controller. 

PD controller improves transient and steady state performance of a control system. 

Proportional plus integral plus derivative controller (PID) 

PID controller is the combination of proportional integral and derivative controllers. 

In 1911,the first PID controller was developed by Elmer Sperry; After that in 1933 Tylor 

instrument company (TIC) had implemented a pneumatic controller with completely tunable 

.  

In 1942, Ziegler and Nichols developed tuning rules to discover and set the necessary 

parameters for the Engineers; PID controllers, so (Automatic PID controller was used in 

industries in the mid of 1950).  Finally in the middle of 1950, automatic PID 

controllers were commonly used in industries. We have seen that the PD controller might add 

damping to a system, but it does not affect the steady state response. The PI controller 

improves steady state error and relative stability with increasing the rise time. So PID 

controller is motivated and may be configured to incorporate the three basic control actions. 

The input – output relationship of such a controller is  

 m (t)= 𝑘𝑝 e(t) + 𝑘𝑝 𝑇𝑑
𝑑𝑒(𝑡)

𝑑𝑡
  + 

𝐾𝑃

𝑇𝑖
 ∫ 𝑒(𝑡)

𝑡

0
dt 

 

and T(s) Transfer function    
𝑀𝑠

𝐸𝑠
 = 𝑘𝑝[1+Tds+

1

𝑇𝑖𝑠
] 

 

  𝑘𝑝= Proportional sensitivity 

  𝑇𝑑 = Derivative time  

  𝑇𝑖 = integral time 
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The implementation of PID controllers belongs to analog electronic components but now 

day’s, microprocessors are used by PID controllers. The inbuilt PID controller’s instructions 

also have programmable logic controllers. These are traditionally used in process controller 

applications due to the simplicity and reliability of PID controllers. 

Integer order PID controller (IOPID) 

 When single fractional order pole model representation is considered then IOPID controller 

design methodology is adopted in which low order inverse integer approximation for 

fractional order model with keeping the emphasis on dominant poles and zeros. It contains 

only single design parameters as controller gain. It is clear from simulation results that the 

proposed IOPID controller shows a satisfactory response to overshoot, setting time and 

complete variation of the controller in comparison to the classical PID controller. 

Fractional order PID controller (FOPID) 

The conventional Integer order PID controller is not suitable to control the non-minimum 

phase processes, and non-linear or process belongs to high dead times so researchers turned 

their focus on fractional order controllers, which have remarkable performance over classical 

PID controllers. Many mathematicians have been drawn to fractional calculus since then. The 

main advantage of fractional derivatives over traditional integer order models is their great 

memory. When modeling mechanical systems, the advantage of fractional derivatives 

becomes obvious. 

Fractional calculus is being employed in an expanding number of applications. Previously, 

integer order models were used; the fundamental reason for this was the lack of fractional 

differential equation solution methods. Because there are numerous methods for 

approximating fractional derivatives and integration, fractional calculus is now widely 

employed in modelling and control. The number of FO-PID can be used in real-world 

scenarios because integer order PID is the most used controller in industry. We have 

calculated parameters and implemented to get the better results in respect of PID controller. 

It is also demonstrated that fractional order systems are suited for dynamic system modelling 

and control. 

Stability  

The majority of stability research results are from integer-order networks, which has made 

stability a popular research area. Any dynamical system's performance can be evaluated using 

the stability problem. Pure mathematics has a very long history of using fractional-order 

calculus. Fractional calculus, which dates back to the late seventeenth century, is seen as a 
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generalization of the derivation and integration of arbitrary order. Additionally, fractional-

order systems are more likely to be adopted than integer-order ones to explain the majority 

of real-world behavior since they can deliver more useful information and correct outcomes. 

Fuzzy cellular neural network stability analysis has received a lot of attention recently from 

researchers. A stability study of fuzzy cellular neural networks with temporal delay in the 

leakage term and impulsive disturbance is examined in a finite-time synchronization of 

delayed fuzzy cellular neural networks with discontinuous activation. 

 

1.3 Literature Survey 

Abdollah Homaifar et.al. developed the optimization technique using Genetic Algorithm to 

solve the problem using Fuzzy Logic. They focused on the development of rule sets or high 

performance membership functions which are completely computer designed. They have also 

shown GA’s ability to design a robust controller which can work over a wide range of 

parameters [1].  

Amjad J. et.al.  adopted a strategy to optimize the gains of PID Controller for positioning 

control of a pneumatic system. In which the optimization model of E. coli bacterial foraging 

has been used and the performance index (cost) is based on Integral Square Error (ISE) for 

obtaining the optimal values of controller parameters [2].   

Antonio Visioli adopted fuzzy inference system to determine the value of the weight that 

multiplies the set point for the proportional action based on the current output error and its time 

derivative [3]. 

Anuj Narang, et.al. proposed a strategy based on a reference model whose open loop transfer 

function is given by Bode’s ideal transfer function. The parameters of the controller are 

estimated by formulating a constrained non-linear optimization problem. They proposed a 

fractional order PI controller design method for a fractional order plant [4].  

B.Nagaraj et.al. shows an optimal tuning of PID controller parameters using GA, EP, PSO and 

ACO. Soft Computing techniques were used to tune the system to get good steady-state 

response and performance indices [5][6]. 

C R Madhuranthakam et.al. presents the synthesis and analysis of optimal tuning of PID 

parameters for different process system: first order plus time delay(FOPTD), second order plus 

time delay (SOPTD) and second order plus time delay with lead ( SOPTDLD).It was shown 
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that the controller tuned with the proposed method is highly robust and ensures best achievable 

controller performance [7]. 

C.Yeroglu et.al. Presents an optimization strategy to obtain new parameters and other design 

procedure based on using bode envelops of the control system with parametric uncertainty [8] 

[10]. 

Christian Blum presents the first technique for approximate optimization inspired by the 

collective behavior of social insects. He presents ant colony and hybridizations of ant colony 

optimization algorithm [9] 

Deepyaman Maiti, et.al. Presents the design method for minimizing the integral time absolute 

error (ITAE) criteria for fractional order plant model [11]. 

Duarte Valério et.al. presented two sets of tuning rules for fractional PIDs. These rules are 

quadratic and require the same plant time response data used by the first Ziegler-Nichols tuning 

rule for (usual, integer) PIDs [12]. 

Emine Dogru Bolat presents Matlab-SIMULINK based real time temperature control of oven 

designed as an experiment using a different kind of Auto Tuning  PID method ( Zeigler – 

Nichols step response method, Relay method and Integral Square Time error method) are used 

to control temperature of the experiment set up [13]. 

Fernando G. Martins presents the minimization of the integral of time-weighted absolute error 

for a good tuning of PID controller [14]. 

Hamideh Hamidian et.al. shows a numerical approach for the fractional order proportional 

integral derivative controller (FOPID) design for the unstable first-order time delay system. He 

specified that stability region is inversely proportional to the system delay [15]. 

Hongbo Xin, et.al. present a self-adaptive PID controller based on fuzzy to optimize the control 

process continuously. The temperature control system has the characteristics of non-linearity, 

large inertia and time variability. A fuzzy self-adaptive PID controller has good robustness, 

rapidity and good dynamic performance [16]. 

HongSheng Li et.al. present a new tuning method of fractional order proportional and 

derivative (PDµ) or FO-PD controller to ensure the closed loop system is robust and to gain 

variation. The FOC design method is practical and applicable [17]. 
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Hu Sheng   et.al. present the application of Laplace transform in solving differential equations 

with integer order. But for differential equations with non-integer order, the Laplace transform 

technique works effectively only for relatively simple equations because of the difficulties of 

calculating inversion of Laplace transform [18]. 

Hung-Cheng Chen et.al. present the optimal PID controller design for an Active Magnetic 

Bearing using Genetic Algorithm [19].  

Hung-Ching Lu et.al. present a proportional-integral derivative (PID) estimator that is a parallel 

ant colony system (para-ACS) to regulate and obtain the precise parameters of PID controller. 

The framework consists of a main controller that is a PID controller and an para-ACS in which 

is offline tuned for the parameters of PID. The structure of para-ACS consists of three ACS 

sets that are parallel. Each ACS set individually estimates the three parameters of a PID 

controller. The integral of time and absolute error (ITAE) and the tracking error are used in the 

cost function (Rise Time, Settling Time, Peak Time and Overshoot) of each ACS set to update 

the pheromone of each ACS set [20]. 

Huseyin Atakan Varol et.al. present an ant algorithm (AA) which is a new nature-inspired 

optimization technique in which result are compared with results of Zeigler tuning methods 

which gives a performance that is at least as good as that of the PID tuning methods mentioned 

[21]. 

Hyo-Sung Ahn et.al. present a new strategy to tune a fractional order integral and derivative 

(ID) controller satisfying gain and phase margins based on Bode’s ideal transfer function as a 

reference model , for temperature profile tracking. He examined the performance of two 

different fractional-order controllers in temperature profile tracking [22]. 

I.Santi Prabha et.al. show the performance analysis of conventional PID controller versus 

fuzzy-based controller for Injection Mould Machine process control [23]. 

Ibtissem Chiha, et.al. present a tuning method of PID controller method using multi-objective 

ant colony optimization. The design objective was to apply the ant colony algorithm in the aim 

of tuning the optimum solution of the PID controllers (Kp, Ki, and Kd) by minimizing the 

multiobjective function. The potential of using multiobjective ant algorithms is to identify the Pareto optimal solution. The 

other methods are applied to make comparisons between a classic approach based on the 

“Ziegler-Nichols” method and a metaheuristic approach based on the genetic algorithms [24]. 
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Ivo Petráš et.al. Present a synthesis of fractional P Iλ Dμ controllers, analysis of their behavior 

and simulation methods. They point out the non-adequate approximation of non-integer 

systems by integer-order models and differences in their closed-loop behavior [25]. 

Jianming Zhang et.al. developed a fuzzy tuning scheme for PID Controller settings of integer 

plus time delay processes in which a fuzzy rule base reasoning method are utilized online to 

determine a tuning parameter based on the error and the first change in error of the process. 

This tuning parameter is used to calculate the PID controller parameters [26]. 

Jin-Sung Kim et.al. present an optimal control of the Reverse Osmosis plant using the auto-

tuning concept in conjunction with PID controller. They propose a control scheme comprising 

of an auto-tuning stochastic technique based on an improved Genetic Algorithm [27]. 

Lasse M. Eriksson et.al. present a comparison of five control algorithms that are based on PID, 

IMC and fuzzy gain scheduling techniques and discusses their performance in varying time-

delay systems [28],[29]. 

Li Xu-zhou et.al.  developed particle swarm optimization algorithm to design an online self-

tuning framework of PID controller [30]. 

Liu Yijian et.al. present a novel improved E.Coli foraging optimization algorithm (IEFOA) for 

parameter tuning of PID controller. IEFOA is presented with three main operators as tumbling, 

swimming and tracing that at the same time records the optimal position of individual E.Coli 

in order to update the locations of swarm. Instead of using traditional analysis algorithm, the 

parameters of the PID controller, such as proportional gain, integral factor, and differential 

coefficient are selected and optimized by IEFOA. The effectiveness of the proposed 

optimization algorithm is tested by simulation experiments of the common one-order and two-

order industrial models. The IEFOA approach provides an attractive method for the design of 

PID controller parameters [31]. 

M Adonis et.al. Present a programmable type industrial style infrared dryer. The load power 

supplied for each kind of dryer is analyzed. The design and implementation of an infrared 

radiation controller is also presented. The infrared drying controller contributes to a more 

energy efficient drying system than the always-on techniques that are employed to fluctuate 

the heater temperature [32, 33, 41]. 

Mahmud et.al. show design of a PID Controller using PSO algorithm. The model of a DC motor 

is used as a plant in this paper. The conventional gain tuning of PID controller (such as the 
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Ziegler-Nichols (ZN) method) usually produces a big overshoot, and therefore modern 

heuristics approaches such as genetic algorithm (GA) and particle swarm optimization (PSO) 

are employed to enhance the capability of traditional techniques. The comparison between 

PSO-based PID (PSO-PID) performance and the ZN-PID is presented [34]. 

Marco et.al. proposed different ant colony optimization algorithms. They describe how a 

generic ACO algorithm is applied to the well-known traveling salesman problem and also give 

a more formal description of ACO [35]. 

Mendes N et.al.  focus 

 

\ 

ed on the mathematical model applied to both building thermal analysis and control system 

design. They show the influence of thermal parameters on the building air temperature, HVAC 

( Heating, Ventilation, and Air conditioning ) system, sensor, heating system performance, 

energy consumption, and advantage of using Matlab/SIMULINK in building thermal and 

energy analysis [36, 37]. 

Mohammad Ali Nekoui et.al. present the optimal design of PID controller based on a particle 

swarm optimization(PSO) approach for a continuous stirred tank reactor(CSTR) [38]. 

Muhammet Ünal et.al. present comparison of the performances of genetic algorithm (GA) and 

ant colony optimization (ACO) algorithm for PID controller tuning on a pressure control 

process. GA and ACO were used for tuning of the PID controller when predefined trajectory 

reference signal was applied. Realized pressure process dynamic has nonlinear behavior, thus 

system was modeled by a nonlinear auto regressive and exogenous input (NARX) type artificial 

neural network (ANN) approach. PID controller was also tuned by Ziegler-Nichols (Z-N) 

method to compare the results. A cost function was designed to minimize the error along the 

defined cubic trajectory for the GA-PID and ACO-PID controller. Then PID controller 

parameters (Kp ,Ki ,Kd) were found by GA-PID, ACO-PID algorithms, which were adjusted 

with their optimal parameters. It was concluded that both ACO and GA algorithms could be 

used to tune the PID controllers in the pressure process with excellent performance [39]. 

Nazlia Omar et.al.  present the design and development of a real-time temperature and voltage 

monitoring system. It was developed for the purpose of monitoring and controlling 

semiconductor component devices which are very heat sensitive in the industry-based 
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application. The system has been successfully designed, implemented and tested in the working 

environment [40].   

P.Poongodi et.al. proposed a certain novel algebraic schemes for obtaining reduced order 

models of a higher order linear time invariant system represented in the form of transfer 

functions[42]. 

P.Wang and D.P.Kwok presents advanced Genetic Algorithm used to automatically carry out 

the fine tuning of the parameter settings of classical PID controllers [43]. 

Podlubny I. et.al. Present notes to some methods used in fractional calculus and application of 

the fractional calculus to modeling and control of dynamical system [44]. 

R. Padma Sree and M.Chidambaram propose design of PI controllers for stable inverse 

response systems with and without delay. The method is based on matching the corresponding 

coefficient for a servo problem and by specifying the initial (inverse) jump [45]. 

Ramiro S. Barbosa et.al.  present two applications of fractional calculus in the area of closed 

systems robust to gain variations and fractional order PID controller for the hexapod robot [46]. 

S R Vaishnav  and Z J Khan present design of  PID controller using Zeigler-Nichols(ZN) 

technique for higher order system. A fuzzy logic controller using simple approach and smaller 

rule set is proposed [47]. 

S.M.Giriraj Kumar et.al. present optimal tuning of a PID controller used in a high performance 

drilling system for controlling the output obtained and hence to minimize the integral of 

absolute errors ( IAE) [48]. 

S.M.GiriRaj Kumar et.al.  present an application of an Ant Colony Optimization for PID 

tunning. Computational Intelligence (CI) an off shoot of Artificial Intelligence relies on 

heuristic algorithms mainly evolutionary computation. Swarm intelligence (SI) a derivative of 

CI, describes the collective behavior of decentralized, self-organized systems. Ant behavior 

was the inspiration for the Meta heuristic optimization technique. The designed controller 

ability in tracking a given set point is compared with an Internal Model Control (IMC) tuned 

controller [49]. 

Saeed Tavakoli and Mahdi Tavakoli present an optimal method for tuning PID controllers for 

first order plus time delay systems by considering integral square error ( ISE) and integral time 

absolute error(ITAE) performance criteria  [50]. 
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Sing-Fu Lee et.al.  Presented GA based fuzzy PID control systems. By using GA technique, 

two crossover operators are used for rule optimization and parameter optimization [51]. 

Sofiane Bououden et.al. Evaluated parameters of PI controller by Ant Colony Optimization  

(ACO) using objective function [52][53]. 

Duan Hai-Bin et.al.presents an example of using the Ant Colony Optimization (ACO) algorithm 

to improve the design parameters for a nonlinear PID controller.. The ACO algorithm is a novel 

heuristic bionic algorithm, which is based on the behavior of real ants in nature searching for 

food. This nonlinear PID controller using the ACO algorithm has high precision of control and 

quick response [53].  

Song Chaohong et.al.  Focus on the constraint of complex system optimal problem, a method 

which solved problems by the combination of genetic algorithm and traditional non-linear or 

linear programming algorithm. New algorithms decompose the decision variables and 

associated variable, and then use genetic algorithm and traditional optimal algorithm to optimal 

independent variables and optimal associated variables respectively [54]. 

T. Hägglund and K J Åström present an analysis of the Zeigler-Nichols frequency response 

method for tuning PI controllers, showing that this method has severe limitations. The 

limitations can be overcome by a simple modification for processes where the time delay is not 

too short [55] and also proposed an idea of tuning controller based on simple features of the 

step response based on robust loop shaping [56]. 

T .Suksri et.al. presents the design temporal controller for small oven process using 

STM32F103RE,MCU ARM 32 bits microcontroller. The proposed system is based on form of 

On-Off control devices together with temporal logic algorithm that can provide high precision 

and accuracy [57]. 

Truong Nguyen Luan Vu et.al. Lee present a new design method of fractional-order 

proportional-integral controllers based on fractional calculus and Bode's ideal transfer function 

for a first-order-plus-dead-time process model. It can be extended to various dynamic models. 

Tuning rules were analytically derived to cope with both set-point tracking and disturbance 

rejection problems. Simulations of a broad range of processes are reported with each simulated 

controller being tuned to have a similar degree of robustness in terms of resonant peak. The 

proposed controller showed improved performance over other similar controllers and 

established integer PI controllers [58]. 
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V.Rajinikanth et.al. present an enhanced bacteria foraging optimization (EBFO) algorithm-

based Proportional integral derivative (PID) controller tuning  for nonlinear process models. 

The EBFO algorithm is a modified form of standard BFO algorithm. A multiobjective 

performance index is considered to guide the EBFO algorithm for discovering the best possible 

value of controller parameters. The efficiency of the proposed scheme has been validated 

through a comparative study with classical BFO, adaptive BFO, PSO, and GA based controller 

tuning methods. The proposed algorithm was tested in real time on a nonlinear spherical tank 

system. The real-time results show that, EBFO tuned PID controller gave a smooth response 

for setpoint tracking performance [59]. 

Wael M. Korani et.al. proposed a new algorithm Bacteria Foraging oriented with  PSO (BF-

PSO) techniques. This algorithm was applied to the problem of PID controller tuning and 

compared with conveniently Bacterial Foraging algorithm and Particle swarm optimization 

[60][61]. 

Y.Jin , Y-Q et.al.  discusses fractional order [ proportional derivative] controller tuning rules 

for robustness motion control systems. The controller is designed to satisfying the robustness 

property with respect to time constant variation and the desired phase margin criteria. A 

systematic tuning rule is developed for the FO-PD controller for first order plus time delay 

model with integrator [62]. 

YangQuan Chen et.al.  Present a new practical tuning method for fractional order proportional 

and integral (FO-PI) controller to determine the best fractional order parameter α and at the 

same time to determine the best FO-PI gains [63, 64]. 

Yanhai Chen and Weixing Lin present analysis of the optimization mechanism. A series of 

measures are taken to improve the classic BFO known as IBFO. In the modified method, search 

scope and chemotaxis step varies dynamically which can accelerate the convergence and 

enhances the searching precision. Besides, a variable denoted the overall best value 

incorporated to guide the bacterial swarm to move to the global optima and replace the role of 

interaction behavior between bacteria in classic BFO, which is complicated and time-

consuming. The superiority of the algorithm proposed is tested over several test functions and 

parameter estimation of the NARMAX (nonlinear autoregressive moving average with 

exogenous) model. The simulated result shows that it has high efficiency, rapid speed of 

convergence and strong capability of global search [65]. 
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Ying Luo et.al. Present two fractional order proportional integral controllers designed to 

improve the performance and robustness for fractional order systems, which can better model 

many real systems such as bioengineering systems [66, 67]. 

Ying Pei et.al.  Propose a new ACO algorithm that oriented the multicore computing based on 

the multicore computing environment. There are many improvements to the ACO algorithm, 

like the improvements of algorithm in the self-adaptive environment, the improvements of 

increasing the diversity of various groups, the improvements of enhancing local search, 

combining with the global optimization algorithm, and combining with a deterministic local 

optimization algorithm, etc. However, with the developments of the theory and technology in 

multicore computing, how to implement ACO efficiently and paralleled in a multicore 

computing environment being a new challenge for all researchers [68].  

Ying Tung Hsiao et.al.  Present an optimum approach to design PID controllers. At the same 

time, the transient response is guaranteed by minimizing the maximum overshoot, settling time, 

rise time of step response. This study proposes a solution algorithm based on the ant colony 

optimization technique to determine the parameters of the PID controller for getting a good 

performance for a given plant. Simulation results demonstrate a better control performance can 

be achieved in comparison with known methods [69]. 

Yung K.Lee and John M. Watkins present a new method for finding all fractional-order (FO) 

proportional-integral-derivative (PID) controllers that stabilizes a given system of integer or 

non-integer order. The stability boundaries of such FO PID controllers are calculated in the 

frequency domain and are given in terms of the proportional gain Kp, integral gain Ki, and 

derivative gain Kd. They will be plotted on the (Kp, Ki), (Kp, Kd), and (Ki, Kd) planes. A key 

advantage of this approach is that it provides the stability boundaries even when the transfer 

function of a system is not available, as long as the frequency response of the system can be 

obtained [70]. 

Zaid Amin Abduljabar suggested a computer simulation of temperature control of the heating 

and cooling water system. The proposed system uses the concept of fuzzy logic, where the 

fuzzy rule base consists of a collection of fuzzy IF-THEN rules [71]. 

Zhenyu Yang and Gerulf Pederson present the automatic PID control design for a one- 

dimensional magnetic levitation system. The PID controller is automatically tuned using the 

non-dominated sorting genetic algorithm based on a nonlinear system model [72][73]. 



16 
 

Zhou Ying et.al.  Proposed an adaptive algorithm that adjusts the probabilities of crossover and 

mutation by IAE and ISE function of the changes of fitness value. GA for tuning the parameter 

of the nonlinear PID controller is very effective [74]. 

Deepyaman Maiti et.al. describes an application of PSO to the problem of designing a 

fractional–order proportional–integral-derivative (PIλDδ) controller whose parameters 

comprise proportionality constant, integral constant, derivative constant ,integral order (𝜆), 

and derivative order (𝛿). The presence of five optimizable parameters makes the task of 

designing a PIλDδ controller more challenging than conventional PID-controller design, the 

design purpose is to minimize the integral time absolute error(ITAE) criterion[75]. 

Ying Luo et.al. designed fractional order proportional Integral controller (FO-PI) and 

fractional order (Proportional Integral) FO [PI] controllers both can satisfy all the three 

specifications proposed. From the simulation result, it can be seen that both the FOPI and FO 

[I] controllers [76]. 

 S.M Girijay et.al. presented a stable, robust, and controlled system by tuning the PID 

controller using a particle swarm optimization (PSO) algorithm. The incurred value is 

compared with the traditional .Tuning techniques like Ziegler-Nichols and is proved better. 

Hence the results establishes that tuning the PID controller using PSO technique gives less 

overshoot, the system is less sluggish and reduces IAE (Integral Absolute Error)[77]. 

C.Yeroglu et.al. proposed two methods for tuning of P𝐼𝜆𝐷𝜆 Controller, having one method 

based on the idea of using Ziegler-Nichols and Asrom. Hagglund method, in which Zigler-

Nichols method is used to compute the parameters 𝐾𝑃 and 𝐾𝑖 of P𝐼𝜆𝐷𝜆 controller and  𝐾𝑑,λ 

and µ have been found from Astrom –Hagglund method using critical point information. 

Simulation results show that the P𝐼𝜆𝐷𝜆 Controller has better response than the classical PID 

controllers. Five design specifications of the Monje-Vinagretal method are used to derive five 

non-linear equations from satisfying the robust performance of the system [78]. 

Anuj Narang et.al. is proposed a servo control strategy for tuning of fractional order PI (FO-

PI) controllers with and without time delays for satisfactory tuning parameters of the 

controllers, an iterative optimization method is suggested based on the minimization of a 

quadrative cost function and defined as the weighted sum of squares of control input moves 

and sum of the integral squared error (ISE) between the time response of the reference model 

and the fractional system with the FO-PI controller [79]. 

B.Nagaraj et.al. Presents soft computing techniques to determine the parameter of the PID 

controller for position control of a D.C. Motor. The proposed approach has superior features 

and is compared with Z-N methods whose performance have been compared and analyzed 
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with intelligent tuning techniques like GA, Evolutionary programming, and PSO. The soft 

computing method was more efficient in improving the step response characteristics of DC 

motors [80]. 

Ying Luo et.al. proposed two fractional-order proportional integral controllers and designed 

for a class of fractional order system .This proposed scheme offers a practical and systematic 

way of the controllers design for the simulation and experimental results presented; both of the 

two designed fractional order controllers work efficiently with improved performance 

compared with the designed stabilizing integer order PID controller by the observation [81]. 

Yung K et.al. is proposed the FOPID controller that stabilizes a given system of integer or non-

integer order. The stability boundaries of such FOPID controllers are calculated in the 

frequency domain and are given in the terms of 𝐾𝑝,𝐾𝑖 𝑎𝑛𝑑 𝐾𝑑.This approach provides stability 

boundaries even when the transfer function of a system is not available, as long as the frequency 

response of the system can be obtained and results are compared with integer-order (IO) PID 

controllers for a sample [82]. 

Wei Guo et.al. is proposed a novel model Algorithmic controller (MAC) with fractional order 

PID structure (Called FOPID-MAC), which combines with the advantages of both FOPID and 

Mac. Through the derivation of algorithm and simulation analysis [83]. 

Sabtarshi Das et.al. Using a genetic algorithm to improve the Nyquist-based sub-optimal model 

reduction technique has been proposed, tuning of optimal PID and P𝐼𝜆𝐷𝜆Controllers is 

employed while minimizing an objective function comprising an error index [84]. 

Manuel A et.al. design a direct fractional order model reference adaptive controller 

(FOMRAC) is presented to an automatic voltage regulator (AVR) in which controller 

parameters are adjusted using fractional order differential equations so the improvement of 

controller behavior and its robustness with respect to model uncertainties [85]. 

Laura E et.al. explore the evolution of the Mittag-Leffler Theorem from its initial state in 1876 

to its final version, published in 1884. Mittag-Lefflers work contributed significantly to 

Weierstrassʼ program on the foundations of analysis. His interest in generalizing his results to 

functions having arbitrarily many essential singularities, however, which led to his research on 

infinite sets of singular points, attracted him to Georg Cantorʼs set-theoretic work [86]. 

Anidya- pakhira et.al. are used the continued fraction expansion (CFE) method for the analog 

realization of fractional order chitter-integrator with special classes of fractional order 

controller (FOPID) and several formulations for rational approximations to get equivalent 

rational transfer function in terms of controller tuning parameters [87]. 
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Lu Liu et.al analyzed the FOPID for oscillatory fractional time delay systems based on the 

numerical inverse Laplace transform algorithm and applied it to solve the problem caused by 

the difficulties of searching for an analytical solution to a complicated fractional order 

differential equation [88]. 

Abbasali Zamain et.al. is used an FOPID controller based on Gases Browniom motion 

optimization (GBMO) is used to solve the load frequency curve; the performance of the 

proposed controllers in time domain and robustness verified when compared with other 

controllers as GBMO based fuzzy controller and PI controller used for load frequency control 

system in computing with model parameters variations[89]. 

E.Yumuk et.al is taken inverse of the integer low order approximation of the fractional order 

model. In this approach by focusing poles and zeros that are dominant. PID parameters are 

derived directly from fractional order model and simulation results show that the proposed 

order PID controllers perform comparably in terms of overshoot and settling time in respect of 

classical integer order PID controllers [90]. 

A.Tepljakov et.al Tanned PID controllers for an Experiment of a DC Motor platform in which 

results in leads to equivalent P𝐼𝜆 or P𝐼𝜆𝐷𝜆 Control loop because of incorporating fractional-

order dynamics in an existing integer-order DC feedback control system [91]. 

Karima rabah et.al. set a fractional order laws are provided which gives a guarantee asymptotic 

stability of fractional order chaotic system by considering the Lyapunov stability theorem in 

which Genesio-Tesi chaotic and modified jerk systems are provided and we get the 

effectiveness and robustness of control solution industrial control systems are generally used 

sampled and it is thus important to provide a numerical approximation of the fractional operator 

several approximation exist depending on temporal or frequency domain [92]. 

Z.Yakoub et.al. designed FOPID based on the numerical optimization of a frequency domain 

criterion, any change in the parameter is detected by the proposed algorithm. For a model-

based fractional control design. The performances of the proposed algorithm are evaluated with 

the help of unstable and linear time-varying processes [93]. 

Sánchez et.al. is used to minimize integrated absolute error for both set point, and load 

disturbance response has been addressed for a multi-objective optimization problem by 

considering a first-order-plus dead time process model subject to robustness and maximum 

sensitivity [94]. 

Lei Zhang et.al examined uniform stability analysis of fractional-order complex-valued neural 

network with leakage and discrete delays has been examined with sufficient conditions and 
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derivations which gives to guarantee the existence, and uniqueness of the unique equilibrium 

point [95]. 

Alikesi et.al. did survey on Recent Results PID Controllers have been mostly popular due to 

its simplicity and applicability to a wide range of industrial control problems (Astrom and 

Hagglind 2006) optimal performance can be achieved by using the fraction of PI/PID 

controllers based loops(O’DWYer 2009)advantages of FOPID over IOPID have been seen 

from both simulations and experiments with real life objects and also potential efforts are 

reduced in case of using FOPID controllers, the  designing of FOPID is based on mostly 

frequency domain analysis [96]. 

Henlong Wu et.al are designed a pressurized heavy water reactor model and heating furnace 

model by tuning procedure of parameters of fractional order PID controller to verify the 

efficacy of the proposed method and show promising application value and enhance the 

performance robustness and ability of handling uncertainties of FOPID. FOPID has been used 

to control the underwater vehicle longitudinal angle for stability problem; considering the 

transfer function as the investigated subjects [97]. 

Liping Chen et.al. employed the maximum modulus principle and the spectral radii of matrices, 

two new delay-independent stability criteria for FO systems with single or multiple delays are 

proposed. Based on the stability results, a novel stability formulation for FMNN with multiple 

delays is established [98]. 

Helem et.al. obtained the primary goal of this work has been to minimize the IAE for either the 

load disturbance rejection task and the set-point following task with a constraint on the 

maximum sensitivity [99]. 

Erdal et.al. obtained the stability regions satisfying specified gain and phase margins for 

varying integral order for integrating processes with fractional-order PI controller have been 

obtained. Also shown improved stability and closed loop responses by keeping the value of λ 

less than 1[100]. 

T.Verma et.al. is presented based on idea of the Ziegler–Nichols and Cohen Coon for the tuning 

of PID controller with the optimization techniques depend on initial estimates, Valerio and 

Costa have introduced some Ziegler-Nichols-type tuning rules for FOPIDs [101]. 

Ardak et.al. are obtained sufficient condition for the exponential stability of the periodic 

solutions by constructing Lyapunov functional  This study can be extended further by 

considering FSICNNs with different type of delays such as continuously distributed delays or 

involving leakage term [102]. 
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Swapnil W et.al are provides brief design procedure of fractional order proportional-integral-

derivative (FO-PID) controller through the indirect approach of approximation using constant 

phase technique. The new modified dynamic particle swarm optimization technique is 

proposed to find controller parameters. The FO-PID controller is implemented using floating 

point digital signal processor [103]. 

M. Syed et.al discussed sufficient conditions are derived to ensure the finite- solution and 

differential inclusion theory, by using H¨ older inequality, Gronwall inequality time stability 

of concerned fractional-order complex-valued memristive neural networks [104]. 

Hongyun Yan et.al.has investigated the global fractional-order BAM neural network Mittag-

Leffler stabilization. To start, a new lemma is put forth by leveraging fundamental inequality 

to increase the range of possible Lyapunov functions. Additionally, fractional-order BAM 

neural networks are intended to be stabilized using linear state feedback control techniques. 

[105]. 

Jia Jia, et.al. addressed the global stabilization of fractional-order memristor-based neural 

networks (FMNNs) with time delay. The voltage threshold type memristor model is 

considered, and the FMNNs are represented by fractional-order differential equations with 

discontinuous right-hand sides [106]. 

Ibrahim et.al provides numerical solutions for a general form of fractional delay differential 

equations with fractional derivatives defined in the Caputo sense. A fractional integration 

operational matrix, created using a fractional Taylor basis, is applied to solve these fddes [107]. 

M. Syed Ali et.al. is to establish a new set of sufficient conditions for the uniform stability in 

mean square of such stochastic fractional-order neural networks with leakage [108]. 

 

1.4 Motivation  

Practically every aspects of our lives uses a control system, including our homes, workspace, 

communications/ information technologies etc. more complex control system have been 

developed as a result of growing issues with non-linear process ties, operating limitations, time 

delay, uncertainty and other factors. Therefore there is a constant guest for a better methods 

that can take into account all of these issues give the system stability and offer greater 

performance.  

Practical application of a model has to be taken into consideration before their use in industry. 

The identified models based on the nature of the relationship can be broadly classified as: linear 

and nonlinear models. It is well known that a majority of the real world processes are nonlinear 
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by nature; however, the objective is always to get a reasonably accurate representation of the 

true process, which at times can be obtained using localized linear models. Also, it is easier to 

obtain a representation of a process if the process is assumed to be locally linear. System 

identification methodology in the area of linear models is well-developed. For linear time series 

models, a wide variety of model structures are available for capturing the dynamics of a system 

with respect to known inputs and unmeasured disturbances. However, handling time delays in 

modeling has always been challenging. It is not possible to identify an accurate model of the 

process because of a number of reasons. In practice, the true model order of the process is not 

always exactly known and also data length for identification is finite and data contains 

unmeasured disturbances/noise. In this respect, the stochastic nature of the process makes the 

identification problem challenging. 

The emergence of the industrial revolution necessitated the use of regulated heat sources to 

boost output and enhance product quality. Since their late 1930s infrared has been employed 

in the business sector in the light bulbs with exterior reflectors. When IR is compared to these 

traditional methods, particularly for applications involving surface heating, certain applications 

using IR are far more effective and efficient and the quality of the finished product is much 

improved (Howard et.al, 1996). Consequently, the infrared heating process has higher 

efficiency because of minimum energy loss. 

For linear models, discrete-time models are very well researched. However, most often the 

model parameters for a discrete model have no physical interpretation compared to the 

continuous-time models. The physical systems are inherently continuous in nature; the use of 

continuous-time models in controller design and the strong relation between model parameters 

and the system properties are the major forces for developments in continuous time 

identification.  

Chen (Chen et.al, 2006) has argued that fractional order control is ubiquitous when the dynamic 

system is of distributed parameter nature (DPS). Whenever material or energy is physically 

moved in a process or a plant, there is usually a time delay associated with the movement. 

Apparent time delays may result in the identification exercise when a higher order process (or 

DPS) is approximated by a lower order model. Both the equation error based and output error 

based approaches have been explored in the literature for fractional order models. However, 

none of the studies discuss methods for identification of fractional order system models with 

time delays.  
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PID controllers are still widely used in the industry because they are easy to implement and 

perform well for wide class of processes. It is argued that fractional order systems require much 

more design than classical PID controllers to achieve good closed loop performance. A 

fractional-order PID (FOPID) controller is considered as the generalization of the conventional 

PID controllers (Podlubny et.al, 1999a). Fractional order PID controllers, which provide 

additional tuning parameters, can provide better closed loop performance and robustness 

features compared to classical PID controllers. PID controllers in general are not well suited 

for control of processes with long dead time characteristics as they can cause stability issues 

for the closed loop systems. The controller designs of these processes are challenging problems.  

The main focus from an engineering standpoint is enhancing or optimizing performance. 

Therefore, our goal is to use fractional-order control (FOC) to improve the performance of the 

dynamic system control (integer order).The controller is an extension of the classical PID 

structure with an added advantage of considering the integrator and differentiator of any non-

integer order. It is expected that fractional PID will perform better over an integer order PID 

due to an extra controller parameter to be tuned. A lot of research has gone into developing 

tuning methods for PIλDμ controllers. 

The focus of this thesis is that identification and control go in hand, and it is equally important 

to have a high-fidelity and parsimonious model (model with fewer parameters) to design an 

excellent model-based controller. The objective is to build data-based models (parsimonious 

models) for integer and fractional order systems which can represent a process sufficiently well 

and use the model(s) to design controllers (simple PID, Integer order PID, fractional order PID, 

fuzzy logic, Artificial intelligence based PID controller and Bio inspired based PID Controller 

etc.) to provide good robustness and closed loop performance or cost function (Rise Time, Peak 

time, Settling time, Peak Overshoot and performance Indices). 

Stability is very important in a research field that has drawn much attention from 

mathematicians, physicists, and computer scientists. The Lyapunov direct approach and 

extended Mittag-Leffler stability are established for fractional-order nonlinear dynamic 

systems. The goal of is to use hybrid feedback controllers to examine the global Mittag-Leffler 

stability of fractional-order fuzzy cellular neural networks with distributed delays. To 

guarantee the stability of the concerned fractional order systems, stability requirements are 

developed by building a suitable Lyapunov functional. The Caputo definition is used. For the 

synchronization of master and slave systems under consideration, a successful controller is 

attained. A numerical example is used to demonstrate the accuracy of the suggested procedure. 
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1.5 Methodology 

The presentation and partial contribution that distinguishes it from the other work to be done 

in this field. 

1. Development a model for P-I-D Controller. 

2. . Implementing a model of a first-order plant with a delay and fine-tuning a traditional 

PID controller based on the Zeigler-Nichols open loop, Zeigler-Nichols plus closed 

loop, and Astrom-Hagglund to calculate and identify various controller parameters. 

3. Fractional order controller by an integer order controller lower order system with time 

delay. 

4. Design of fractional order controllers based on frequency domain specifications and 

calculation of five parameters (Kp, Ti, Td,𝜆 𝑎𝑛𝑑 𝜇). 

5. Design of fuzzy logic PID controller, based on minimization of the time domain. 

6. Design of Artificial Intelligence (GA and PSO) based FOPID controllers. 

7. A comparative study of the transient parameters and performance index are performed 

to determine the better control architecture. 

8. By employing the analysis technique, some leakage delay-dependent criteria have 

been established for checking the global uniform stability of the fractional-order 

neural networks. 

9. Application/Implementation of global Mittag-Leffler stability of fractional order 

control system for fuzzy cellular neural network using Mittag-Leffler function and 

Lyapunov function with two examples. 

10. Stability criteria has been derived to ensure the stability of the concerned fractional 

order systems with examples with two examples. 

 

1.6     Organization of Thesis 

Chapter 1 contains a basic introduction, a literature survey, and details of the 

work done. 

Chapter 2 covers fundamental PID controller theory, integer order PID 
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controller theory, and fractional order controller theory that explains 

traditional PID tuning techniques for both closed-loop and open-loop systems. 

Chapter 3 gives an overview and mathematical modeling of the Ceramic 

Infrared Heater. 

Chapter 4 gives an explanation of classical PID tuning methods for open-

loop and closed-loop systems, Astrom –Hagglund, Cohen-Coon, Integer order 

PID Controller and Fractional order PID Controller using frequency analysis, 

and its implementation is to be used. 

Chapter 5 gives an introduction about fuzzy logic and its control application. 

The basic theory and algorithm about the optimal tuning of controller based 

on Artificial Intelligence (GA, PSO) and bio-inspired based (BFO, ACO) PID 

Controller and its problem formulation have been discussed. 

Chapter 6 studies of Global Mittag-Leffler stability of fractional order fuzzy 

cellular neural networks and checks stability based on the hybrid feedback 

control technique and Lyapunov approach with examples.  

Chapter 7, sufficient conditions are established to guarantee the stability for 

leakage delay and time-varying delay for a generalized Fuzzy cellular 

fractional-order neural network has been derived by considering the concept 

of the Lyapunov Function with examples. 

Chapter 8 result and conclusion  

 

 

1.7 Conclusion 

 

Based on an extensive literature review on the temperature control process, it has been felt that 

new techniques are required to control the temperature in food processing industries, surface 

heating, certain applications using infrared(IR) heaters are more effective, efficient and the 

quality of the finished product is much improved (Howard et.al, 1996). Consequently, the 

infrared heating process is having a higher efficiency due to minimum energy losses. 
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CHAPTER 2 

DIFFERENT TYPES OF CONTROLLERS  

2.1 Introduction 

In modern time, Control System plays a very important role in the development and 

advancement of modern civilization and technology. The concepts of control are fundamental 

and well-mined in every aspect of our life. The trends of the modern civilization have been in 

the direction of greater control [56][61]. The importance of control has grown tremendously in 

almost every field of technical endeavor. Thermostats regulate the temperature in air-

conditioners, refrigerators, ovens, and furnaces. Numerous Control arrangements find their 

way into industrial and military applications for the control of position, speed, tension, 

temperature, humidity, pressure, and flow. Some specific examples are- tension controllers of 

sheet rolls in paper mills, thickness controllers of sheet metals in rolling mills, pressure 

controllers in boilers, temperature controllers, Flow controllers, reaction controllers etc. in 

chemical processes. Radar, sweeping antenna control, food processing, printing heating 

system, gun director, missile control and control in space, etc.[7] are some of the varied uses 

of automatic control. 

 

A system is a co-ordinate unit of individual elements performing a specific function. The 

word control is usually taken to mean regulate, direct and command. The essential ingredients 

of the Control System can be described in figure 2.1:  

 

 Objective of control 

 Control system components 

 Results or Output 

 

Fig: 2.1    Objective of Control System 
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The reference input (objective) is essentially a signal or a set of movements in some 

form that acts upon the system in such a way that the response at the output takes place in a 

desired manner. Control Systems may be classified into two types, depending on whether the 

controlled variable affects the actual input to the control system, i.e., whether some feedback 

is used or not [61].  

An industrial control system comprises of an automatic controller, an actuator, a plant, 

and a sensor (measuring element). The set point controller must be converted to reference input 

with the same unit as the feedback signal from the sensor element as shown in figure 2.2  

 

Fig: 2.2   Basic block of Feedback control System 

The main components of a SISO Control System are a Transconductor, a Compensator, The 

Plant, and a Pre-filter. Transconductors are divided in to actuators and sensors, as per shown 

in figure 2.2. 

The following definitions are given  

 A Transconductor is an electrical device that converts one form of energy into another. 

There are two kinds of transconductor: actuators and sensors.  

 An actuator is a particular transconductor that transforms a signal into action on the 

plant. It usually receives an input signal from the controller and provides the plant with 

the necessary action. 

 A Sensor is a particular transconductor that transforms a physical measurement of a 

plant variable in to an electrical signal. It is mainly used to obtain the feedback signal. 

 A compensator, also known as a controller, is an additional part or circuit put into a 

control system to make up for subpar performance. 

 An additional component or circuit is added to a control system as a compensator or 

controller to make up for subpar performance. 
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2.2 Variable Representation with Laplace Transformation  

The variables are expressed in the frequency domain by the Laplace transformation. The 

operator is defined by the following equation 

     
0

stL f t F s f t e dt



    
                                          (2.1)

 

Where ( )f t  is a function of time, ' 's  a complex variable, ' 'L is an operational symbol, and  F s  

is the Laplace transform of ( )f t . The Laplace transform method allows solving the algebraic 

and complicated differential equations in the real variable t  into the complex variable ' 's  . 

 The Laplace variable ' 's  is often used differential operator where d
s

dt
  

and         
0

1
t

dt
s
 

 

2.2.1 Transfer function 

Given the definition of the Laplace transformation, we can define the concept of the transfer 

function as follows. 

The ratio of the Laplace transform of the output (also known as the response function) to the 

Laplace transform of the input (also known as the driving function), under the presumption that 

all initial conditions are zero, is the transfer function of a linear, time-invariant, differential 

equation system. (Ogata) 1997, Page 55).  

A transfer function expresses the relation between the input and the output of a system 

regardless of the internal dynamics. It is can be defined only for a linear, time-invariant System 

(LTI). If the System is non-linear or contains non-linear elements, a transfer function cannot 

be used to describe the process. 

A generic transfer function is expressed in the form 

 
1

0 1 1

1

0 1 1

m m

m m

n n

n n

a s a s a s a
G s

b s b s b s b









     


     
             (2.2)

 

Where m and n are the grades of numerator (m) and denominator (n) and value of n is greater 

than m. The solutions of the numerator are called zeros of the transfer function and the solutions 

of the denominator are called poles.  The values of zeros and poles are represented in equation

 2.2 given below:  



28 
 

 
    

    
1 2

1 2

m

n

s Z s Z s Z
G s k

s P s P s P

   


   
                                             (2.3)

 

Where
1Z , - - - , mZ  and

1P  , ----- 
nP are the zeros and poles of the transfer function and K is 

called gain. 

2.2.2 Frequency response and Bode diagrams 

The frequency response is a representation of the response of the system to sinusoidal input at 

varying frequencies. The frequency response is defined as the magnitude and phase differences 

between the input and output sinusoids (Doff, Bishop 2001, and et.al) expressed by the 

following definition: 

“The frequency response of a system is defined as the steady-state response of the system to 

a sinusoidal input Signal; the output signal for a linear system, as well as all other signals 

inside the system, is sinusoidal in the steady state and only differs from the input waveform 

in terms of amplitude and phase angle. 

The frequency response can be graphically drawn with a Bode plot or Nyquist plot. The 

magnitude is expressed in dB where 

1020log ( )dB G   

The frequency is represented on a logarithmic scale. 

Nyquist plot of a feedback system is a plot of the frequency response of the return ratio, with 

the imaginary part plot against the real part. The Nyquist stability criteria state that if 

 The open loop system is asymptotically stable and 

 If the Nyquist diagram does not enclose the point “-1”, then the closed-loop system will 

be asymptotically stable. 

The real power of the Nyquist stability criterion is that it allows us to determine the stability of 

the closed-loop system from the behavior of open loop Nyquist diagram. Gain and phase 

margin measure how close the Nyquist locus get to -1. The Nyquist diagram shown in figure 

2.3 of a system G(s) is plot of the frequency response  ( )G j  on an Argand diagram. That 

is; it is a plot of imaginary  ( )G j  Vs Real  ( )G j . 
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Fig: 2.3 Nyquist plot 

This gives the degree of relative stability; in other words, this tells how the system forms the 

instability region. The formal definitions are provided by 

0180 arg ( ) ( )m cg cgP G j H j     
                                       (2.4) 

1
[ ] 20log [ ]

( ) ( )
m

cp cp

G dB dB
G j H j 

                                    (2.5) 

Where cg  and cp  stands for, respectively, the gain and phase crossover frequencies, which 

obtain from the figure (2.4) as  

( ) ( ) 1cg cg cgG j H j                                                     (2.6) 

0arg ( ) ( ) 180cp cp cpG j H j      
                                          (2.7) 

 

Fig: 2.4 Phase and gain stability margin 
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2.3  PID Controller  

One of the first industrial controllers was the PID controller. It has a lot of benefits: It is 

affordable, straightforward, durable, and simple to tune. It has been demonstrated that this 

controller is exceptionally effective at controlling a variety of processes. It can be used for 

processes whose models are very challenging to drive because it does not require an accurate 

model [28]. The PID Controller does have some benefits, but there are also some downsides. 

In certain circumstances, such as: 

 Non-linear processes(changing in operating point) 

 Time-Varying parameters 

 Compensation for strong and rapid disturbances 

 Supervision in multivariable control 

The following groupings can be used to categorize PID controller tuning rules: 

1. Tuning rules based on a measured step response. 

2. Tuning rules based on minimizing an appropriate performance criterion. 

3. Tuning rules that give a specified closed-loop response. 

4. Robust tuning rules 

The topology of the PID Controller is widely spread in the industry. More than 90% of all 

control loops are PID (Astrom,- Hagglund 2001) [56]. 

A PID Controller's action on a plant can be expressed as follows in the time domain: 
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                                         (2.8)

 

In the frequency domain, a PID Controller can be expressed by the transfer function as: 

1
( ) 1PID d

i

G s K sT
sT

 
   

 

                                               (2.9) 

Equation (2.9) is called the standard or non-interacting form of PID controllers (Åström, 

Hägglund 1995) and is shown in figure 2.5. 



31 
 

 

Fig: 2.5 Basic Block of Non-interacting form of PID Controller 

The Proportional (P) action is the control action, proportional to the actuating error signal, 

which is the difference between the input and the feedback signal. The Integral (I) action is the 

control action which is proportional to the integral of the actuating error signal. Finally, the 

Derivative (D) action is the control action which is proportional to the derivative of the 

actuating error signal. The effects of PID controller action on the process variable are shown 

in figure 2.6.  

 

Fig: 2.6 Effect of PID controller on process variable 

2.4 Fractional Order PID Controller (FOPID) 

Now a day, a better understanding of the potential of fractional calculus and an increasing 

number of studies related to the applications of fractional order controllers in any area of 

science and engineering have led to the importance of its studies like analysis, design, tuning, 

and implementation of these controllers [8]. 
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FOPID controller has received considerable attention both from an academic and industrial 

point of view. In fact, they provide more flexibility in the controller design with respect to the 

standard PID Controllers because they have five parameters to select (instead of three). 

However, this implies that the tuning of the controller can be much more complex. 

The different integral operator,
q

a tD , is a combination of differentiation and integration 

operators commonly used in fractional calculus. The definition of this operator, which can be 

used to take both the fractional derivative and the fractional integral in a single equation, is 

[18]  
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                                                          (2.10)

 

Where q  is the fractional order which can be a complex number and a  and t  are the limits of 

operation. There are some definitions for fractional derivatives. The commonly used definitions 

are Grunwald- Letnikov, Riemann- Lowville and Caputo definition (Podlubny, 1999b). The 

Grunwald- Letnikov definition [18] is given as: 
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                  (2.11)

 

The Riemann- Lowville definition is the simplest and easiest definition to use. This definition 

is given as: 

 
 
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                          (2.12) 

Where, ‘n’ is the first integer which is not less than q i.e. 1n q n    and is the gamma 

function. 
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                                                           (2.13)
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For a function ( )f t  having n continuous derivative for 0t   where 1n q n   , the Grunwald- 

Letnikov and Riemann- Lowville definitions are equivalent. The Laplace transform of the 

Riemann- Lowville fractional integral and derivative are given as follows: 

      
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                          (2.14) 

Unfortunately, the Laplace transform technique appears to be inadequate for treating the 

Riemann-Lowville fractional derivative since it necessitates knowledge of the non-integer 

order derivatives of the function at t=0. The Caputo definition, often known as smooth 

fractional derivatives in some literature, does not have this issue. The following is the definition 

of a derivative: 
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Where the first integer, m, is greater than the second integer, q. By making the assumption that 

the homogeneous initial conditions hold, it is discovered that the equations with Riemann-

Lowville operators are equal to those with Caputo operators. The fractional derivative of 

Caputo's Laplace transform is given as 
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The Laplace transform of the Caputo fractional derivative only exhibits integer order 

derivatives of function f, in contrast to the Riemann-Lowville fractional derivative's Laplace 

transform. The aforementioned equation becomes: with a zero initial condition for zero initial 

condition, the above equation reduces to: 

   0

qq

tL D f t F ss   
                                                           (2.17)   
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2.4.1 Properties of Fractional Order Differentiations 

The following characteristics of the fractional order differentiation [22]: 

1. The Fractional Order differentiation 0 ( )tD f t
 with respect to t of an analytic function 

( )f t    is also analytical. 

2. The Fractional Order differentiation is exactly the same as integer-order one when α=n is 

an integer. Also 

0 ( )tD f t
= ( )f t  

3. The Fractional Order differentiation is linear; i.e., for any constants a, b has 

0 0 0[ ( ) ( )] ( ) ( )t t tD af t bg t a D f t b D g t      

4. Fractional Order differentiation operators satisfy the commutative-law and also satisfy 

0 0 0 0 0[ ( )] [ ( )] ( )t t t t tD D f t D D f t D f t        

5. The Laplace transform of Fractional Order differentiation is defined as 

1 1

0 0 01
[ ( )] [ ( )] [ ( )]

n k k

t t tk
L D f t s L f t s D f t    


   

 For a special cases, if the derivatives of the function ( )f t  are all equal to 0 at t = 0,  

0[ ( )] [ ( )]tL D f t s L f t   

 The most common form of a fractional order PID controller is PIλDμ Controller (Podlubny 

et.al, 1999a), involving an integrator of order λ and a differentiator of order μ, where λ and µ 

can be any real number—replacing the integer order derivatives and integrals in eq. (2.8) by 

integral and derivative operators of arbitrary real order provide a fractional order PID. 

 

( ) ( ) K ( D ( )) ( D ( ))p i a t d a tu t K e t e t K e t   
 

The operator of the form  D p

a t  shown here is the Grunwald-Letnikov (GL) form of the fractional 

differ, integral operator, where (a, t) are the terminals. Applying Laplace transform to this 

equation with null initial conditions, the transfer function of the controller can be expressed by: 
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                            (2.18) 

Where ( )FOPIDC s  represents the transfer function of the fractional order Controller. For 

designing a FOPID controller, 3 parameters ( pK ,
iK ,

dK ) and 2 orders (λ, μ) with non-integers 

should be optimally determined for a given system. The integrator term is1 s , that is to say, 

on a semi-logarithmic plane, there is a line slope of -20λ db/ decade. 

Figure (2.7)

 

is a block diagram configuration of FOPID clearly, selecting λ=1 and μ=1, an 

integer order PID Controller (Classical PID) can be recovered. The selections of λ=1, μ=0, and 

λ=0, μ=1 correspond to conventional PI and PD Controllers, respectively as shown in figure 

2.8.  

 

Fig: 2.7 Block diagram of FOPID 

 

Fig: 2.8 Generalization of the FOPID controller from point to plane 
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It is reasonable to assume that the PI-D Controller will improve system performance. The better 

control of dynamic systems, which are modeled by fractional order mathematical equations, is 

one of the PID Controller's key advantages. Another advantage lies in the fact that is the PIλDμ 

controllers are less sensitive to change of the parameters of a Controlled System (Xue et.al, 

2006) [46][64]. 

Usually, the four basic approaches to fractional order control, i.e. four different fractional order 

Controllers, are there, have been overviewed. 

2.5 Tilted Proportional and Integral (TID) Controller  

First, the TID Controller has the same structure as the classical PID Controller. Still, the 

proportional gain is replaced with the function S-α where α∈R, which allows wider tuning 

options and better control behavior compared to the integer order PID Controller. 

2.5.1 Commande Robustee d’order Non Entire (CRONE) Controller 

Next popular controller is CRONE. The abbreviation CRONE stands for French “Commande 

Robustee d’order Non Entire” (Non- integer robust Control) and represents an approach 

inspired by fractal robustness [44]. Presently, three generations of the CRONE methodology 

have been developed:  

a) The first generation CRONE Control- “Control of plant with an uncertain magnitude and 

constant phase with respect to frequency around the desired open loop gain crossover 

frequency” (real fractional order for Controller definition). 

b) The second generation CRONE Control- “Control of plant with an uncertain magnitude 

around the desired open gain crossover frequency” (real fractional order for open loop 

definition). 

c) The third generation CRONE Control- “The most generation CRONE methodology 

(Complex fractional order (s) for open–loop definition). 

Fractional lead-lag Controller- Lead-lag Compensator is also a popular control system design 

method. The fractional order lead-lag Compensator should be equal to CRONE or   PIλDμ 

controller. 
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The popular CRONE Mat lab Toolbox is dedicated to fractional order calculus and applies to 

the original theoretical and mathematical concepts developed by the CRONE research group. 

The CRONE toolbox has been developed progressively since the nineties.  

Presently, there are two versions of the toolbox available – a classical and an object-oriented 

one. Both of them can be downloaded (after registration) from the internet. The classical 

version is embellished with a Graphical User Interface (GUI) and contains three main 

modules:  

• Mathematical module – implementation of fractional calculus algorithm  

• System identification module – identification of fractional order models in frequency and 

time domain  

• CRONE control module – implementation of fractional order robust control design  

The object-oriented version contains various scripts and allows the overloading of some basic 

mathematical operators and standard Mat lab routines for the fractional order cases. It assumes 

the user to be familiar with the basics of work with Mat lab.  

 

2.6 Conclusion 

This chapter presents the basic terms, and definitions for fractional derivatives explained by 

Grunvald- Letnikov,Riemann-Lowville and Caputo definitions used in the studies related to 

the applications of fractional order controllers in many areas of science and engineering like 

analysis, design, tuning, and implementation of controllers. Different types of controllers are 

also explained. 
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CHAPTER 3 

HEATING SYSTEM OF CERAMIC INFRARED HEATER  

3.1 Introduction 

All the materials absorb heat energy, due to which atoms vibrate. Absolute zero (-460) is the 

temperature at which there is no vibration motion in a bit. The electric and magnetic fields are 

generated by vibration and heating atoms. Hence electromagnetic wave takes place, and places 

hot objects radiate electromagnetic wave. These electromagnetic waves may be visible light, 

microwave radio waves, X-rays, and infrared radiation. The difference between these waves 

depends upon wavelength and frequency, and they travel equal to the speed of light Figure 

Shows how the various frequencies and wavelengths of electromagnetic waves.Fig.31.1 

 

Fig: 3.1 Electromagnetic wave spectrum 

 

3.2 Heating Process 

Process heating is essential for food processing industries and other plastic, rubber, concrete 

glass, and ceramic; these may be categorized as: 

3.2.1 Fuel-Based Process Heating: Fuel based heating as furnaces, kilns, and  melters, 

typically, the energy used for the process accounts for 2% to 15% of the total production cost. 
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3.2.2 Electric-Based Process Heating:  In which electric currents or electromagnetic fields 

are used for heating materials as: 

(i) Electric current passing through the material 

(ii) By using Eddy Currents in the material 

(iii) By Exciting atoms of the materials with Electromagnetic radiation (Microwave) 

3.2.3 Steam-Based heating: - Most of the heat contents of steam is collected in the form of 

the latest heat used in steam turbines of thermal plants. 

3.2.4 Electric Infrared Processing: First of all, Ford motor company used the infrared system 

to cure paint on Auto bodies in the mid-1930 with the invention of new infrared tolerant 

coatings; electric Infrared was used successfully in the manufacturing sector. The concept of 

Infrared radiation depends upon the electric current passing through a solid resistor. It is 

typically employed in applications where precise temperature control is necessary, such as heat 

surfaces, cure coatings, and dry materials.  

3.3 Basic Laws and Definitions  

Depending on the type of material used and its thickness, electromagnetic waves that are 

applied to a body may be absorbed, reflected, or transmitted, depending on whether the surface 

is opaque, semi-transparent, or clear. 

Emissivity E is the property of a black body that absorbs all the incident radiation on its surface 

regardless of direction and wavelength 

E= (Energy emitted from a real surface/ energy emitted from a black body at the same 

temperature) 

It varies from 0<=E<=1, for black body E=1 for polished surfaces E=0.02 generally for non-

metal as ceramics organic materials E>1, normally emissivity of metals increases with 

temperature 

 Specifically, polished metals have low emissivity in infrared. For 8 m  ,
  can be 

approximated by 0.00365 


 where  ohm-cm (resistivity) is and wavelength   in m . 

At shorter wavelengths, the emissivity increases and, for many metals, has values of 0.4 to 0.8 

in the visible range of the spectrum. The emissivity is approximately proportional to the square 

root of the absolute temperature (
   and T  ) in the far infrared range and 

temperature insensitive in the near-infrared range. 
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The emissivity increases as grain-size increases in the range of 1 to 200 m  (Hottel 

and Sarofim et.al, 1996). The amount of energy radiated by a heater and the wavelengths of 

this energy is determined by the temperature of the heater. Figures (3.2 and 3.3) are Plank’s 

Curves plotted with various scales. 

 

Fig: 3.2 Plank’s curve log linear scale 

From the Curves in figure 3.4, it can be seen that a heater radiates energy over a broad spectrum 

of wavelengths. It can be seen that as to heater temperature (Th) increases: 

 The energy radiated increases (as Th4) 

 The “peak” energy wavelength gets shelter 

 For a given heater, more energy is radiated at all wavelength 

 A higher percentage of the energy is distributed in a narrow wave band 

Further, three important physical parameters are considered: 
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Fig: 3.3 Plank’s curve log scale 

 

Fig: 3.4 Radiant power vs. wavelength 

 Stefan- Boltzmann  

Stefan-Boltzmann Equation is used to calculate the amount of power (watts) radiated by a 

black body surface of temperature T. 
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 
4WattRadiated

=Constant× absoluteTemperature
Area

 

From this equation, it can be seen that the watts radiated from the object depend on the 

absolute temperature of the radiating surface to the fourth power. This means that a small 

increase in the temperature will produce a large increase in the radiated watts. 

 The View factor 

 The Stefan- Boltzmann equation calculates the net energy radiated by the heater. It doesn’t 

calculate how much of the radiated energy actually hits the product. There is a geometric 

relationship between the size of the heater and the product, and the distance between them 

determines how much of the radiated energy the product intercepts. This relationship is 

called the view factor. 

 Emissivity and Absorptivity 

Not all the radiant energy that reaches the product is absorbed. Some may be reflected, and 

some transmitted right through. Only absorbed energy will serve to heat the product. These 

are shown in figure (3.5) 

 

Fig: 3.5 Absorption, Reflection and Transmission by a finite medium 

Reflected Portion of Irradiation
r=

Total Irradiation
 

Absorbed Portion of Irradiation
α=

Total Irradiation
 

Transmitted Portion of Irradiation
τ=

Total Irradiation
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      Relation for the semitransparent surface is considered as: 

Total Incident Energy= Absorbed +Reflected +Transmitted 

1r                                                         (3.2) 

3.4 Mathematical Model for Infrared Heater 

The expression when an electric current is passed through a filament is shown below: 

   
1 1
1 2

2 1,21 k kU
i t e C e K
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                                   (3.3)
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Where C2 is constant 
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A Fourier equation is used to calculate the heating rate: 

 
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at
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T T T T e
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

  

  
 a C

                                   (3.4) 

Where a is diffusivity,  

T running temperature of the heating surface after T time, 

To = initial temperature of the heater 

T1= temperature of the medium  

N = coefficient of heat transfer  

γ0=penetration depth of heat pulse 
 

The heating element's reliability and stability are determined by the extent to which the heater 

remains constant over its service life. The relation (3.5) describes the rate of degradation 
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0

Q
exp

RT
 

 
  

                                                      (3.5)

 

Where 
0  is a constant dependent on the composition and method of production of the material 

of the conducting phase, the electrical Insulator, or the casing; Q is the energy of activation of 

the aging process, which depends on the ambient conditions and the thermo- mechanical 

stability of the material of the heater; T is the working temperature of the heater. 

3.4.1 Surface Energy Balance 

The equation represents the rate of energy transfer from the surface of the heater ( Eout ) to the 

surface of the target ( Ein ) as being equal (3.6) 

0E Eout in 
                                                     (3.6)

 

Consider a ceramic heater with a wire resistance of size D and length L having the thermal 

equilibrium of its surrounding. This equilibrium condition is only distributed when an electric 

current I flows through the wire. The first law of thermodynamics which is frequently used to 

determine unknown temperatures, is utilized to create an equation. Relevant terms include heat 

transfer by convection and radiation due to the electrical current passage through the wire and 

a change in internal energy storage. Determining the rate of change of temperature and applying 

the first law of thermodynamics to a system of length L about the wire, it follows: 

E E Eg out st                                                    (3.7)
 

Where the energy generation  Eg  due to the electric resistant heating is given by the equation 

3.8 
2

g eE I R L
                                                          (3.8)

 

Flow of energy by convection and net radiation is given by the equation: 
4 4( )( ) ( )( )out surE h DL T T DL T T     

                             (3.9)
 

With the change of temperature, change of energy storage ( Est ) is expressed as: 

du dT
CVEst

dt dt
 

                                                  (3.10)
 

Where  is density 

 C is the specific heat 

V is the volume of the wire,  
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D
V L
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. (3.11) 
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Substituting the rate equations (3.9) in to energy balance (3.8) and (3.10), it follows 

2
2 4 4( )( ) ( )( ) C

4
e sur

D dT
I R L h DL T T DL T T L

dt


   

 
      

                              (3.12) 

 

Rating of wire temperature change is given as: 

 

3.4.2 Resistance Wire (Heating Element) 

 
Material of heating element nickel-chromium (80%Ni-20%Cr) is used due to special 

mechanical properties in hot state and comparison of different infrared heaters is given 

below in table (3.1, 3.2)  

Table: 3.1 Comparison of different Infrared Heaters 

 

 

To calculate resistance of the wire and output power of heater, equations 3.13 and 3.14 are used 

Resistance    
l

R
A


 

  
                                         (3.13)

 

Where,  

R= Resistivity, L= length (m), A= Area (m2) 

Power     
2V

P KW
R


                                             (3.14)

 

Where, V= Voltage (220V single phase), R= Resistance  
 

Fig 3.6 shows the rate of change of wire temperature as per equation 3.12 

 

 



46 
 

 

Table: 3.2 Characteristics of commercially used Infrared Heat Sources 

 

 
Fig: 3.6 Rate of Change of wire Temperature 

3.5 Advantages of using an Infrared Heater 

 It gives instant heating and has reduced operating cost 

 Negligible maintenance: It does not have moving parts to wear out, and no air filters or 

lubrication are required 
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 Clean: It does not give a by-product of Combustion as fossil fuels; it is  Safe and Efficient 

 Zero Control flexibility: It can control heat at different zones at different temperatures. 

3.6 Features of Ceramic Infrared Heater 

 The efficient heat transfer to the target reduces the processing time and energy cost. 

 The air in the equipment is not heated, and consequently, the ambient temperature may be 

kept at a normal level. 

 It is possible to design compact and automatic constructions with high Controllability and 

safety. 

 Heating is more uniform than conventional ovens because surface irregularities on the 

target have a small effect on the heat transfer rate. 

 

3.7 Specification and Transfer Function 

An approximate transfer function by open loop experiment data Using the Zeigler- Nichols 

process reaction method is  expressed by equation (3.15)[32]  

 

 

Fig: 3.7 Transfer function approximation using reaction curve method 

 

From figure (3.8) the transfer function is obtained as below 

                              
  462.6770

262 1

s

IR

e
s

s
G




                                                                         (3.15)
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Fig: 3.8 Reaction Curve method for determination for transfer function 

 

3.8 Application of Infrared Heater 

 Heating plastic foils and sheets in the thermoforming machine 

 Gelling PVC pasty coats on fabrics 

 Heating GRP parts during production, Drying plastic emulsions 

 Drying Skins, hides, and paint-sprayed leather, Quick- drying gummed paper 

 Baking on powder coating, Tempering glass 

 Curing epoxy resins, Drying raw tobacco 

 Keeping meals worm, Healing processed cheese, Therapeutic medical radiation 

 

3.9 Conclusion 

This chapter presents the studies of different types of materials with specifications that are 

discussed, which helps us design the heating element with more effectiveness for desired 

applications, features of infrared heaters are also explained. An approximate transfer function 

by open loop experiment data using the Zeigler- Nichols process reaction method is expressed 

by the equation for analysis. 
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CHAPTER 4 

 CONTROLLER DESIGN 

4.1 Introduction 

PID Tuning determines the values of a PID controller proportional- integral  – derivative gains 

to achieve desired performance and adhere to design specifications. 

 Types of Controller tuning methods include the trial and error and process reaction curve 

methods. The most common classical controller tuning methods are the Zeigler- Nichols, and 

Cohen- Coon Methods. These methods are often used when the system's mathematical model 

is unavailable. The Zeigler- Nichols method can be used for both open and closed loop systems, 

while Cohen- Coon is used for open loop systems. A closed-loop system is a system that uses 

feedback control. In an open loop system, the output is not compared to the input [50]. The 

proportional, integral, and derivative values—abbreviated P, I, and D, respectively—are three 

distinct constant parameters used in the PID controllers' calculation process.  

The proportional term is given by: 

( )out pP K e 
                                                                      (4.1)

 

 For a given change in the error, a high proportional gain causes a significant change in the 

output. 

 The integral term is given by: 

0

I ( )

t

out iK e d  
                                                            (4.2)

 

 
 The derivative term is given by: 

( )out d

d
D K e

dt


                                                                  (4.3)
 

Equation (4.4) below shows the structure of PID Controllers:- 
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KU t e e dp T d

dtT i


  

 
    
 

                                       (4.4) 
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Where U= Control Signal, e = is the difference between the current value and set point 

 Effect of PID tuning on the system is shown in table (4.1). 

 

Table4.1: Effect of PID Tuning on System 

Parameter Rise Time Peak Overshoot Settling Time Steady State Error 

Kp Decrease Increase Small Change Decrease 

Ki Decrease Increase Increase Decrease 

Significantly 

Kd Minor Decrease Minor Decrease Minor 

Decrease 

No Effect in Theory 

 

4.1.1 The Extremes: Instability or No Response 

The loop performance must fall between two extremes. First, the loop must respond to a 

change in set point and to disturbance, i.e., an error or difference in the process, and the set 

point must eventually result in the manipulation of the output so that the error is eliminated. 

If the gain, Integral, and derivative of the loop are turned to zero, there will be no response. 

The order extreme is instability. An unstable loop will oscillate without a bound. A set point 

change will cause the loop to start oscillating, the oscillations will continue, and the worst 

oscillation will grow. Proper tuning of a loop will allow the loop to respond to set point 

changes and disturbances without causing instability. 

 

Informal methods: 

These are several rules of thumb for determining the quality of the tuning of a control loop. 

Traditionally, quarter wave decay, as shown in figure (4.1) has been considered the optimum 

decay ratio. This criterion is used by the Zeigler- Nichols tuning method, among others. No 

single combination of tuning parameters will provide quarter wave decay. 
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Fig: 4.1 Quarter wave decay 

If the gain is increased and the correct amount decreases the reset rate, the decay ratio will 

remain the same. Quarter wave decay is not necessarily the best tuning for either disturbance 

rejection or set point response. 

4.1.2 Mathematical Criteria- Minimization of Index 

There are several criteria for evaluating tuning that is based on integrating the error following 

a disturbance or set point change. These methods are not used to test control loops in actual 

plant operation because the usual process noise and random disturbance will affect the 

outcome. These are used in Control theory education and research using stimulated processes. 

The indices provide a good way of comparing different Controller tuning methods and Control 

Algorithm [14].  

IAE – Integral of the absolute value of error 

           edt  

ISE – Integral of error squared 

      2
dte  

ITAE – Integral of time times the absolute value of error 

      t edt  
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ITSE – Integral of time’s error squared 

     2
t dte  

Of these methods, the IAE & ISE are the most common. 

4.2 Zeigler- Nichols Tuning Methods 

Using a tangent line drawn through the steepest portion of the curve (the point of inclination), 

Zeigler –Nichols presented a graphical method, which is depicted in figure (4.2) [7]. The line 

continuous below the original process value and the time between the output change and the 

point at which the tangent line crosses the original process line is called lag. The slope of the 

line is calculated. The original Zeigler- Nichols formula used the slope or the rate of change 

rather than the time. 

 

Fig: 4.2 Two Point Method 

A point equal to 63.2% of the value between the original and the ultimate process measurement 

is made on for tangent line. The time between the end of pseudo dead time and the time at 

which the tangent line goes through the 63.2% point is the processing time constant. This 

method will give the results when the process is a dead time plus first-order lad. As the more 

minor lag values increase, the tangent and point method provides a shorter time constant.  

This technique states that at particular times the change in process by 28.3% (t1) and 63.2% 

(t2) of the overall process change. Then applying two formulas, the pseudo dead time and 

process time constant are determined. 

Process- time Constant (T) = 1.5 (t2-t1) 

Pseudo- dead time (L) = t1-(t2 –t1) 
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4.2.1 Zeigler Nichols Open Loop Tuning Method 

The first approach is referred to as the "reaction Curve" approach and uses an 

open loop. The gain K, the pseudo dead time (L), and the processing time constant 

are calculated using this method to determine the actual values of the assumed 

process model (T), the gain, integral, and derivative are calculated in table 4.2 

 
Table: 4.2 Ziegler –Nichols open loop tuning values 

Controller Gain(Kp) Integral Time(Ti) Derivative time (Td) 

PID 
1.2

.

T

K L

 
 
 

 
2L   

1

2
L  

 

4.2.2 Zeigler Nichols Closed Loop Tuning Method 

The gain necessary to make the loop oscillate with constant amplitude is established by the 

closed loop (ultimate gain technique). Most loops will oscillate if the gain is high enough.  

The following steps are taken: 

1. Put the controller in automated mode with a little gain and no integral or derivative. 

2. Gradually increase gain and make minor set point adjustments until oscillation begins. 

3. Modify gain to keep oscillations' amplitude constant. 

4. Take note of the gain (Ultimate gain Kcr) and period (Ultimate period Pcr) in the figure. 

 

Fig: 4.3 Constant amplitude oscillations 

 

The gain, Integral and derivative are calculated as shown in Table 4. 
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Table: 4.3 Zeigler Nichols closed loop Tuning Values 

Controller Gain (Kp) Integral Gain(Ki) Derivative Gain(Kd) 

PID 0.6 Kcr 2/Pcr Pcr/8 

 

4.3 Cohen- Coon Method 

The Cohen- Coon method is similar to Zeigler- Nichols reaction rate method in that it makes 

use of the First Order plus Delay time (FOPDT) model for developing the tuning parameters. 

The parameters have more mathematical operations [50]. As can be seen from Table 4.4, the 

Cohen- Coon method will result in a higher gain than the Zeigler- Nichols method. 

4.4 Åström- Hägglund Method 

Aström and Hägglund provide a modification to the Zeigler-Nichols approach. They suggest 

utilizing a relay feedback system. Åström and Hägglund recognized that the Zeigler- Nichols 

continuous cycling method identifies the point 1 ,0
uK

  
 

 on the Nyquist curve and moves it 

to a predefined point [56]. With PID Control, it is possible to move a given point on the Nyquist 

curve to an arbitrary position, as shown in figure 4.4. 

Table: 4.4 Cohen-Coon Tuning Values 

PID Controller Gain(Kp) Integral Time(Ti) Derivative Time(Td) 

PID 1 4
*

3 4

T L

K L T

  
  

  
 

 

 

32 6

13 8

L T
L

L T

 
   

 
4

11 ((2* ) / )
L

L T

 
 

 
 

 

 

Fig: 4.4 Effect of Changing the PID parameter on the Nyquist plot 
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By increasing the gain, the arbitrary point (A) moves in the direction of ( )G j . Changing the 

I, or D action moves the point in the orthogonal direction. 

Let   be the frequency that corresponds to A. The frequency response of the controller   is: 

 
1

1c p d

i

H j K j T
T j

 


 
   

 

                                         (4.5) 

In the Zeigler- Nichols method, point A (denoted as  aj

ar e
 

 ) is initially the point of marginal 

stability, located at 1 ,0
uK

  
 

 a frequency 2
u

uT
   

When moving from arbitrary point A to a predefined position B, a convenient choice for point 

A is the ultimate point. Point B can be determined by a desired gain margin and phase margin 

and is written in polar coordinates as  bj

bB r e
 

 . Assuming that the PID controller at 

frequency 
0  is  

(s) cj

c cG r e


 . Then, 

   
.b c aj j

b a cr e r r e
      

                                         (4.6) 

Therefore, b
c

a

r
r

r
  and 

c b a     

So, based on the above analysis, PID controllers can be designed as follows 

cos( )b b a
p

a

r
K

r

 
  , 0

0

1
tan( )d b a

i

T
T

  


                            (4.7) 

It is found that, 
iT  and 

dT  are not unique. To get a unique PID design, it is usual practice to 

set
d iT T where  a constant is. Given an , 

iT  and 
dT  can be obtained uniquely from 

 2

0

1
tan( ) 4 tan ( )

2
i b a b aT     


      , 

d iT T                       (4.8) 

By inspection, it is found that Zeigler-Nichols tuning formula is a special case when 1 4  . 

The Astrom-Hügglund formula for PID controller is given in table 4.5    

 

Table: 4.5 Åström-Hägglund Tuning values 

 PID Controller Gain(Kp) Integral Time(Ti) Derivative Time(Td) 

PID  cos
bu bk r    

 

1 sin

cos

b

b

Tu







   
  
 

 
 
 

1 sin

4 cos

b

b

Tu







   
  
 

 

 

This method identifies and moves only one point on the Nyquist curve to a desired position. 
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4.5 Simulation Results 

4.5.1 Zeigler Nichols Open Loop Method 

By putting up the value of the transfer function of ceramic IR heater having K  =2.6770 

rad/sec, L=46 sec and T=262 sec in Table 4.2 for Zeigler Nichols open loop and  we calculate 

the value of parameters pK , 
iK  and 

dK   are found as 2.5532, 0.02775 and 58.7236 

So controller value will be as: 

0.02775
( ) 2.5532 58.7326znoC s s

s
  

 

4.5.2 Zeigler Nichols Closed Loop Method 

   If we put up the value of the transfer function of ceramic IR heater having K  =2.6770 

rad/sec, L=46 sec, and T=262 sec in Table 4.3 for Zeigler Nichols closed loop, the calculated 

t value will be Kp=2.15, K i=.027389 and K d =42.193

  
So the value of the controller will be as: 

0.027389
( ) 2.15 42.193zncC s s

s
    

4.5.3 Cohen-Coon Method 

  When we put the value of the transfer function of ceramic IR heater having gain K  =2.6770 

rad/sec, L=46 sec and T=262 sec in Table 4.4 from Cohen-Coon method parameters are 

calculated, and we get the values of  Kp , K i and K d  as 2.8593,0.0271 and 46.3487. 

So value of the controller will be as: 

0.0271
( ) 2.8593 46.3487ccC s s

s
  

 
4.5.4 Åström-Hägglund Method 

By putting up the value of the transfer function of ceramic IR heater having K  =2.6770 

rad/sec, L=46 sec, and T=262 sec in Table 4.5 for Astrom Hagglund method, then we calculate 

the value of   Kp , K i, and K d as 0.5184,0.0038 and 17.7915 
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Fig: 4.5 Results of output by using different controllers (ZNO, ZNC, CC, AH) 

So the value of the controller as  

0.0038
( ) 0.5184 17.7915AHMC s s

s
  

 

Using Mat lab simulation, we discovered the results as displayed. in figure 4.5  

 

The analysis of simulation results (rise time, peak time, settling time, peak overshoot) is shown 

in Table 4.6 

Table: 4.6 Performance table of different Conventional PID Controller for Ceramic IR heater 

control 

Performance Rise 

Time 

(Tr) 

Peak 

Overshoot(Mp) 

Peak 

Time 

(Tp) 

Settling 

Time(Ts) 

ISE IAE 

ZNO-PID 21.49 80.11 105.07 675.33 83.4 142.4 

ZNC-PID 25.39 74.70 116.93 389.36 80.55 116.4 

CC-PID 21.10 103.57 105.07 1270 143.8 269.8 

AH-PID 207.91 11.82 504.27 850.55 96.58 183.2 
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4.6 Integer Order PID Design (IOPID) 

It is possible to roughly calculate the plant model's derivatives of amplitude and phase 

concerning frequency using a new method for PID Controller tuning based on Bode's integrals. 

Phase and/or gain margins are frequently used to convey specifications. Because they are the 

measures of robustness together with the cross-over frequency. The slope of the Nyquist curve 

greatly impacts the performance and resilience of the closed-loop system at the cross-over 

frequency. [67], the parameters of a PID Controller for a desired phase margin and slope at a 

given frequency are determined. 

4.6.1 Loop Slope Adjustment 

 Consider the loop transfer L( ) ( )P(j )j C j    

Where 

1
C(j ) K 1p d

i

j T
j T

 


 
   

                                             (4.9) 

The slope of the Nyquist curve of the loop transfer function L( )j  at 
0  defined by   is 

equal to the phase of the derivative of L( )j  at
0 . The derivative of the loop transfer function 

with respect to   is computed as follows 

  ( ) ( )
( ) ( )

dL j dC j dG j
G j C j

dt d d

  
 

 
 

                               (4.10) 

Furthermore: 

 ( ) ( ) ( )ln G j ln G j j G j    
 

The ideal shape of the open loop transfer functions is of the form:  

L(s) c

s


 

  
 

, R                                                (4.11) 

Where 
c  is the gain crossover frequency, that is,   1cL j   the parameters    is the slope 

of the magnitude curve on a log-log scale, and may assume integer as well non- integer clause? 

In fact, the transfer function L(s) is a fractional-order differentiator for 0  and a fractional-
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order Integrator 0  . 1   Both fractional order differentiator and Integrator represent the 

Integer order controller.  

The Bode diagrams L(s) (1 2)  are very simple. The amplitude curve is a straight line of 

a constant slope of -20   db/decade, and the phase curve is a horizontal line at
2


. 

Let us now consider the unity feedback system represented in figure (4.6) with Bode’s ideal 

transfer function L(s) inserted in the forward path. This choice of L(s) gives a closed system 

with the desirable insensitive property to gain changes. If the gain changes, the crossover 

frequency 
c  will vary, but the phase margin of the system remains  1 2PM    rad, 

independent of the value of the gain [46].     

A transfer function P(s) represents the IR heater's mathematical model, with first order plus 

time delay as: 

( )
1

LsK
P s e

sT


                                              (4.12) 

 

Fig.4.6 Bode diagrams of amplitude and phase of L(s) for 1<   <2. 

The frequency response is given as 

j(j )
j 1

LK
P e

T





  
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 

  1tan

2
(j )

1

T LK
P e

T

 




 



                               (4.13) 

The gain and phase of the plant are as follow: 

 
2

(j )
1

K
P

T






                                              (4.14) 

 1[ (j )] tanArg P T L    
                                    (4.15) 

4.6.2 Design Specification for IOPID Controller 

Phase Margin & Gain Crossover frequency 

Gain and phase margin has always been crucial robustness parameters. The relationship 

between the phase margin and the system's damping is well recognized. The equations that 

define the phase margin pm and gain crossover frequency cp are: 

( ) ( ) ( ) 0cp cp cp dB
G j C j P j dB   

                                    (4.16) 

[ ( )] [C( ) P( )]cp cp cp pmArg G j Arg j j       
                         (4.17) 

Where, 

 PID Controller in the frequency domain with crossover frequency is how ( )cpC j   is 

expressed, and PID Controller in the frequency domain with a crossover frequency  

( )cpP j  is a frequency-domain Infrared Red (FOPID) controller with a crossover 

frequency? Infrared red (FOPID) controller in the frequency domain with crossover 

frequency. 

The phase bode plot must be flat at a given gain crossover frequency since the plant's gain 

variation necessitates that the phase directions with respect to frequency be zero... 

 ( ( )
0

c

d Arg G j

d
 






 
 

 
                                     (4.18)

 

According to the PID Controller transfer function, we can get the frequency response for IOPID 

as: 

  i
p d

K
C j K j K

j
 


  

                                             (4.19) 
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The gain and phase of  C j  are as follow
 

 
2

2 i
p d

K
C j K K 



  
    

                                         (4.20) 

 2

1[ ( )] tan
d i

p

K K
Arg C j

K







 
 
 
                                        (4.21) 

Then, the open loop frequency responses are as follows; 

     G j C j P j  
                                           (4.22) 

2

2

2 2

K

1

i
p d

K
K K

T






 
  
 


                                            (4.23)

 

   
2

1 1tan tand i

p

K K
Arg G j T L

K


  



 
 

        
                     (4.24) 

According to the design specification given by equation (4.17), the phase G(j )  can be 

expressed as in the form of  cp  :
 

   
2

1 1tan tan
d cp i

cp cp cp pm

cp p

K K
Arg G j T L

K


    



 
 

           
              (4.25) 

  
2

1tan tan
d cp i

m cp cp

p

K K
T L

K


   






    

                          (4.26) 

Then, 
2

1

d cp i

p cp

K K
A

K








                                          (4.27) 

Where, 

 1

1 tan tan cp cp pmA T L     
                                  (4.28)

 
And according to the design specification given by equation (4.18) about the robustness to 

gain variation in the plant, 

   
0

cp

d Arg G j

d
 






 
  
 
 
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So, 

 
2

1 1tan tan 0

cp

d cp i

cp cp

cp p

K Kd
T L

d K
 


 

 

 



  
       

  

 

 
2

2 2 2
2

1 1
0

1
1

d cp i

cp

cp cp p cp cp
d cp i

cp p

K Kd d
T L

d K T dK K

K




   



 
         

   
 
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2 2

2 2 22 2 2
0

1

cp p d i
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cp p cp p cpcp p d cp i

K K Kd T
L

d K K TK K K




   

 
          

 

 

2 2

2 2 2 22 2 2
0

1

cp p d i

p cp p cpcp p d cp i

K K K T
L

K K TK K K



  

 
          

 

 

2 2 2

2 2 2 22 2 2
0

1

cp p cp d i

cp p cpcp p d cp i

K K K T
L

K TK K K

 

  

 
         

 

 

 

2

2 2 22 2 2
0

1

p cp d i

cpcp p d cp i

K K K T
L

TK K K



 


   

 
 

 

 

2

2 2 22 2 2 1

p cp d i

cpcp p d cp i

K K K T
L

TK K K



 


  

 
 

Where,                                        2 2

1 1 cpB T 
                                               (4.29)

 

 

 

2

2
2 2 2

1

p cp d i

cp p p cp i

K K K T
L

BK K K



 


  

 
                                (4.30)

 

Then, as per the design specification given by equation (4.18), we established an equation 

about pK  

      1cp cp cpG j C j P j     

2

2

2 2
1

1

i
p d cp
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




 
   
 
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

                                  (4.31)
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Squaring on both side, 
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Divide both sides by 2
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By putting the values of 
1A  and 

1B  
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1
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                                                                 (4.32)

 

For the determination of 
dK  

2

1

d cp i

p cp

K K
A

K






  

2

1d cp i p cpK K A K                                          (4.33) 

By using equation (4.30) 

 2 2 2 2
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T
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  

 
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                          (4.34)          

Adding equation (4.33) and (4.34) we get, 
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Putting the value of pK  from equation (4.32) in equation (4.35)  
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Similarly, 
iK  can be determined by subtracting equation (4.33) from (4.34) 
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
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                   (4.37) 

Thus, we found the values of pK  
iK  and

dK . 

According to the Bode and Nyquist plot, the phase margin and gain margin for the process 

plant are displayed in figure 4.7. 

From figure 4.7, we found the value of  cg  and pm  as 0.008 rad/sec and 80o, respectively. 

By putting up the value of the transfer function of ceramic IR heater having K=2.6770, L=46, 

and T= 262 in equations (4.32),(4.36), and (4.37), and the Kp, Ki, and Kd are calculated as 

0.9768,  0.0063,25.6246 

So the controller will be as:  

0.0063
( ) 0.9768 25.6246C s s

s
  

 

 

 

Fig 4.7 Nyquist plot and Bode plot of ceramic IR plant 

 

Nyquist Diagram

Real Axis

Im
a
g
in

a
ry

 A
x
is

-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

0 dB

-20 dB

-10 dB

-6 dB

-4 dB

-2 dB

20 dB

10 dB

6 dB

4 dB

2 dB

System: G

Phase Margin (deg): 93.7

Delay Margin (sec): 59.7

At frequency (rad/sec): 0.0274

Closed Loop Stable? Yes

System: G

Gain Margin (dB): 18.2

At frequency (rad/sec): 0.229

Closed Loop Stable? Yes



66 
 

By using Mat lab simulation, we found the output as shown in figure (4.8) 

 

Fig. 4.8 Step response of IOPID controller with Ceramic IR heater Plant 

The value of performance parameter is shown in table 4.7 

Table: 4.7 Performance table of IOPID Controller for Ceramic IR Heater 

Performance Rise 

Time 

(Tr) 

Peak 

Overshoot(Mp) 

Peak 

Time(Tp) 

Settling 

Time(Ts) 

ISE IAE 

IOPID 112.41 9.8 341.91 613.86 66.92 114.8 

 

4.7 Fractional Order PID Controller (FOPID) 

Fractional order calculus (FOC) is the area of mathematics that deals with differentiation and 

integration under arbitrary orders of operations, meaning that orders other than integers can 

be real or even complex numbers. Recent discussions on the real-world applications of 

Fractional Order Calculus (FOC) have generated significant implications for theoretical 

research today [63][67]. A fractional order continuous-time live or time-invariant dynamical 

system can be described by a fractional order differential equation as shown by the equation 

(4.38). 
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     

     

1 01 0

1 1 00

t t ta a aD D Dn nn ny y y

mu t t u tb bD D Dm m m u

  

  

   

                       (4.38) 

Where u( )t  is the input signal, y (t) is the output signal. 0 tD D   represents fractional 

derivative, Ka with (K=0,----n) and Kb  with (K=0,-----,m) denote constants and  
K with (k=0,-

----,n) and 
K with (k=0,-----,m) are arbitrary real numbers. 

The very first and most important criterion when designing a control system is closed-loop 

stability. It is well known that a system of integer order continuous time and linear time 

invariance is stable if and only if all of the roots of its characteristic polynomial have negative 

real ports.

 In other words, the roots must lie in the left half of the complex plane. Investigation 

of the stability of the fractional order systems represents the more complicated issue.

 

The stability of compensated fractional Order systems can be analyzed via the theorem 

of Mitigation or the definition from I. Petras, which describes the way of mapping the poles 

from sα -plane into the w- plane. An interesting result is that the poles of the stable fractional 

order system can be located even in the rigout half of such a complex plane. This fact is 

illustrated in figure4.9 where the stability region for a commensurate fractional order linear 

time Invariant system with order 0 <α<1 
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Fig.4.9 Region of stability for the commensurate fractional order system with 0<α <1. 

The situation for α =1 is visualized in figure 4.10. In this case, the region of stability 

corresponds to the classical s- plane. 

 

Fig 4.10 Region of stability for the commensurate fractional order system with α=1. 

Finally, figure 4.11, shows the region of the stability under assumption of 1<α <2. 

 

Fig 4.11 Region of stability for the commensurate fractional order system with 1<α <2. 
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4.7.1 Approximation of Integer Order Fractional Order System 

An infinite dimensional LTI filter is mathematically identical to a fractional order linear time-

invariant (LTI) system. Therefore, higher-order polynomials with integer order differ-integral 

operators can be used to approximate a fractional order system. The realization of fractional 

order differ- integrators in integer order can be carried out in two ways [17]. 

• Continuous time realization 

• Discrete time realization 

Using Oustaloup's recursive filter, we employed continuous time realization to convert our 

fractional order system into an integer order system 

4.7.2 Oustaloup’s Recursive Filter 

Within a selected frequency band, Oustaloup's recursive filter provides a very good fitting to 

the fractional order elements. Let us assume that the expected fitting range is (
l ,

h ). For 

filter, it can be written as 

'

( )
N k

f N
k

s w
G s K

s w





  

Where the poles, zeros, and gain of the filter can be evaluated. 
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  

 
  

 
, hK w ;

 1/2 1

2 1

k N

N
h

k l

l

w
w w

w

  

 
  

 
 

Where   is the order of the differentiation,, 2N + 1 is the order of the filter, and the frequency 

fitting range is given by (
l ,

h ). The filter can be designed such that it may fit very well 

within the frequency range of the fractional order differentiator. 

                   133.3 s^9 + 4.724e004 s^8 + 3.415e006 s^7 + 3.416e007 s^6 + 7.945e007 s^5           

                                                                                    

                    + 2.87e007 s^4 + 3.305e006 s^3 + 1.388e005 s^2 + 1652 s + 4.435 

                                                                                    

C(s)=     ----------------------------------------------------------------------------------- 

               s^9 + 664.1 s^8 + 1.131e005 s^7 + 2.163e006 s^6 + 1.13e007 s^5 + 6.807e006 s^4      

                                                                                    

                                           + 1.121e006 s^3 + 2.07e004 s^2 + 98.11 s 
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4.8 Design of Fractional order PID Controller  

The elegant and efficient fractional order modification of Conventional PID Controllers has 

been introduced by I. Podlubny [8]. They are known as PI D   Controllers and can be 

described by the transfer function given by equation (4.39) 

  p i dC s K K s K s   
                                                         (4.39)

 

Where,  and  are positive real numbers and pK ,
iK , 

dK denote the proportional, integral, 

and derivative constant, respectively. 

A negative unity feedback control system is shown in figure (4.12). The transfer function of 

the plant is an integer order (first order plus time delay). 

 

Fig 4.12 Negative feedback control system 

Let the pm be the  required phase margin and cp be the frequency of the critical point on the 

Nyquist curve of the plant  P s  as in the design of Integer order PID (IOPID) at which  

   0arg 180cpP j  
                                                    (4.40)

 

And the gain margin is: 

 
1

m c

cp

g K
P j

 

                                                      (4.41)

 

All parameters of the PI D   Controller are calculated to satisfy the robust performance of the 

plant with parameters uncertainty structure. The method proposed by Monje- Vinagre et.al[8] 

tuning method for the first order and first order plus time delay with the parameters uncertainly 

structure considered to design the fractional order PID Controller. Bode Envelopes of the first 

order and FOPID provide a simple characterization of a process and give valuable information 

about the dynamics of the process could. Let the FOPID System (IR Plant) can be represented 

generalized mathematically as: 

 
1

LsK
P s e

sT


                                                                (4.42)
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Where K is the steady state gain, L represents the processing delay, T>0 is the time constant. 

The exact values of these parameters may not be known. But these parameters can be estimated 

at certain intervals. Therefore modeling of this system as an interval time delay system is a 

realistic approach. The parameter of the FOPID system with parameter uncertainly structure 

can be defined as 

     , , , , ,K K K L L L T T T  
                                       (4.43)

 

Where , ,K T L the lower limits are , ,K T L are upper limits of the parameters, respectively as 

per the open loop response of Plant? The fractional order controller is designed to obtain the 

desired performance for the given interval system. 

Owing to the tuning method, Monje, Vinagre and their Colleagues [8] proposed a PI D   

Controller tuning algorithm for the system to satisfy five design criteria, such as magnitude at 

the gain crossover frequency, phase margin, robustness to plant uncertainties, high-frequency 

noise alternation and sensitivity function. Five design criteria of the Monje – Vinagre et.al [8] 

specification are given as follows: 

a. Phase Margin and Gain Crossover Frequency 

The gain and phase margins are two important frequency domain specifications and two 

important measures of robustness. The phase margin is related to the damping of the system. 

Thus, the following equation should be satisfied 

    0cp cp
dB

C j P j dB  
                                                      (4.44) 

     arg cp cp pmC j P j     
                                              (4.45)

 

 

Where cp  is the gain crossover frequency and pm  is the required phase margin? 

 

b. Robustness to variation in the gain of the plant 

Satisfying the following constraint 

     arg
0

cp

cp cpd C j P j

d
 

 




 
  
  
 

                                         (4.46)

 

The phase is forced to be flat at cp . The phase plot is almost constant within the interval around 

cp  . Consequently, the phase plot around the specified frequency cp  is locally flat, which 

implies that the system will be more robust to gain variation. Overshoots of the step responses 

are almost constant within the interval.  
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c. High-frequency noise Rejection: To satisfy the robustness  

To satisfy the robustness due to high-frequency noise, the following condition must be fulfilled 

 
   
   1

cp cp

cp

cp cp
dB

C j P j
T j A dB

C j P j

 


 
 


                                     (4.47)

 

Where A is the desired value of noise alternation for the frequency cp t  secrad . 

d. Good output disturbance rejection 

To ensure a good output disturbance rejection, the following constraint must be satisfied 

 
   

1

1
cp

cp cp
dB

S j B dB
C j P j


 

 


                                   (4.48)

 

Where B is the desired value of the sensitivity function for the frequency cp s  secrad . 

The design procedure for a robust PI D  Controller to control first order plus time delay 

(FOPID) system with parametric uncertain structure can be represented as: 

 

 
,

, 1

Ls
K K

P S
T T s

e


 
 

                                                 (4.49) 

 

 

Fig: 4.13 Nyquist plot of system controlled for gain margin 
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Fig: 4.14 Bode Envelope of a FOPTD plant 

The Nyquist plot and Bode envelopes of the FOPID plant to satisfy the robust performance of 

the system are given in Figures (4.13) and (4.14) 

Considering the Bode envelope provided in figure (4.14), minimum and maximum plots of the 

gain are obtained by the following transfer functions, respectively: 

1( )
1

LsK
P s e

Ts




         2 ( )
1

LsK
P s e

Ts


                                     (4.50)

 

The delay ‘L’ does not have any effect on the gain plot of the plant. In order to design a robust 

PI D  Controller, the design criteria should be satisfied with the plant transfer function                

(
1 2( ), ( )P s P s ), namely cp  & the minimum phase margin must be taken at the point ‘a’ & ‘b’ 

in figure (4.14). 

4.8.1 Mathematical Computational for design of FOPID Controller 

According to the transfer function of the IR heater, the generalized transfer function described 

is as: 

 
1

LsK
P S e

Ts


                                                    (4.51)

 



74 
 

The frequency response is given as 

 
1

j LK
P j e

j T





                                              (4.52)
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2 21

T LK
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                                 (4.53)

 

The gain and phase of the plant are as follow 

 
2 21

K
P j

T



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                                                  (4.54)

 

    1tanarg P j T L      

According to the fractional order PID Controller transfer function, we can get the frequency 

form of FOPID as 

 
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 C i
p d

K
j K K j

j




 
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                                              (4.55)

 

Frequency domain analysis of Fractional Order Calculus Studies (FOCS) provides the 

expression for  j


  as  

      cos
2 2

j jSin
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                           (4.56)
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2 2

j jSin
      
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                      (4.57)

 

 

The gain and phase of  C j  are determined as: 

     p i dC j K K j K j
 

  


  
                            (4.58)
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(4.59)
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cos cos sin sin
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                 

            
               

(4.61) 

Where, 
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2 2

p i dR K K  
       

     
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sin sin
2 2

i dS K K  
       

     
                                       (4.63)

 

          
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cos cos sin sin
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C j K K Kk k
                
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 

(4.64)

 

  2 2C j R S  
                                             (4.65)
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   
1
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arg C j
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 

 

    


    







 
       
                 (4.66)

 

1tan
S

R

  
  

   

According to design specification equation (4.44) and (4.45), the phase of ( )G j can be 

expressed as  

     G j P j C j    

       pmarg G j arg P j arg C j                                (4.67)
 

 1 1tan tan pm

S
T L

R
      

       
                            (4.68)

 

    1 1tan tan pm

S
arg G j T L

R
      

      
               (4.69)

 

 

According to specification equation (4.44) and (4.45) the gain of the  G j  can be expressed 

as: 

     G j P j C j    

2 2

2 2
0

1

K
R S dB
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 
   

 

 

 
2 2
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0

1
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K R S
G j dB

T





 


                              (4.70)
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According to specification equation (4.46), we get. 

    0
d

arg G j
d





                                          (4.71)

 

   1 1tan tan pm
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So 

      sin sin
2 2d i

d d
S K K

d d

     
 

   

   1 1sin sin
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   


                   (4.72)

 

 

According to specification equation (4.47), high frequency noise rejection expressed as: 

 
   

   1
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P j C j
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 
 


 

Where  20A dB   

 

So, in Laplace domain function 
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Where 
t   

According to specification equation (4.48), the good output disturbance rejection expressed as 

 
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In Laplace domain function 
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Where, s   

Equation (as per design result) with the unknown parameter ( ,, ,p i dK K K  and ) can be 

solved to obtain the parameters of PI D   for the robust stability of the plant. To solve the five 
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non-linear equations FMINCON optimization toolbox of Mat Lab is used. Equation (4.70) is 

taken a main function, and the other equations (4.69), (4.72), (4.73), and (4.74) are taken as 

non-linear constraints for optimization.  

Values of the five unknown parameters ( ,, ,p i dK K K  and ) are calculated. Then, PI D   

Controller to control the plant is obtained in the form of   

  i
p d

K
C S K s K

s




    

4.9 Nint Blocks 

Ninteger is a toolbox of Mat Lab intended to help developing fractional (or non-integer) order 

controllers for single input single output (SISO) plants and assess their performance [12]. 

The toolbox files may be divided into three categories: 

The user’s accessible files are given a place in the integer folder. 

And a separate folder, Cfractions, is provided for these functions that deal with continued 

fractions, and these may be accessible to the user. 

Another separate folder GUI, for the graphical interface only. 

A last separate folder, obsolescent, is no longer necessary but is still included to ensure 

compatibility with older toolbox versions. 

The frequency domain transfer function given by the equation is the function that can be used 

to implement a controller. (4.75) 

  , v , vD

i

i
p d D iv

K
C S K K s R

S

    
                           (4.75)

 

By providing both continuous and digital approximations of the controller with this structure 

are known as fractional P-I-D. 

Syntax  

Function C= nipid ( pK ,
dK , 

Dv .
iK ,

iv , bandwidth, n, formula,---------------, 

expansion, decomposition) 

Arguments 

A bandwidth specification is based on the following variable formula: 

a. The bandwidth for "Crone" and "Matsuda" must be a two-number vector containing the 

limits given in rad see of ;l h  the frequency range where the approximation is valid. 

b. The frequency indicated in, around which the approximation will be accurate might be 

thought of as the "Carlson"-bandwidth. It could be a two-number vector that contains a 

frequency range's bounds. 
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c.  ‘Cfe high’ 

d. ‘Cfe low.  

The graphical is accessible by typing ninteger at the command prompt. The dialogue, figure 

(4.15) appears: 

 

Fig: 4.15 .The main dialog of ninteger before being filled in 

This conversation will be used to assess a controller's performance after reckoning it, as may 

be seen below. Like any other window in your operating system, it can be closed. 

4.9.1 Dialogue nipid GUI 

When the button of the Fractional order derivative controller is pressed in the main window of 

ninteger, a dialogue box permits creation of fractional PIDs will appear. With the two pop-up 

choices in the middle, the type of approximation can be selected. Options matching to the 

parameter formula of the function nipid are available on the first pop-up menu. The second 

pop-up menu will become active, and the user will be able to select parameter expansion if a 

digital controller is selected. With the exception of when option Carlson is selected in the first 

pop-up menu and the appropriate requirements are met, controllers are always generated using 

the function nipid. 

The dialogue's fields allow you to enter the additional necessary parameters. Only those of 

them allow for the entry of a value; not all of them are required in all circumstances. In 

particular: 

 The field that specifies the number of poles and zeros must always be filled out; it 

always corresponds to the parameter n. 
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 The check button offers two parameter decomposition options: "all" if checked and 

"frac" if not.  

 Values for the gains ( pK ,
iK  and

dK ) and orders (vi and vd) must always be entered. 

Orders will be rounded to the nearest inverse of an integer (for example, the value 0.3 

will be rounded to 1/3) if the Carlson option is selected. 

 When a continuous controller is selected, the fields in the statement from... rad/s to... 

rad/s must be filled out; they correspond to parameters. 

 . When selecting a digital controller, the sampling time (Ts) needs to be filled. 

 

4.9.2 Performance evaluation in the Main Dialogue 

Let us suppose that a Carlson approximation of a fractional controller is devised in the nipid 

Gui dialogue with the following parameters as in figure (4.16): If nothing was done in the 

main dialogue prior to pressing OK, Bode diagram of the controller from 1 to 100 rad/s 

will appear as shown in figure (4.17). 

The main dialogue enables visualizing six different controller traits: 

  Bode diagram; 

   Nichols diagram; 

  Nyquist diagram; 

 impulse response 

  step response; 

 The placement of  poles and zeros 
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Fig: 4.16 Dialogue nipid Gui filled inside 

 

Fig: 4.17, Bode diagram display with main dialogue. 

 The frequency behavior is sampled at fifty logarithmically spaced frequencies between the 

values entered in the fields of the phrase from... rad/s to... rad/s, as demonstrated in the Bode, 
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Nichols, and Nyquist diagrams. The impulse and step functions of Mat Lab determine the 

number of sampling instants. Time responses are evaluated until the instant provided in the 

sentence field until... s. When poles and zeros are seen, the former is represented by red crosses, 

while blue circles represent the latter. A suitable grid is then constructed, and all three of the 

fields as mentioned above are rendered irrelevant. 

It is also feasible to observe the behavior of the open loop created by the controller and the 

plant for which it was intended, as opposed to only observing what happens with the controller. 

The plant must then be entered in the field next to the matching radio button in that scenario.  

After filling the field in, the radio button labeled Controller + plant may be pressed. 

4.9.3 Simulink in MatLab 

A Simulink library called Nintblocks is provided with two blocks that implement functions nid 

and nipid as shown in figure (4.18). 

 

Fig: 4.18 Simulink library 

 

Fractional derivative Block 

Function nid is implemented in this block. Through the dialogue shown in figure (4.19): 

 The following parameters are provided. 

This block implements function nid. The parameters are provided by means of the following 

dialogue as in  
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Fig: 4.19 Dialogue of block (Fractional P-D) 

Implementation 

The block is implemented by an LTI block calling function nid in a masked subsystem. To 

translate the outcomes of the dialogue's pop-up menus into the strings required by nid, certain 

lines of code must be added to the Initialization tab of the mask of the subsystem. 

Block Fractional PID 

This block implements the function nipid shown in figure (4.20). The parameters are 

provided by means of the following dialogue: 

 

Fig: 4.20 Dialogue of block Fractional PID 
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Implementation 

The block is similar as the above and the function implemented is nipid. 

 

4.10 Implementation of Fractional Order PID Controller on Ceramic 

Infrared Heater Plant 

Based on approximated first order plus time delay transfer function (2.20), a fractional order 

controller parameter was calculated using the cg  and 
m  as 2.75 rad/sec and 50,0. By putting 

up the value in the equation (4.70), (4.71),(4.73),(4.74), and (4.75) , five unknown parameters 

can be solved by using the FMINCON optimization toolbox of MatLab. Equation (4.71) is 

considered as a main equation, and other equations are taken as non-linear constraints for 

optimization. The value of all the five unknown parameters are calculated to obtain the PI D   

controller to control the ceramic IR heater as pK = 0.32033, 
iK =0.011387, 

dK = 2.4855, 

=0.9006,  = 0.17319 and transfer function of fractional order PID controller given as       

0.17319

0.9006

0.011387
( ) 0.32033 2.4855fopidC s s

s
    

Ninteger is a toolbox of MatLab intended to help developing fractional ( or non-integer ) order 

controllers for single input- single output plant and to access their performance.The step 

response of the plant with FOPID controller can be obtained by using ‘nintblock’ of Mat Lab 

developed by Valerio, D [12]shown in figure (4.21). 

 

Fig: 4.21 Simulink block diagram of Ceramic IR Heater Control Using PI D   Controller 
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Magnitude plots of High-Frequency Noise Rejection T(s) and output disturbance rejection S(s) 

of the system obtained in MatLab. It shows that the phase of the system is almost flat and 

almost constant within an interval around cp  specified constraints shown in figure (4.22). The 

step response indicates that the system is more effective and robust to gaining the overshoot of 

the step responses is almost constant, shown in figure (4.23). 

 

 

Fig: 4.22 Magnitude of T(s) and S(s) for CFOPID (s) G(s) 
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Fig 4.23 step response of the system for CFOPID for phase margin 500 and ωcp 

=2.75rad/sec 

The simulation's results (peak overshoot, settling time, peak time, and rise time) 

demonstrate in Fig: 4.23 in which Step response of the system for CFOPID for phase 

margin (500) and ωcp=2.75 rad/sec) show that the proposed method of the controller has 

a better response, as shown in Table (4.8) 

Table: 4.8 Performance table of FOPID Controller for Ceramic IR heater control 

Performance Rise 

Time (Tr) 

Peak 

Overshoot(Mp) 

Peak 

Time(Tp) 

Settling 

Time(Ts) 

ISE IAE 

FOPID 49.02 14.07 143.13 408.2 64.98 106.2 

 

4.11 Conclusion 

Several criteria for designing and evaluating the tuning method are discussed. Zeigler-Nichols 

presented a graphical two-point method for finding the results when the process is truly a dead 

time plus first-order lad, parameters are calculated from Zeigler-Nichols open/close loop, 

Cohen-Coon, Astrom –Hugglund method and simulated. The design and specifications of the 

Integer order PID Controller are also discussed, and parameters KP ,Ki and Kd   are derived. 

According to Bode and Nyquist plot of ceramic infrared heater displaced. The design of IOPID 

and FOPID Controllers has been explained by analyzing the tuning parameters to satisfy the 

robust performance of the plant. Mathematical computational for the design of FOPID has been 

discussed, and results have been found by using the FMINCON Optimization tool of MatLab.
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CHAPTER 5 

ARTIFICIAL INTELLIGENCE TECHNIQUES FOR 

CONTROLLERS DESIGN 

5.1 Fuzzy Logic Controller  

Fuzzy logic, conceived by Lotfi Zadeh in 1965, is a very human concept, potentially applicable 

to a wide range of processes and tasks that require human intuition and experience Fuzzy logic 

can be applied by means of software, dedicated controllers or fuzzy microprocessors embedded 

in digital products [26][47].  

Proportional Integral Derivative (PID) controller is simple to implement and widely used in 

industrial applications but exhibits poor performance when applied to a system containing 

nonlinearities. Fuzzy logic based pre compensator for PID controller has recently yielded a 

very positive result that it is the best solution for time-varying, nonlinear, dynamic, and ill-

understood processes. They have superior performance compared to conventional PID control. 

1. It can be configured to fail safely. Therefore, it is naturally robust as it doesn't need 

exact, noise-free inputs. Despite a wide range of input fluctuations, the output control 

function is smooth. 

2. It is simple to tune and modify to improve or significantly change system performance. 

By creating the proper regulating principles, new Sensors can be easily added to the 

system. 

3. This makes the sensor inexpensive and imprecise, thus keeping the overall system cost 

and complexity low.  

4.  Any reasonable number of inputs (1–8) or more can be processed, and various outputs 

(1-4 or more) can be produced thanks to the rule-based operation. 

5.1.1 Membership Functions 

A graphic representation of the degree of each input's participation is the membership 

function. It defines functional overlap between inputs, assigns weights to each 

processed input, and eventually produces an output response. 
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Shape 

Triangular is common, but Bell, trapezoidal, and exponential have also been utilized, 

though triangular is more typical. Greater computational cost is needed to accomplish more 

sophisticated functions, such as height or magnitude (generally 1), width shouldering 

Center Points Overlap (N & Z, Z & P normally around 50% of width), etc. By inserting the 

chosen input parameter (error or error dot) into the horizontal anise and projecting vertically 

to the upper boundary of the membership function, the Degree of membership (DOM) is 

obtained (s). 

Inferencing 

Before being sent to the defuzzification process to develop precise output. There are 

numerous approaches to inference. The highest rule is chosen using the Max-Min approach, 

which evaluates the magnitudes of each rule. The result of the MAX- DOT and MAX- 

PRODUCT technique is the horizontal coordinates of the "fuzzy" Centroid of the 

composite are under the function (s), which are scaled for each member function to fit under 

its corresponding peak value. The member functions (s) are essentially shrunk to perform 

their respective functions (i.e., "Negative," "Zero," and "Positive"). This approach 

generates a smooth, continuous output by combining the effects of all active rules. 

Another strategy that is effective but falls short of increasing the weighting of additional 

rule votes per output member function is the averaging method. Averaging, for instance, 

won't take into account the difference between three "Negative" rules and one "Zero" rule 

that both triggers. Since the sum of the two averages is 0.5. The average of each function 

is clipped, and the "fuzzy" centroid is calculated 

The Root- Sum- Square (RSS) approach calculates the "fuzzy" centroid of the composite 

region by combining the impacts of all relevant uses, scaling the functions at their 

respective magnitudes. This approach has more mathematical complexity than alternative 

approaches 

5.1.2 Defuzzification 

By merging the inference process's outcomes and then contrasting the area's "fuzzy centroid," 

it is possible to defuzzify the data and get a clear output. Added after being weighted by the 

center points of each output membership function. 
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5.2 Designing of Fuzzy Logic Controller 

The fundamental setup of a fuzzy logic controller (FLC) is shown in Figure 5.1. A set of if-

then rules of human specialists have accumulated about resolving specific situations are stored 

in the rule base. It serves as a resource for the fuzzy inference system, which selects the rules 

most applicable to the circumstances at hand and then implements the actions that these rules 

recommend. As suggested by its name, the input fuzzifier accepts crisp numerical inputs and 

transforms them into the fuzzy form required by the fuzzy inference system. The fuzzy 

inference system's findings are combined and transformed into crisp numeric values as control 

actions via the defuzzification interface at the output [26]. 

 

Fig: 5.1 a simple fuzzy logic control system block diagram 

5.2.1 Control Structure of Fuzzy Base PID Controller  

Figure 5.2 shows the basic control structure. The structure consists of a conventional PID 

control structure together without a fuzzy structure [73]. 

 

Fig: 5.2   Basic control structure of FLC-based PID Controller 

The fuzzy-based controller uses the command input ( )m kY  and the plant output 
pY  to generate 

a pre-compensated command signal  ,

mY  described in the following equations. 
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  ( ) ( )m k p ke k Y Y   

     1e k e k e k     

     ,k F e k e k    

( ) ( )' ( )m k m kY Y k   

In the above  e k  is the tracking error between the command input ( )m kY  and the plant output 

 p kY  

 e k  = is the change in the tracking error 

   ,F e k e k    = is a non-linear mapping of  e k  and  e k  on fuzzy logic. 

 (k) F ( ), ( )e k e k     represents a compensation or correction term so that compensated 

command signal 
 

,

m kY  is simply the sum of the external command 
 m kY  and ( )k  

F = Fuzzy Controller 

The correction term ( )k  is based on the error  e k  is the change of error  e k . The 

compensated command signal 
 

,

m kY  is applied to a conventional PID Controller. 

The equations of governing the PID controller as follows: 

' ' '( ) ( ) ( )m pe k y k y k   

' ' 'e ( ) e ( ) e ( 1)k k k     

' ' ' 'U(k) U(k 1) K e ( ) e ( ) ( e ( )) e ( 1)p i dk K k K k k       
                    (5.1)

 

The quantity ' ( )e k - is the pre-compensated tracking error between the pre-compensated 

command input 
 

,

m kY  and the plant output 
 p kY  

               
'e ( )k - is the change in the pre-compensated tracking error 

                 U(k) - is the command applied input to the plant 

The purpose of the fuzzy controller is to modify the command signal to compensate for the 

overshoot and undershoot present in the output response when the plant has unknown 

nonlinearities. Such nonlinearities can significantly overshoot and undershoot if a conventional 

PID control scheme is used. 
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5.2.2 Fuzzy Logic Tool Box Tools:-   

The Fuzzy Logic Toolbox for use with MATLAB is a tool for solving problems with fuzzy 

logic. Fuzzy logic itself is a valuable engineering tool because it does a good job of trading off 

between significance and precision—something that humans have been doing for a very long 

time 

1. The Fuzzy Inference System or FIS Editor. 

2. The Membership Function Editor: The editor defines the Membership Function to each 

variable's shapes. 

We can display and edit all the membership functions associated with all the input and 

output variables for the entire fuzzy inference system. 

3. The Rule Editor: The Rule Editor is used to modify the list of rules that specify how the 

system behaves. 

4. Rule Viewer: The active rules can be seen in the Rule Viewer, as well as how different 

membership function shapes impact the outcomes. 

5. The Surface Viewer: The Surface Viewer is used to show how one output is dependent 

on any one or more inputs. Instead of altering the FIS, the Rule Viewer and Surface Viewer 

are utilized for viewing. These tools are entirely read-only. 

These GUIs are dynamically linked, as shown in figures (5.3), (5.4), (5.6), (5.7), and (5.8); any 

modifications we make to FIS utilizing one of them will have an impact on any open GUIs. 

For any given system, we can have any or all of them available. 

5.2.3 Importing and Exporting from the GUI Tools 

When one saves a fuzzy system to disk, one can save it in an ASCII text FIS file representation 

of that system with the file suffix .fis. This text file can be edited and modified and is simple 

to understand. When one saves his/her fuzzy system to the MATLAB workspace, he/she 

creates a variable (whose name he/she chooses) that will act as a MATLAB structure for the 

FIS system. FIS files and FIS structures represent the same system. 
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Fig: 5.3 Overview of fuzzy toolbox inference system 

The Fuzzy Logic Toolbox includes the following five main GUI tools for creating, editing, 

and viewing fuzzy inference systems: 

 

Fig: 5.4 The FIS Editor 
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Fig: 5.5 Rule Editor 

 

Fig: 5.6 Rule Viewer 



94 
 

 

Fig: 5.7 Surface Viewer 

 

Fig: 5.8 Membership function editor 
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5.2.4 Rule-Base Matrix of the PID like FLC  

In the following, we shall discuss the nature of the rules contained in the PID-like FLC rule 

base. The typical response of the second-order and third-order systems is shown [26]: 

 

Fig: 5.9 Output response of plant with ZNPID controller for observation of deriving fuzzy 

control rules. 

We can see from the equation of tuning a PID controller using the Zeigler Nichols approach 

that when the parameter increases, the proportional gain Kc emerges, leading to a significant 

PID control action. On the other hand, the same results can also be obtained. Therefore, based 

on the step response (as depicted in Figure 5.9), we may draw the following conclusions about 

tuning the parameter a: since there is a significant system error at the beginning (point a1), a 

more controlled action is needed to provide a quick rising time. According to the relations 

between tuning the parameter a and the proportional gain Kc, integral gain Ti, and derivative 

gain Td, one should give a big value a; Around the point b1 in Figure 5.9, a small control action 

is expected to avoid a large overshoot and a small value a is requested; Along with the 

decreasing of system error gradually, the control action should go to a steady state. Therefore 

the tuning parameter should not be regulated again. From the above analysis, the tuning 

parameter (a) should gradually be reduced from a big value to a small value during the step 

response. Since the fuzzy method has the ability to reason from the system error and the change 

of error, it can be utilized online to regulate the parameter properly. 

The FLC design is very user-friendly and transparent. Depending on how close the answer is 

to the set point, the rule base implements the relevant control action (i.e. error and derivative 

error). 
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Fig 5.10: The Polarity of the Temperature Vector 

For instance, one can consider the polarity and magnitudes of e and e as temperature vectors 

with defined directions and velocities at every kth sampling period. The response is below the 

set point when the error has a positive polarity and above the set point (or in an overshoot state) 

when the mistake has a negative polarity, as shown in Figure 5.10. A suitable control action is 

implemented depending on the plant's velocity of convergence to the set point after determining 

the relative position from the set point. For instance, the reaction moves very quickly towards 

the set point when e is negative, and the magnitude is big. A significant negative control action 

is used to stop and slow the response. 

Figure (5.10) above illustrates the effectiveness of having direct control over the error and 

change of error in driving the temperature to a prescribed set point. 

Table:-5.1 Prototype of fuzzy control rules, with term sets 

 

 

There are seven phases to the system reaction. 49 rules are split for the fuzzy logic controller 

presented in table 5.3 depending on whether the output is increasing or decreasing. For a first 
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order plus time delay system with high static gain, these 49 rules are adequate to address any 

scenario. 

The linguistic variables used in the membership functions are described in Table 5.2 

 

Table: 5.2 Linguistic variables in the fuzzy inference system 

 

 
 

Table 5.3: IF-THEN Rules base for fuzzy logic controller 

 

 

Figure (5.11) shows the Simulink representation of temperature control of IR heater using 

Fuzzy logic controller 

 

Fig 5.11: Implementation of fuzzy logic controller with plant using Simulink 
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Fig: 5.12 Step response of Fuzzy logic Controller for Ceramic IR Heater 

According to the simulation findings (peak overshoot, peak overshoot, settling time, and 

 rise time) the fuzzy logic-based PID controller has a good response. 

 

Table: 5.4 Performance table of Fuzzy Logic based Controller for Ceramic IR heater control 

Performance Rise 

Time 

(Tr) 

Peak 

Overshoot(Mp) 

Peak 

Time(Tp) 

Settling 

Time(Ts) 

ISE IAE 

FLC based 

PID 

576.47 0 2500 1071 176.4 307.4 

 

5.3 Genetic Algorithm (GA) 

A stochastic global search technique called genetic algorithms (GA) imitates the course of 

natural evolution. One technique for optimization is this one. This approach was initially 

presented in the United States by John Holland in 1970 at the University of Michigan. 

Computational systems have improved their performance throughout time, making them 

desirable for particular types of optimization. The workings of natural selection, in which 

stronger individuals are probably the victors in a competitive context, are the basis for genetic 

algorithms. The definition of a genetic algorithm is given in [72]: 

The genetic algorithm has three major components. The first component is related to the 

creation of an initial population of m randomly selected individuals. The initial population 
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shapes the first generation. The second component input m individuals and gives an output an 

evaluation for each of them based on an objective function known as the fitness function. This 

evaluation describes how close to our demands each one of these m individuals is. Finally, the 

third components are responsible for formulating the next generation. A new era is formed 

based on the fitness of individuals of the previous one. 

Typically, a chromosome—a binary string—or a real-valued number indicates the population 

or mating pool. The objective function evaluates and measures how successfully a person 

executes a task. The objective function gives each person a corresponding number called edits 

fitness. Each chromosome's fitness is evaluated, and the survival of the fittest principle is used. 

A genetic algorithm has three primary stages: reproduction, crossover, and mutation. 

Every chromosome is evaluated for fitness throughout the reproduction phase. This factor is 

utilized to create bias in favor of fitter candidates throughout the selection process. Like in 

natural evolution, a fit chromosome is more likely to be chosen for reproduction. This keeps 

happening till the selection requirement is satisfied. Thus, an individual's likelihood of being 

chosen correlates with its fitness level, ensuring that fitter individuals are more likely to have 

children. The most suitable strings should start to take control after being selected for repetition 

multiple times. 

The crossover algorithm is started after the selection step is finished. In an effort to retain the 

beneficial aspects of the old chromosomes and produce superior new ones, the crossover 

procedures swap specific portions of the two selected strings. On the basis of the presumption 

that, on average, some persons' gene codes generate fitter humans, genetic operators directly 

alter the features of a chromosome. The crossover probability shows how frequently crossing 

occurs. There is a 0% chance that the children will resemble their parents exactly. A 100% 

chance indicates that every generation will be made up completely of brand-new children. 

By themselves, selection and crossover will produce a lot of different strings. There are, 

however, two significant issues with this: 

1. The first strings may not have enough diversity to guarantee that the GA explores the whole 

problem space, depending on the beginning population selected. 

2. The GA could converge on sub-optimal strings due to a poor initial population selection. 

The addition of a mutation operator to the GA might be able to solve these issues. A mutation 

is a sporadic, random change in a string position's value. In the genetic algorithm, it is regarded 

as a background operator. Because a high mutation rate would eliminate fit strings and turn the 

genetic algorithm into a random search, the chance of mutation is typically modest. For 

example, for a probability of 0.1%, one string out of every thousand will be chosen for 
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mutation. Mutation probability values of around 0.1% or 0.01% are typical; these values 

describe the probability that a specific string will be selected for mutation. A string is chosen 

for mutation after that. The procedure of evaluation of generation N and production of 

generation N+1 (based on N) is iterated until a performance criterion is met. The creation of 

offspring based on the fittest individuals of the previous generation is known as breeding. The 

breeding procedures include three basic genetic operating ones: reproduction, crossover, and 

mutation. 

Reproduction selects probabilistically one of the fittest individuals of generation N and passes 

it to generation N+1 without applying any changes to it. On the other hand, crossover selects 

probabilistically two of the fittest individuals of generation N; then in a random way chooses a 

number of their characteristics and exchanges them in a way that the chosen characteristics of 

the first individual would be obtained by the second and vice versa. Following their procedures 

creates two new off spring that both belong to the new generation. Finally the mutation selects 

probabilistically one of the fittest individuals and changes a number of its characteristics in a 

random way. The offspring that comes out of this transformation is passed to the next 

generation. 

As it has been stated, each individual has a certain number of characteristics. For these 

characteristics, the term genes are used. Furthermore, according to the biological paradigm, the 

set off of an individual's genes forms its chromosome. Thus each individual is fully depicted 

by its chromosome, and a set of m chromosomes can fully describe each generation. 

Comparing genetic algorithms to more conventional search and optimization methods reveals 

significant differences. 

The five main differences are: 

1. Unlike conventional algorithms, genetic algorithms scan a population of points concurrently. 

2. The only factors that affect the direction of the search in genetic algorithms are the goal 

function and matching fitness levels. Genetic algorithms do not require derivative information 

or other auxiliary knowledge. 

3. Instead of deterministic rules, genetic algorithms employ probabilistic transition rules. 

4. A parameter set's encoding, not the parameter set itself, is what genetic algorithms work on 

(except where real-valued individuals are used). 

5. A number of genetic algorithms may provide the final answer to a particular problem, and 

the user is free to select one. 
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The way that a conventional GA works by combining the three components (reproduction, 

crossover and mutation) described above is depicted in the following flow charts figure 

(5.13)[43]: 

5.3.1 Conventional Genetic Algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 5.13 Basic Flow Chart of Genetic Algorithm 

The GA's flowchart makes it abundantly evident that every member of a new generation is the 

result of a reproduction, crossover, or mutation activity. A probabilistic schema is used to select 

the operation that will be used each time [146]. Each one of the three operations is related with 

a probability
reproductionP  

crossoverP and 
mutationP in a way that 

reproductionP  + 
crossoverP + 

mutationP = 1                                (5.2) 
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5.3.2 Design of PID Controller using Genetic Algorithm  

Drafting the objective function is the most challenging step in developing a genetic algorithm. 

The optimum PID controller for the system must be evaluated using the objective function, as 

shown in figure (5.14). An objective function could be developed to identify a PID Controller 

that provides the smallest overshoot, quickest setting time, or fastest rise time. [39]. 

 

 

 

 

 

 

 

 

Fig: 5.14 Block diagram of PID tuning using GA 

 

The objective function receives one copy of each chromosome from the population at 

a time. The chromosomes are then assessed and given a number to represent their 

fitness; the higher the number, the higher the fitness of the chromosomes. A new 

population made up of the fittest individuals is created by the genetic algorithm using 

the fitness value of the chromosomes. The P, I, and D words on each chromosome are 

made up of three distinct strings. The three terms of the chromosome are separated 

when it enters the evaluation function. The system transfer function and the newly built 

PID Controller create a unity feedback loop. As a result, the program's compilation time 

will be reduced. 
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5.3.3 Flow Chart of GA for PID Tuning 

 The flow chart for PID tuning based on GA is shown in figure (5.15). 

 

Fig: 5.15 Flow chart of GA for PID Tuning 

5.3.4 Performing the Genetic Algorithm  

The genetic algorithm is compiled using the command shown below. The function ‘ga.m’ will 

evaluate and iterate the genetic algorithm until it fulfills the criteria described by its termination 

function. 

Performing the GA 

 

 

% performing the genetic algorithm 

 

[x,endPop,bPop,traceInfo]=ga(bounds,evalFN,evalOps,startPop,opts,... 

termFN,termOps,selectFN,selectOps,xOverFNs,xOverOps,mutFNs,mutOps); 
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Once the genetic algorithm is completed, the above function will return four variables: 

x = the best population found during the GA. 

endPop = The GA.s final population. 

bestPop = The GA.s best solution tracked over generations. 

traceInfo = The best value and the average value for each generation. 

For most applications of the genetic algorithm to optimize the problem, the real coding 

technique is used to represent a solution of a given system. According to control adjectives, 

three parameters Kp, Ki, and Kd, of a PID controller are required to be designed in this 

research. The step involved in creating and implementing the programming is as follows: 

a. Generate an initial, random population of the individual for the fixed size. 

b. Evaluate their fitness (to minimize integral absolute error) 

c. Select the fitness members of the population. 

d. Execute mutation operation with low probability 

e. Select the best chromosomes using competition and selection 

f. The process ends if the termination criteria are reached (fitness function). 

g. If the termination criteria not reached, search for another best chromosome. 

5.3.5 GA tuning parameters 

Table: 5.5 GA tuning parameters 

Population Size 100 

Fitness Function IAE 

Selection Method Stochastic Uinorm 

Crossover Method Airthmetic 

Crossover Fraction 0.65 

Mutation Method Uniform 

Mutation Probability 0.01 
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Fig: 5.16 Best Fitness function for parameter by GA method 

The PID controller's ideal parameters are created using GA. The best fitness function 

determined after 30 generations of genetic operation is depicted in figure (5.16), and the ideal 

parameters are  pK =1.3994, 
iK = 0.0056, and  

dK =  6.9151. 

The Simulink module frame utilized for simulation is shown in figure (5.17) 

 

Fig: 5.17 Simulink model for GA based PID controller 
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  Figure (5.18) displays the step response of the GA-based algorithm for the IR heater with 

unity feedback.

 

Fig: 5.18 Step response Using GA based PID controller 

We observe the output response having overshoot and fast settling time. The PID controller 

based on GA optimization technique considerably suppress down the undesired overshoot and 

attain short rise time as well as satisfactory settling time. 

The simulation results show how the GA-based PID controller, which is provided, responds in 

terms of rising time, peak time, settling time, and peak overshoot. in Table 5.6. 

Table: 5.6 Performance table of GA based PID controller for Ceramic IR heater control 

Performance Rise 

Time 

(Tr) 

Peak 

Overshoot(Mp) 

Peak 

Time(Tp) 

Settling 

Time(Ts) 

ISE IAE 

GA based 

PID 

58.45 11.92 166.84 245.71 66.95 89.37 

 

5.4 Particle Swarm Optimization (PSO) 

In 1995, Drs. Eberhart and Kennedy created the population-based stochastic optimization 

method known as particle swarm optimization (PSO), which was motivated by the social 

behavior of fish schools and bird flocks [30]. 
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Each particle keeps track of the coordinates that are connected to the best solution (fitness) it 

has so far found to the problem. It is known as this value pbest. The best value so far attained by 

any of the particle's neighbors is another "best" value that the particle swarm optimizer keeps 

track of. The name of this place is "Ibest ". A particle's best value is referred to as a global best 

gbest when it uses the entire population as its topological neighbors. 

The idea behind particle swarm optimization is to adjust each particle's velocity in the direction 

of its pbest and Ibest locations at each time step. Separate random numbers are created for 

acceleration toward and acceleration at sites, and these random numbers are used to weight 

acceleration. 

PSO is based on two fundamental disciplines: social science and computer science. In addition, 

PSO uses the swarm intelligence concept, which is the property of a system where by the 

collective behaviors of unsophisticated agents that are in tracking locally with their 

environment create coherent global functional patterns. Therefore, the common terms of PSO 

can be described as follows: 

1. Social concept: - It is known that “human intelligence results from social interaction”. 

Evaluation, companionship, imitation of others, and learning from experience allow 

humans to adapt to the environment and determine optimal patterns of behavior, 

attitudes, and suchlike. In addition, a second fundamental social concept indicates that 

“Culture and Cognition are inspirable consequences of human sociality”. Culture is 

generated when individuals become more similar due to mutual social learning. The 

sweep of Culture slows individuals to move towards more adaptive behavior patterns. 

2. Swarm intelligence principles:- Swarm Intelligence can be described by considering 

five fundamental principles 

a) Proximity principles: The population should be able to carry out simple space and 

time computations. 

b) Quality principles: The population should be able to respond to quality factors in the 

environment. 

c) Diverse response principle: The population should not commit its activity along 

excessively narrow channels. 

d) Stability principle: The population should not change its mode of behavior every time 

the environment changes. 

e) Adaptability principle: The population should be able to change its behavior mode 

when it is worth the computational prince. 
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The notion of the particle swarm optimization entails altering the acceleration of each particle 

towards its pbest and Ibest (for Ibest version). With distinct random values being created for 

acceleration toward and places, acceleration is weighted by a random term. The following 

equation is used by the particle to update its position and velocity after determining the best 

values. 

                 1* * 2* *
best best

V id v id C r id id x id C r id id x idp g              (5.3) 

     x id x id v id                                                                                                     (5.4) 

Where  

 v id =      Particle- velocity 

 x id = Current- particle 

 r id = random number between (0, 1) 

C1 & C2= learning factor usually C1=C2 

The Pseudo code of the procedure is as follows 

For each particle 

Initialize particle 

END 

DO 

For each particle, Calculate the fitness value 

If the fitness value is better than the best fittest value (
bestp ) in history 

Set the current value as the new 
bestp  

END 

Choose the particle with the best fitness value of all the particles as the 
best

g  

For each particle 

Calculate particle velocity according to equation (a) and update particle position 

according equation (b) 

END 
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While maximum interactions or minimum error criteria is not attained. In order to find the new 

solutions, the swarm of particles traverses the d-dimensional problem space after being 

initialized with a population of random candidate solutions. The fitness, f: can be estimated as 

a measure of particular traits. A position represents the position of each particle-vector present 

(the particle's index is I, and its velocity is represented by a velocity- vector. The best position 

vector among the swarm is saved in a vector following each interaction. Equation determines 

the updating of the velocity from the prior velocity to the new velocity vector (5.5). The sum 

of the prior location and the new velocity is then used in an equation to determine the new 

position (5.6). 

      

( ) 1 1 ( )

2 2

( ) * * ( )

*

ij

ij

ij ij old best old

ij best ij

velocity new w velocity C rand p

present old C rand g old present old

 

  
                                     (5.5) 

     presentij ij ijnew present old velocity new                                                      (5.6) 

 

Here, w stands for the inertia weight, and the random values are typically selected from [0, 1]. 

is a positive constant that is referred to as the co-efficient of the self-recognition component. 

It is also a positive constant that is referred to as the co-efficient of the social component. A 

particle uses equation (a) to choose where to concentrate its efforts while taking into account 

both its own experience and the experience of the particle in the swarm that has had the most 

success. With a range of [-S, S], the particle searches for solutions in the issue space in the 

particle swarm model (If the range is not symmetrical, it can be translated to the corresponding 

symmetrical range). The maximum moving distance during one encounter must be limited to 

the maximum velocity to effectively lead the particles in the search space. 

 max max,velocity velocity  given in equation (5.7):- 

   maxmin /ij ij ijvelocity Sign velocity velocity velocity                                                  (5.7) 

The value of 
maxV is p s, with 0.1=P=1.0 and is usually selected to be s, i.e. p=1. 

5.4.1 Parameters and Tuning of PID in PSO 

PSO doesn't require the initialization of many parameters. The initialization procedure is really 

straightforward. The parameters and initialization procedure for PSO are listed in this section. 

The number of particles:. The quantity of the particles must be taken into account. A good 

particle number range for the majority of practical applications is typically [20, 40]. 10 
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particles is often a significant number that is adequate to achieve the best results. When 

faced with challenging issues, the option of 100 or 200 particles is also available. 

Inertia weight: -  

In order to encourage broad exploration of the search space, the inertia weight is initially 

set as a constant, and the parameters are gradually reduced to obtain more optimal solutions. 

The ideal inertia weight is taken around 1.2, and as the algorithm develops, and value 

steadily decreases to 0. 

Learning factors: Self-recognition and social component parameters and co-efficient are 

not absolutely necessary for PSO convergence. Adjusting these learning vectors to 

encourage convergence and lessen local minima is possible. Although it is frequently 

chosen as the value for these factors, some experimental findings suggest that it might yield 

even better outcomes. 

Range and dimension of particles: -    

Based on the optimization problem, the particle dimension and range are chosen. For 

various particle dimensions, different ranges can be selected. 

maxvelocity : - The maximum change by one particle that can be taken during one interaction 

is defined as the maximum velocity and denoted as
maxvelocity . Usually, the range of 

particles is set to the maximum velocity. For instance, if a particle belongs to the range [-

5, 5], then the maximum velocity is 10. 

5.4.2 Implementation of PSO- PID Controller 

The PID Controller using the PSO algorithm was developed to improve the step transient 

response of a typical plant. It was also called the PSO- PID Controller. The PSO algorithm was 

mainly utilized to determine three optimal controller parameters K ,Kp i and 
dK  such that the 

controller system could obtain a good step response output [6][34].  

Apply the PSO approach next to find the controller parameter; individual k is used in place of 

particle and population is used to define group. There are three members in an individual 

because of the three controller parameters ,p iK K   and
dK  because of the fact that these 

members have real values. The dimension of a population is nx3 if there are n individuals in a 
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population of three. The reduction of performance requirements in the time domain can be 

achieved with a good step response and a set of good control parameters 

5.4.3 Flowchart of PSO for PID Tuning 

 The flow chart for PID tuning based on PSO is shown in figure (5.19) 

 

 

 

                                                                                                                                                                                                             

 

 

 

 

 

 

 

Fig: 5.19 Flow chart of PSO-based PID Controller tuning 

5.4.4 PSO Tuning Parameters 

Table: 5.7    PSO tuning parameters 

Population Size 20 

No. of Iteration 50 

Velocity Constant,C1 2.5 

Velocity Constant, C2 1.6 
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Fig: 5.20 Best Fitness function for the parameter by PSO method 

Optimal parameters are designed based on PSO. After 70 generations of genetic operation, the 

best fitness function is shown in figure(5.20), and  the optimal parameters are pK = 1.2743,  
iK

= 0.0045, and 
dK =6.1043. 

The Simulink module frame utilized for simulation is shown in figure (5.21) 

 

Fig: 5.21 Simulink model for PSO based PID controller 
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Figure (5.22) displays the step response of the PSO-based algorithm for the IR heater with 

unity feedback 

 

Fig: 5.22 Step response Using PSO-based PID controller 

We observe the output response having an overshoot and fast settling time. The PID controller 

based on the PSO optimization technique considerably suppresses the undesired overshoot and  

Rising time, peak time, settling time, and peak overshoot simulation results show that the PSO-

based PID controller shows response is shown in Table( 5.8) to achieve both a quick rise time 

and a good settle time. 

Table: 5.8 Performance table of PSO-based PID controller for Ceramic IR heater control 

Performance Rise 

Time 

(Tr) 

Peak 

Overshoot(Mp) 

Peak 

Time(Tp) 

Settling 

Time(Ts) 

ISE IAE 

PSO based 

PID 

69.47 4.66 172.2 222.98 68.92 89.3 

 

5.5 Bacterial Foraging Optimization (BFO) 

The genuine bacteria move about while foraging thanks to a series of tensile flagella. When a 

bacteria is foraging, it performs two main tasks: swimming and tossing around, which are made 

possible by flagella. Each flagellum tugs on the cell when the flagella are rotated in a clockwise 
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orientation. As a result, the flagella begin to move independently, and the bacteria eventually 

tumbles less frequently than it would in an unfavorable environment where it would constantly 

tumble in search of a nutritional gradient. The bacterium can swim incredibly quickly by 

rotating its flagella in an anticlockwise way. In the algorithm outlined above, bacteria engage 

in chemotaxis, where they choose to travel in the direction of a gradient of nutrients and avoid 

an unpleasant environment.  

  

Fig: 5.23, Swim and tumble of a bacterium 

 When they have enough nourishment, they grow longer and when the temperature is 

right, they split in half to form an exact duplicate of themselves. Passino developed an event 

of reproduction in a bacterial foraging optimization algorithm as a result of this phenomena  

The whole algorithm's pseudo-code is presented here, with a brief discussion of each step 

[59]. 

Chemotaxis 

This procedure mimics the swimming and tumbling motion of an E. coli cell via its flagella. E. 

coli has two ways in which it can migrate biologically. It can swim continuously in one 

direction for a while, or it can tumble. It can switch between these two actions during its 

lifetime. Assume that a bacterium is represented by it at the jth chemotactic, kth reproductive, 

and lth elimination-dispersal steps. is the magnitude of the step in the arbitrary direction 

indicated by the tumble (run length unit). The movement of the bacteria can then be modeled 

by computational chemotaxis. 
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Where    indicates a vector in the random direction whose elements lie in [-1, 1] 

Swarming: 

When placed amidst a semisolid matrix containing a single nutrient chemo effecter, a group of 

E. coli cells exhibits an intriguing group behavior where they organize themselves into a 

traveling ring by migrating up the nutrient gradient. When driven by an abundance of succinate, 

the cells release the attractant aspartate, which aids in group formation and the movement of 

densely packed swarms of bacteria. The following function may serve as a representation of 

the cell-to-cell signaling in the E. coli swarm. 

 
1

( , ( , , ) ( , ( , , )
S

i

cc cc

i

J P j k l J j k l  



                                                                                      (5.8) 

( 2tan ( )
1

1 tant

w iPattrac t m mme

S

cc

i attrac

J d
 


 



 
  

 
 +  ( 2repellan ( )

1
1 repellant

w iPt m mme

S

i

h
 


 



 
 
 

                                   

(5.9)

 

where ( , ( , , )ccJ P j k l  is the objective function value to be added to the actual objective 

function (to be minimized) to present a time-varying objective function, S is the total number 

of bacteria, p is the number of variables to be optimized, which are present in each bacterium 

and 
1 2 3[ , , ........, P      is the point in p dimensional, search domain.  

Reproduction While each of the healthier bacteria (those generating lower values of the 

objective function) asexually splits into two bacteria, which are subsequently implanted in the 

same spot, the least healthy bacteria eventually die. This maintains the swarm's size. 

Elimination and Dispersal 

Various factors, such as a major local temperature rise that wipes out a population of bacteria 

that is currently living in an area with a lot of nutrient gradients, can cause gradual or abrupt 

changes in the local environment where a bacterial colony resides. Events may unfold in such 

a way that they eliminate all the bacteria in a particular area or disperse a population into a 

different area. 
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Size of population ‘S’: Increasing S can significantly increase the computational complexity 

of the algorithm. However, for larger values of S, it is more likely at least some bacteria near 

an optimum point should be started, and over time, it is then more likely that many bacteria 

will be in that region due to either chemotaxis or reproduction.  

Length of Chemotactic step ‘ C(i) ’: If  C(i)  are too large, then if the optimum value lies in a 

valley with steep edges, the search will tend to jump out of the valley, or it may simply miss 

possible local minima by swimming through them without stopping. On the other hand, if C(i)  

are too small, convergence can be slow, but if the search finds a local minimum, it will typically 

not deviate too far from it. C(i)  is a sort of a “step size” for the  algorithm.  

Chemotactic step ‘Nc’: If the size of Nc is chosen to be too short, the algorithm will generally 

rely more on luck and reproduction, and in some cases, it could more easily get trapped in a 

local minimum (premature convergence). Ns creates a bias in the random walk (which would 

not occur if Ns = 0), with large values tending to bias the walk more in the direction of climbing 

down the hill.  

5.5.1 Algorithm for Bacterial Foraging Optimization-Based Design: 

The search procedures of the proposed BFO-PID controller are as follows:- 

Step 1) 

Initialize parameters S ,D , N s
, 

cN  , 
reN ,

edN  , 
edP  ,   ,C(i), 

AttractD  , 
AttractW , repellantD  and 

repellantW , where 

 S: Number of bacteria to be used for searching the total region. 

 D: Number of parameters to be optimized. 

N s
: Swimming length, after which the tumbling of bacteria will be done in a 

chemotactic step. 

 
reN : Maximum number of reproductions to be undertaken. 

 
edN : Maximum number of elimination-dispersal events to be imposed over the bacteria. 

 
edP : Probability with which the elimination-dispersal will continue. 

  : The location of each bacterium which is specified by random numbers on [0,1] 

 C(i) : This is the chemotactic step size assumed constant for our design. 

Step 2) 

 Elimination-Dispersal loop : l=l+1 

 

Step 3) 

 Reproduction loop : k = k+1 
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Step 4) 

 Chemotaxis loop : j = j + 1 

 a) For i = 1,2,3,4..........S, take a chemotactic step for i as bacterium follows. 

b) Compute  , , ,J i j k l , let  , , ,J i j k l  =  , , ,J i j k l + ( ( , , ), ( , , ))i

ccJ j k l P j k l  (i.e. 

add on the cell-to-cell attractant effect to the nutrient concentration). 

 c) Let 
LastJ  =  , , ,J i j k l  to save this value since we may find a better cost via the run. 

d) Tumble: Generate a random number vector    (i)  PR  with each element  m(i) 

, m= 1,2,3,.........D, a random number on [-1,1]. 

 e) Move: Let 

 ( 1, , )i j k l   = ( , , )i j k l  + C(i)* (i) / (sqrt( ( )* ( )))T i i    

 This results in a step of size C(i)  in the direction of the tumble for bacterium i. 

 f)  Compute  , , ,J i j k l , and then let  , , ,J i j k l  =  , , ,J i j k l  + 

( ( , , ), ( , , ))ccJ j k l P j k l  

g) Swim : note that we use an approximation since we decide the swimming behavior 

of each cell as if the bacteria numbered {1,2,.......,i} have moved and {i+1,i+2,i+3......S} 

have not; this much is simpler to simulate than simultaneous decisions about swimming 

and tumbling by all the bacteria at the same time: 

 - Let m = 0 (counter for swim length). 

 - While m< N s
 (if have not climbed down too long) 

                  .Let m= m+1 

                         .If  , , ,J i j k l  < 
LastJ  (if doing better), let 

                                                       
LastJ  = J(i,j+1,k,l) and let 

                                           ( 1, , )i j k l   = ( , , )i j k l + C(i)* (i) / (sqrt( ( )* ( )))T i i    

 and use this ( , , )i j k l  to compute the new J(i, 1, , )j k l  as we did in f). 

 .Else, let m = N s
, this is the end of the while statement. 

h)  Go to next bacterium (i+1) if ‘i’ is not equal to S(i.e, go to (b)) to process the next 

bacterium. 

Step 5) 

If j < 
cN  go to step 3. In this case, continue chemotaxis, since the life of the bacteria is 

not over. 

 

Step 6) 

 Reproduction: 
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a) For a given k and l,and for each i = 1,2,3,4.......S, let 
i

HealthJ  = ( , , , )J i j k l  be the 

healt of bacterium ( a measure of how many nutrients it got over its lifetime and how 

successful it was at avoiding noxious substances). Sort bacteria on chemotactic 

parameters C(i)  in order of increasing cost 
HealthJ  (higher cost means lower health). 

b) The 
rS  bacteria with highest  

HealthJ  values die and the other 
rS  bacteria with the 

best values split and the copies that are made are placed at the same location as their 

parent. 

Step 7) 

If k<
reN  , go to step 2. In this case, we have not reached the number of specified 

reproduction steps, so we start the next generation in the next chemotactic step. 

Step 8) 

Elimination-Dispersal: For i = 1,2,3,4.......S, with probability
edP , eliminate and disperse 

each bacterium (this keeps the number of bacteria in the swarming population constant). 

To do this, if we eliminate a bacterium, simply disperse one into a random location in 

the optimization domain. 

Step 9) 

 If l < 
edN  , then go to step 1, otherwise End 

  

The flow chart for PID tuning based on BFO is shown in figure(5.24) 

The block diagram for modifying the PID parameters using BFA in conjunction with the 

SIMULINK model is shown in Figure (5.25). A population of PID should be given to the BFA 

to start. The specification of the designed BFA technique is shown in Table 5.9. 

Table: 5.9 Specification of the BFA 

 

The simulation method combines SIMULINK module and the optimized PID controller using 

bacteria forging model of the system is shown in Figure (5.26). Bacteria Forging optimization 

is used to create the PID controller's optimal parameters. 
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 Fig:5.24 BFO flow chart for PID Tuning 

After 50 generations of bacteria forging operation, the optimal parameters are pK = 1.4652, 

  iK = 0.0071, and dK =-0.0354. 

 The Simulink module frame utilized for simulation is shown in figure (5.26) 
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 Fig:5.25 Block diagram of BPID to IR Ceramic Thermal Plant 

 

Fig: 5.26 Simulink model for BFO based PID controller 

Figure displays the step response of the BFO-based algorithm for the IR heater with unity 

feedback (5.27) 
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Fig: 5.27 Step response Using BFO based PID controller 

We observe the output response having an overshoot and fast settling time. The PID controller 

based on the BFO optimization technique considerably suppresses the undesired overshoot and 

attains short rise time as well as good settling time. 

Rising time, peak time, settling time, and peak overshoot data from the simulation show that 

the BFO-based PID controller exhibits the response shown in Table 5.10  

Table 5.10 Performance table of BFO-based PID controller for Ceramic IR heater control 

Performance Rise 

Time 

(Tr) 

Peak 

Overshoot(Mp) 

Peak 

Time(Tp) 

Settling 

Time(Ts) 

ISE IAE 

BFO based 

PID 

54.43 25.9188 172.03 268.16 72.77 107.7 

 

5.6  Ant Colony Optimization (ACO) 

Designing met heuristic algorithms for combinational optimization issues using the Ant Colony 

Optimization (ACO) paradigm. Since 1991, numerous variations of the fundamental concept 

have been published in the literature, with the first algorithm that can be classified under this 

framework being described in that year [68]. Combining prior knowledge about a potential 

solution's structure with knowledge about the structure of successfully acquired good solutions 
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is the key characteristic of ACO algorithms. Met heuristic algorithms are those that use some 

fundamental heuristics to break out of local optima. These include constructive heuristics that 

start with a null solution and add components to create a good complete solution or local search 

heuristics that start with a complete solution and iteratively modify them. 

ACOs are very well suited for solving various optimization challenges. An artificial ant colony 

cooperates to solve problems, which is an emergent characteristic of the ants' cooperative 

interaction. Based on their shared characteristics with natural colonies, Ant algorithms are 

robust and adaptive. They can be used to solve many optimization problems and several 

variations of the same problem. Artificial ants borrow many characteristics from their natural 

counterparts. Artificial ants have two essential characteristics: they live in colonies of 

cooperative individuals and communicate covertly by leaving behind pheromones. To 

determine the shortest route from a starting location to a destination point, they use a series of 

local moves. 

To identify the best answer, they just use local knowledge and a stochastic decision procedure. 

Artificial ants have been enhanced with various new capabilities not present in actual ants, as 

needed to address a specific optimization challenge. The optimization problem can be solved, 

or at least partially solved, by each individual ant, but the best solution can only be discovered 

when several ants cooperate [9][35]. 

 

Fig: 5.28  Finding by ants path from nest to food source 

It is an emergent outcome of such cooperation since the best answer can only be found by the 

collective cooperation of all the ants in a colony. The ants use pheromones to change the 

environment as a means of indirect communication while looking for a solution. An ant is 
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assigned a beginning state based on a specific problem and travels through a series of 

surrounding states in an effort to discover the shortest path. It travels using a stochastic local 

search strategy based on its internal state, pheromone features, and local information stored in 

the environment. The ants use this private and public information to determine the timing and 

location of pheromone deposition. The amount of pheromone deposited in the majority of 

applications is proportionate. 

ACO depends upon on the pheromone matrix { }ij   for the construction of good solutions. 

The initial values of   are 

0 ( , )ij i j   , where 
0 0                                         (5.10)

 

The probability ( )A

ijP t  of choosing a node j at node i is defined by the equation 
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                    (5.11)

 

At each generation of the algorithm, ant constructs a complete solution after each generation 

starting at the source node 

Where  

 
1

, , ,J P i dnij
k j

   Represent the heuristic function 

and  = Constant that determines the relative influence of the pheromone values and 

heuristic values on the decision of the ant. 

AT = the path effect related by ant A at a given time 

The quality of the pheromone ij on each path may be defined as 

min

0

A

Aij

L

L




 



 If , Ai j T Where                            (5.12) 

AL = the value of the objective function found by ant A. 
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 minL = the best solution carried out by the set of ants until the correct iteration. 

The pheromone evaporation is a way to avoid an unlimited increase of pheromone traits, and 

also it allows the forgetfulness of the bad choice 

     
1

1
NA

A

ij ij ij

A

t P t t  


  
                                     (5.13)

 

Where  

NA= number of ants, P= the evaporation rate 0<P<1, Population size= 100, No. of ants= 10, 

No. of path= 15, Iteration= 100, Fitness function: ISE  

5.6.1 Ant Colony Optimization-Based PID Implementation 

On the basis of experience and plant behavior, the gains of the controller are adjusted through 

a trial-and-error process. Gains are optimized using the ACO method, and the numbers are then 

input into the plant controller. This algorithm's goal is to maximize the PID controller's profits 

for the specified plant [20][21][24]. The integral derivative gain helps to reduce overshoot and 

eliminate steady-state error, whereas the proportional gain causes the controller to react to the 

error. Designing metaheuristic algorithms for combinatorial optimization issues using the ACO 

paradigm. Since the 1991 presentation of the first algorithm that fits under this classification 

framework, numerous diverse variations of the fundamental idea have been documented in the 

literature. 

The combination of a priori knowledge about the structure of a potential solution and 

knowledge about the structure of previously acquired good solutions is the fundamental 

characteristic of ACO algorithms. A local search heuristic that starts with a complete solution 

and iteratively improves some of its components is an example of a metaheuristic algorithm. 

Metaheuristic algorithms are algorithms that, in order to escape from local optima, drive some 

basic heuristics: either a constructive heuristic starting from a null solution and adding elements 

to build a good complete one or a local search heuristic. ACO has been used to solve a number 

of combinatorial issues and is based on how ants communicate indirectly via pheromones while 

foraging. 

 The ACO was modeled by how ant colonies naturally identify food sources and carry them 

back to their nests by creating distinctive path formations. In the ACO algorithm, populations 

of ants are placed into the d-dimensional search space with randomly chosen places while being 
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aware of their current best values and location in the d-dimensional space. The distance 

between each city is modified for both its own pheromone level and that of the neighboring 

ant. 

The conventional fixed gain PID controller is a well-known approach for industrial control 

processes. The proportional gain (Kp), integral time constant (Ti), and derivative time constant 

(Td) are the three key parameters needed to construct this controller [53][69]. On the basis of 

experience and plant behavior, the gains of the controller are adjusted through a trial-and-error 

process. The gains are optimized using the ACO algorithm in the proposed ACO-PID 

controller, and the values are then applied to the plant controller. This algorithm's goal is to 

maximize the PID controller's gains for the specified plant. The integral derivative gain helps 

to reduce overshoot and eliminate steady state error, whereas the proportional gain causes the 

controller to react to the error. 

5.6.2 ACO Algorithm Flow Chart for PID Tuning 

The flow chart for PID tuning based on ACO is shown in figure (5.29) 

 Implementation Algorithm 

Step I. Initialize randomly potential solutions of the parameters Kp, Ki, Kd by using a uniform 

distribution. Initialize the pheromone trail and the heuristic value. 

Step II. Place the Ath ant on the node. Compute the heuristic value associated on the objective 

(minimize the error). 

Step III. Use pheromone evaporation given by equation (5.13) to avoid an unlimited increase 

of pheromone trails and allow the forgetfulness of bad choices. 

Step IV. Evaluate the obtained solutions according to the objectives. 

Step V. Display the optimum values of the optimization parameters. 

Step VI. Update the pheromone according to the optimum solutions calculated at step V. 

Iterate from step II until the maximum of iterations is reached. 

 

Based on Ant Colony Optimization, the PID controller's ideal parameters are created. 

 After 100 generations of ant colony optimization operation, the best fitness function is shown 

in figure (5.30); the optimal parameters are pK =1.92, 
iK = 0.01, and 

dK = 19.8          
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Fig: 5.29 Flow chart of ACO for PID tuning 

We observe the output response having an overshoot and fast settling time. The PID controller 

based on the ACO optimization technique considerably suppresses the undesired overshoot and 

attains short rise time as well as good settling time. The simulation results (rising time, peak 

time, settling time, peak overshoot) demonstrate the response of the ACO-based PID controller, 

which is presented in Table 5.11. 
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Fig: 5.30 Best Fitness function for the parameter by ACO method 

The Simulink module frame utilized for simulation is shown in figure (5.31) 

 

Fig: 5.31 Simulink model for ACO based PID controller 
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The figure displays the step response of the ACO-based algorithm for the IR heater with 

unity feedback (5.32) 

 

Fig: 5.32 Step response Using ACO-based PID controller 

Table: 5.11 Performance table of ACO-based PID controller for Ceramic IR heater control 

Performance Rise 

Time 

(Tr) 

Peak 

Overshoot(Mp) 

Peak 

Time(Tp) 

Settling 

Time(Ts) 

ISE IAE 

ACO based 

PID 

36.80 34.79 132.28 367.31 63.51 94.28 

 

5.7  Simulation Results 

A comparative study has been done using different control techniques to analyze 

the performance of different controllers. First, the conventional PID controller is 

implemented as the primary controller.  
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Table 5.12 Performance of PID, IOPID, Fuzzy Logic Controller, Artificial 

Intelligence based PID, Bio inspired-based PID controller, and FOPID controllers 

 

Parameter ZNO ZNC 
AH-

PID 

CC-

PID 

IOPI

D 
FOPID FLC 

GA-

PID 

PSO

-PID 

ACO-

PID 

BFO-

PID 

Rise Time 21.48 25.4 207.9 21.09 112.4 49.02 576.4 58.45 69.47 36.80 54.43 

Settling 

Time 

675.3 389.3 850.5 1270 613.8 408.2 1071 245.7 222.9 367.3 268.16 

Peak Time 105.0 116.9 504.26 105.1 341.9 143.13 2500 166.8 172.2 132.2 172.03 

Peak 

Overshoot 
80.10 74.7 11.82 103.5 9.8 14.07 0 11.92 4.66 34.79 25.91 

ISE 83.4 80.55 96.58 143.8 66.92 64.98 176.4 66.95 68.92 63.51 72.77 

IAE 142.4 116.4 183.2 269.8 114.8 106.2 307.4 89.37 89.3 94.28 107.7 

 

It has been concluded that the overall performance of FOPID-based controllers is better than 

other controllers. In real-time implementation, the performance of the process control includes 

the time required by the heater to be settled on the initial set-up temperature. The real-time 

controller includes the signal transfer from the temperature sensor for real-time action. The 

temperature warm-up is slow due to the resistance heating element used in the ceramic infrared 

heater. The results obtained for simulation with fractional order PID controller show better 

performance (rise time, settling time, peak time and peak overshoot) than those designed with 

ceramic infrared HFE systems. This work performs a small-scale test measuring controller 

performance so that it serves as a platform for future research efforts leading to the real-life 

implementation of a Ceramic Infrared Heater Temperature control system. 

5.8  Conclusion 

Artificial intelligence techniques are implemented to find the desired results for the Infrared 

heater, Simulink model representation for temperature control of IR heater using Fuzzy logic, 

Genetic Algorithm, and PSO.ACO and BFO are applied in which change in reducing 

overshoot, rise time, and settling time has been seen. 
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CHAPTER 6 

STABILITY ANALYSIS OF FRACTIONAL ORDER FUZZY 

CELLULAR NEURAL NETWORKS WITH LEAKAGE DELAY 

AND TIME-VARYING DELAYS 

 

6.1 Introduction 

Fractional-order calculus has a very long history in pure mathematics. The study of fractional 

calculus can be dated back to 1695; the fractional operator concept was put forward by Leibnitz. 

Fractional calculus, as an extension of usual calculus dates from the late seventeenth century, 

and it is regarded as a generalization of derivation and integration of arbitrary order. Over the 

past few days, the fractional order dynamical system has attracted many researchers in different 

branches, especially science and engineering. Compared to the traditional integer order 

dynamical system, the main distinguished influence of fractional order is that infinite Memory 

and more degrees of freedom because it has nonlocal and weakly singular kernels. For the 

description of memory and hereditary properties of various materials and processes, fractional 

order models have been proven to be an excellent instruments in comparison with classical 

integer order models [109–111]. Actually, the behavior of real world processes generally or 

most likely is governed by fractional-order systems [112–120]. Moreover, fractional-order 

systems are more likely to describe most real-world behaviors than integer-order ones because 

they can provide more practical value and accurate results. Therefore, many researchers have 

paid close attention to studying the dynamical behaviors of fractional-order systems and have 

drawn some wonderful results in the literature [121–125].  Stability has been a hot research 

topic that has drawn much attention from mathematician, physicist, and computer scientists 

and a large number of research are found in the literature [126]. 

 

6.2 Concept of Artificial Neural Networks 

The elementary nerve cell, called a neuron, is the fundamental building block of biological 

neural networks. Its schematic diagram is shown in Figure 6.1. An artificial neuron is a 

computational model inspired by natural neurons. Natural neurons receive signals through 

synapses located on the dendrites or membrane of the neuron. When the signals received are 

strong enough (surpassing a certain threshold), the neuron is activated and emits a signal 
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through the axon. This signal might be sent to another synapse and might activate other 

neurons. 

 

 

Figure 6.1: Biological neural system 

Modern computers cannot equal the cognitive capacities, flexibility, robustness and energy 

efficiency of the human brain. In fact, compared to computers, the brain works slowly (with 

spiking frequency signals of the order of hundreds of hertz) and with apparently low precision 

(individual neural processes). However, the whole brain carries out well-organized 

computations in parallel (around 1016 synaptic operations per second), works in real-time (in 

continuous interaction with the environment) with closed perception-action loops, and very 

low energy consumption (approximately 30 W), beating the most powerful computers in 

certain “biologically relevant tasks”, such as “manipulating objects”, recognizing a scene after 

having viewed it once, etc. It also provides an elegant degradation of capabilities, self-repair, 

and modification through learning. These properties inspire scientists and engineers to search 

for new and disruptive computing Models.  

The origin of artificial neural networks was based on trying to mimic how the human brain 

performs a particular task via the use of simplified mathematical models. The basic concept 

consists of considering the brain as an information-processing, highly complex, non-linear, 

parallel computer system. 
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The most significant features of the domain are: 

(i). The use of massive interconnection networks of simple processing units (neurons) 

(ii). Asynchronous parallel and distributed processing 

(iii). Non-linear dynamics 

(iv). Global interconnection of network elements 

(v). Self-organization 

(vi). High-speed computational capability 

(vii). Modification of the parameters of the network to carry out a specific task or adaptation 

to its environment via a learning process. 

A neural network (NN) has a parallel-distributed architecture with a large number of nodes and 

connections. Each connection points from one to another and is associated with weight. A 

neuron is a fundamental unit for the operation of a neural network. Its model is shown in Fig. 

6.2. Construction of a neural network involves the following tasks. 

 

Figure 6.2: A conventional architecture of an artificial neural unit 

 

Determine the network properties: the network topology (connectivity), the types of 

connections, the order of connections, and the weight range. Determine the node properties: 

the activation range and the activation (transfer) function. Determine the system dynamics: the 

weight initialized scheme, the calculating activation formula, and the learning rule. The 

topology of neural networks refers to its framework as well as its interconnection scheme. The 

framework is often specified by the number of layers (or slabs) and the number of nodes per 

layer. The types of layers include: 

 The Input Layer: The nodes in it are called input units, which encode the instance 

presented to the network for processing. For example, each input unit may be designed 

by an attribute value possessed by the instance. 

 The Hidden Layer: The nodes in it are called hidden units, which are not directly 

observable and hence hidden. They provide non-linearity for the network. 
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 The Output Layer: The nodes in it are called output units, which encode possible 

concepts (or values) to be assigned to the instance under consideration. For example, 

each output unit represents a class of objects. 

Input units do not process information, the simply distribute information to other units. 

According to the interconnection scheme, a neural network can be either a feed-forward 

network or a recurrent-type network. Their definitions are: 

 Feed-forward networks: The feed-forward neural network was the first and arguably 

most straightforward type of artificial neural network devised. In this work, the 

information moves in only one direction-forwards. From the input nodes, data goes 

through the hidden nodes (if any) and to the output nodes. There are no cycles or loops 

in the network. In general, there are two different types of Feed-forward networks. 

 Single-Layer Feed-forward networks: The simplest form of a layered network is only 

an input layer of source nodes and an output layer of target nodes. The main task is to 

project the input layer onto the output layer and not vice versa. 

 Multi-Layer Feed-forward networks: In this type of neural network, there is more than 

one hidden layer whose processing nodes are called hidden neurons. The function of 

hidden neurons is to intervene between the external input and the target output layers. 

The addition of hidden layers gives higher-order statistics to the process of the neural 

network. This addition of hidden neurons becomes valuable when the number of input 

neurons are large. 

The neural network is a computing model composed of a large number of interconnected nodes 

(or neurons). The network itself is usually an approximation to some kind of algorithm or 

function in nature; it may be the expression of a logical strategy. The neural network is a highly 

nonlinear dynamical system. Although the structure and function of each neuron is not 

complicated, the dynamic behavior of the neural network is very complex, so using neural 

networks can express a variety of phenomena in the physical world. In the past ten years, the 

study of artificial neural networks continued to deepen and merge with wavelet analysis, fuzzy 

sets, rough sets, and chaos and fractal theory. It has made great progress in pattern recognition, 

intelligent robot, automatic control, prediction estimate, biology, medicine, economy, and other 

fields and has successfully solved the practical problems which are difficult for many modern 

computers, showing good intelligence. 
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6.2.1 Biology inspired by mathematics and technology 

It is interesting from the philosophical point of view that today we observe an inverse merge 

of technical concepts with the nature of biological systems. Generally, mathematical 

researchers were inspired by biological systems (neural networks, genetic algorithms, immune-

based controllers). However, useful and successful principles have emerged as technology and 

mathematics advanced further. We can see that the commonly used technique for handling 

dynamic systems by engineers and 

Mathematicians could correspond to how modern researchers look at a biological neuron. A 

simple case of state-space representation shown in Fig. (6.3) is described by 

          (6.1) 

 

Figure 6.3: Artificial neural network 

 

Where x is the internal state variable, y is the output variable, f (·) and g (·) are static functions, 

u is a vector of inputs, and t is a continuous variable of time. The complexity of real neurons is 

highly abstracted when modeling artificial neurons. These basically consist of inputs (like 

synapses), which are multiplied by weights (strength of the respective signals), and then 

computed by a mathematical function that determines the activation of the neuron. Another 

function (which may be the identity) computes the output of the artificial neuron (sometimes 

in dependence of a certain threshold). 

6.2.2 Hopfield-type neural network 

The Hopfield-type neural network abstracted from man-brain dynamics is a very important 

neural model in neurocomputing. The following differential equations describe a continuous-

time artificial neural network containing n units: 
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Figure 6.4: Circuit for neuron i in the analong implementation of Hopfield DNN. 

 

    (6.2) 

This nonlinear system can be implemented by an analog RC (resistance-capacitance) network 

circuit as shown in Figure 6.4, where ui = xi is the input voltage of the ith amplifier, Vi = gi(xi(t)) 

is the output voltage of the ith amplifier, where each operational amplifier has two output 

terminals each providing Vi and −Vi, the parameter Ri is defined as 

,         (6.3) 

And the weight parameter wij as 

.      (6.4) 

This system can be written in matrix form as 

 x˙(t) = −Ax(t) + W1g(x(t)) + W2u,      (6.5) 

where x(t) = [x1(t),...,xn(t)] ∈ Rn is the neuron state vector, g(x(t)) ∈ Rn is activation functions, 

and u = [u1,...,un]T is a constant input vector. 

 (6.6) 

The product RiCi = τi, i = 1,2,...,n is often referred to as the time constant of the ith neuron. An 

identical time constant for each neuron would require Ci = C and Ri = R for all i. In this case, 

each individual value for %i would have to be chosen in such a way that it compensates for 



136 
 

these variations and keeps Ri the same for each neuron. It is also important to note that the time 

constant τi describes the convergence of the neural state xi. Because of the potentially very high 

gain of the transfer function, the output Vi might saturate very quickly. Thus, even if state xi is 

still far from reaching its equilibrium point, output Vi might appear as if the circuit had 

converged in merely a fraction of the time Constant τi.  

 

Delayed neural network with n neurons 

Delay as an objective phenomenon, presents in various engineering, biological and economic 

systems and often results in poor dynamic network behavior, such as vibration, bifurcation or 

instability. Therefore research on delayed neural networks (DNNs) dynamic behavior is of 

great significance. The DNNs are shown by the following differential equations: 

 (6.7) 

Where  and . As is shown in Fig. 6.5 and DNNs with 

two neurons can be implemented. According to analyzing the circuit node, system (6.7) with n 

neurons can be expressed as 

, 

 ... = ... ... ... ... 

. 

 

Figure 6.5: Circuit realization of the tangent hyperbolic. 
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Then the DNNs (6.7) could be rewritten as 

 x˙(t) = −Ax(t) + Bf(x(t)) + Cf(x(t − τ)) + I,     (6.11) 

 

6.3      Fractional Order Definitions and Preliminaries  

Preliminaries 

Definition 1. Suppose that β>0 for a function 𝑓(𝑡) is defined as 

𝐽𝛽𝑓(𝑡) =
1

𝛤(𝛽)
∫ (𝑡 − 𝜏)𝛽−1𝑓(𝜏)𝑑𝜏

𝑡

𝑏
  (6.12) 

 Where 𝑡 ≥ 𝑏, 𝑡 ∈ ℝ, 𝛤(. ) is the gamma function, given by 𝛤(𝛽) = ∫ 𝑡𝛽−1∞

0
𝑒−𝑡𝑑𝑡. 

Definition 2. The Caputo fractional derivative of order 𝛽 for a function 𝑓(𝑡) is defined as 

𝐷
𝛽
𝑓(𝑡) =

1

𝛤(𝑛−𝛽)
∫ (𝑡 − 𝜏)𝑛−𝛽−1𝑓(𝑛)(𝜏)𝑑𝜏

𝑡

𝑏
                                                        (6.13) 

 

 

  

In which 𝑡 ≥ 𝑏, 𝑡 ∈  ℝ, 𝑛 − 1 < 𝛽 < 𝑛 ∈ ℕ 

Definition 3. The one-parameter Mittag-Leffler function is defined as 

𝐸∅(𝑥) = ∑
𝑥𝑙

𝛾(𝑙∅ + 1)

∞

𝑡=0

 
(6.14) 

Definition 4. The two-parameter Mittag-Leffler function is defined as 

𝐸∅,𝛹(𝑥) = ∑
𝑥𝑙

𝛾(𝑙∅ + 𝛹)

∞

𝑡=0

 
(6.15) 

 

Definition 5. Moreover, the Laplace transform of Mittag-Leffler function in two parameters 

is  

𝕃{𝑡𝛹−1𝐸∅,𝛹(−𝜆𝑡∅)} =
𝑠∅−𝛹

𝑠∅ + 𝜆
, (𝑅(𝑠) > |𝜆|

1
∅) 

(6.16) 

 

Where s is the variable in Laplace domain, 𝑅(𝑠) denotes the real part of s, λ∈ 𝑅 and 𝕃 stands 

for the Laplace transform, 

Lemma 1 Let a vector-value function 𝑝(𝑡) ⊂ ℝ𝑛 is differentiable. Then, for any t>0, one has 
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1

2
𝐷𝛽𝑝2(𝑡) ≤ 𝑝(𝑡)𝐷𝛽𝑝(𝑡) 

(6.17) 

When 0<𝛽 < 1 

Lemma 2. Suppose that 𝑥, ∈ ℝ𝑛 be the two states of the system. Then, one has 

|⋀ 𝑢𝑖𝑗𝑓𝑗
(𝜗

𝑗

𝑛

𝑗=1

) − ⋀ 𝑢𝑖𝑗𝑓𝑗
(𝜁

𝑗
)

𝑛

𝑗=1

| ≤ ∑|𝑢𝑖𝑗| |𝑓𝑗
(𝜗𝑗) − 𝑓

𝑗
(𝜁

𝑗
)|

𝑛

𝑗=1

 

|⋁𝑣𝑖𝑗𝑓𝑗(𝜗𝑗) − ⋁𝑣𝑖𝑗𝑓𝑗(𝜁𝑗)

𝑛

𝑗=1

𝑛

𝑗=1

| ≤ ∑|𝑣𝑖𝑗||𝑓𝑗(𝜗𝑗) − 𝑓𝑗(𝜁𝑗)|

𝑛

𝑗=1

 

 

Lemma 3. Let 𝑘1 > 0, 𝑘2 > 0, 𝑘3 > 1, 𝑘4 > 1, and (
1

𝑘3
 ) +(

1

𝑘3
) = 1. Then for any 𝜖 > 0, we have 

𝑘1𝑘2 ≤
1

𝑘3

(𝑘1𝜖)
𝑘3 +

1

𝑘4
(𝑘2 (

1

𝜖
))

𝑘4

 
 

The equality holds if and only if (𝑘1𝜖)
𝑘3 = (𝑘2 (

1

𝜖
))

𝑘4

. 

Lemma 4. Let V (t) be a continuous function on [0, ∞) satisfying 

𝑐𝐷𝛼𝑉(𝑡) ≤ −𝛾𝑉(𝑡), 𝛼 ∈ (0,1) (6.18) 

For some constant 𝛾. Then 

𝑉(𝑡) ≤ 𝑉(0)𝐸𝛼(−𝛾𝑡𝛼), 𝑡 ≥ 0 

 

(6.19) 

Lemma 5 Let 𝑢 > 0, 𝑣 > 0, 1 < 𝑝 < +∞, and
1

𝑝
+

1

𝑞
= 1, then the following relationship holds 

𝑢𝑣 ≤
1

𝑝
𝑢𝑃 +

1

𝑞
𝑣𝑞 

 

(6.20) 

the equality holds if and only if 𝑢 = 𝑣𝑝−1 

Assumption 1. The neuron activation functions 𝑓𝑗 is Lipschitz continuous, that is, there exist 

positive constants𝐹𝑗 > 0: 

|𝑓𝑗  (𝜗𝑗  ) − 𝑓𝑗  (𝜁
𝑗
 )| ≤ 𝐹𝑗 |𝜗𝑗 − 𝜁

𝑗
 | 

6.4 Main Results 

In this, we will derive some criteria from guaranteeing the global Mittag-Leffler stability 

between the drive system (6.20) and the response system (6.21). 
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In this paper, we consider the following n-dimensional FCNNs with distributed delay: 

𝐶𝐷𝛼𝜁𝑖(𝑡) = −𝑑𝑖𝜁𝑖(𝑡 − 𝜎) + ∑𝑐𝑖𝑗𝑓𝑗

𝑛

𝑗=1

(𝜁𝑗(𝑡)) + ∑𝑎𝑖𝑗𝑓𝑗

𝑛

𝑗=1

(𝜁𝑗(𝑡 − 𝜏)) + ∑ℎ𝑖𝑗𝜇𝑗

𝑛

𝑗=1

+ ⋀𝑢𝑖𝑗𝑓𝑗(𝜁𝑗(𝑡 − 𝜏)

𝑛

𝑗=1

) + ⋀𝑃𝑖𝑗𝜇𝑗

𝑛

𝑗=1

+ ⋁𝑣𝑖𝑗𝑓𝑗(𝜁𝑗(𝑡 − 𝜏) +

𝑛

𝑗=1

⋁𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑖, 𝑖 = 1,2, … . , 𝑛,

𝑛

𝑗=1

 

 

 

 

 

 

(6.21) 

 

 Where 𝐶𝐷𝛼 is Caputo’s fractional derivative and 0 < 𝛼 < 1, 𝑑𝑖 > 0 denotes the rate with which 

the 𝑖th neuron, 𝜁𝑖(𝑡) corresponds to the state variable of the 𝑖th unit at time t, 𝑐𝑖𝑗, 𝑎𝑖𝑗 are elements 

of feedback and feed-forward template ℎ𝑖𝑗 is the feed-forward template. 𝑢𝑖𝑗, 𝑣𝑖𝑗, 𝑃𝑖𝑗, 𝑄𝑖𝑗 are 

elements of the fuzzy feedback MIN template and fuzzy feedback MAX template, respectively. 

∧and ∨ denote the fuzzy AND and fuzzy OR operations, respectively. 𝐼𝑖 denote the state, input, 

and bias of the 𝑖th neuron, respectively. 𝑓𝑖 are the activation functions. 

Eqn. (6.20) is considered as a drive system. Now the response system is given as follows: 

In this paper, we refer to model (6.20) as the drive system; the response system is given as 

follows 

𝐶𝐷𝛼𝜗𝑖(𝑡) = −𝑑𝑖𝜗𝑖(𝑡 − 𝜎) + ∑𝑐𝑖𝑗𝑓𝑗

𝑛

𝑗=1

(𝜗𝑗(𝑡)) + ∑𝑎𝑖𝑗𝑓𝑗

𝑛

𝑗=1

(𝜗𝑗(𝑡 − 𝜏)) + ∑ℎ𝑖𝑗𝜇𝑗

𝑛

𝑗=1

+ ⋀𝑢𝑖𝑗𝑓𝑗(𝑣𝑗(𝑡 − 𝜏)

𝑛

𝑗=1

) + ⋀𝑃𝑖𝑗𝜇𝑗

𝑛

𝑗=1

+ ⋁𝑣𝑖𝑗𝑓𝑗(𝑣𝑗(𝑡 − 𝜏) +

𝑛

𝑗=1

⋁𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑖 + 𝑢𝑖(𝑡),

𝑛

𝑗=1

 

 

 

 

(6.22) 

Where 𝜗𝑖(𝑡)corresponds to the state variable of the neuron of the response system and 𝑢𝑖(𝑡) 

indicates the control input. 

Suppose that (𝑡), (𝑡) are arbitrary solutions of system (6.20) and system (6.21), respectively, 

and let (𝑡) = (𝑡) − (𝑡) for 𝑖 ∈ 𝐼, then from the system (6.20) and system (6.21), the error 

dynamical system can be derived as 

Let 𝜉𝑖(t)= 𝑣𝑖(𝑡) − 𝜁𝑗(𝑡) for i𝜖𝐼  
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𝜉𝑖(𝑡) = −𝑑𝑖𝜗𝑖(𝑡 − 𝜎) + ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝑓𝑗 (𝜗𝑗(𝑡)) + ∑𝑎𝑖𝑗

𝑛

𝑗=1

𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏))

+ ∑ℎ𝑖𝑗𝑢𝑗 +

𝑛

𝑗=1

⋀𝑢𝑖𝑗𝑓𝑗(𝜗𝑗(𝑡 − 𝜏)

𝑛

𝑗=1

) + ⋀𝑃𝑖𝑗

𝑛

𝑗=1

𝑢𝑗 + ⋁𝑣𝑖𝑗

𝑛

𝑗=1

𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏))

+ ⋁𝑄𝑖𝑗𝑢𝑗

𝑛

𝑗=1

+ 𝐼𝑖 + 𝑢𝑖(𝑡) + 𝑑𝑖𝜁𝑗(𝑡 − 𝜎) − ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝑓𝑗 (𝜁𝑗(𝑡))

− ∑𝑎𝑖𝑗

𝑛

𝑗=1

𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏)) − ∑ℎ𝑖𝑗𝑢𝑗  − ⋀𝑢𝑖𝑗𝑓𝑗(𝜁𝑗(𝑡 − 𝜏)

𝑛

𝑗=1

)

𝑛

𝑗=1

− ⋀𝑃𝑖𝑗

𝑛

𝑗=1

𝑢𝑗

− ⋁𝑣𝑖𝑗𝑓𝑗(𝜁𝑗(𝑡 − 𝜏))

𝑛

𝑗=1

− ⋁𝑄𝑖𝑗𝑢𝑗

𝑛

𝑗=1

− 𝐼𝑖 

𝜉𝑖(𝑡) = −𝑑𝑖𝜗𝑖(𝑡 − 𝜎) + 𝑑𝑖𝜁𝑖(𝑡 − 𝜎) + ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝑓𝑗 (𝜗𝑗(𝑡)) − ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝑓𝑗 (𝜁𝑗(𝑡))

+ ∑𝑎𝑖𝑗

𝑛

𝑗=1

𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − ∑𝑎𝑖𝑗

𝑛

𝑗=1

𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏)) + ⋀𝑢𝑖𝑗𝑓𝑗(𝜗𝑗(𝑡 − 𝜏)

𝑛

𝑗=1

)

− ⋀𝑢𝑖𝑗𝑓𝑗(𝜁𝑗(𝑡 − 𝜏)

𝑛

𝑗=1

+ ⋁𝑣𝑖𝑗𝑓𝑗(𝜗𝑗(𝑡 − 𝜏))

𝑛

𝑗=1

− ⋁𝑣𝑖𝑗𝑓𝑗(𝜁𝑗(𝑡 − 𝜏)) + 𝑢𝑖(𝑡)

𝑛

𝑗=1

 

 

𝜉𝑖(𝑡) = −𝑑𝑖𝜉𝑖(𝑡 − 𝜎) + ∑𝑐𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡)) − 𝑓𝑗 (𝜁𝑗(𝑡))]

𝑛

𝑗=1

+ ∑𝑎𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))]

𝑛

𝑗=1

+ ⋀𝑢𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))]

𝑛

𝑗=1

+ ⋁𝑣𝑖𝑗

𝑛

𝑗=1

[𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))] + 𝑢𝑖(𝑡) 

 

 

 

 

 

 

 

 

 

(6.23) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(6.24) 

  

Now, we introduce the hybrid feedback control are: 

𝑢𝑖(𝑡) = 𝑢1𝑖(𝑡) + 𝑢2𝑖(𝑡) 

Where, 

𝑢1𝑖(𝑡) = −𝜙𝑖𝜉𝑖(𝑡) and 𝑢2𝑖(𝑡) = −𝛹𝑖𝜉𝑖(𝑡) 

Where 𝜙𝑖   and 𝛹𝑖 are feedback gains 
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𝜉𝑖(𝑡) = −𝑑𝑖𝜉𝑖(𝑡 − 𝜎) + ∑𝑐𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡)) − 𝑓𝑗 (𝜁𝑗(𝑡))]

𝑛

𝑗=1

+ ∑𝑎𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))]

𝑛

𝑗=1

+ ⋀𝑢𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))]

𝑛

𝑗=1

+ ⋁𝑢𝑖𝑗

𝑛

𝑗=1

[𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))] − 𝜙𝑖𝜉𝑖(𝑡) − 𝛹𝑖𝜉𝑖(𝑡) 

Theorem 6.4.1. Given constant 𝜌 > 0, the system (6.10) is globally Mittag-Leffler stable if 

the following conditions hold: 

 

𝐸1(𝑡) > 𝐸2(𝑡) 

𝐸1(𝑡) = min
1≤𝑖≤𝑛

[2(𝑑𝑖 + 𝜙𝑖(𝑡) + 𝜓𝑖(𝑡)) − ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1 − ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌 − ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1

+ ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1] > 0 

𝐸2(𝑡) = max
1≤𝑖≤𝑛

[∑𝑎𝑖𝑗

𝑛

𝑗=1

𝐹𝑖𝜌 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌 − 𝑑𝑖] > 0 

 

Proof. Let us consider the Lyapunov function is 

𝑉(𝑡) =  ∑
1

2

𝑛

𝑖=1

𝜉𝑖
2(𝑡) 

 

According to the Caputo fractional-order derivative definition, we have 

 

 

 

 

 

 

 

 

(6.25) 

 

 

 

(6.26) 
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𝐶𝐷𝑡
𝛼𝑉(𝑡, 𝜉(𝑡)) ≤ ∑𝜉𝑖

𝑛

𝑖=1

(𝑡 − 𝜎)𝐶𝐷𝑡
𝛼𝜉𝑖(𝑡)

≤ ∑𝜉𝑖

𝑛

𝑖=1

(𝑡)

[
 
 
 
 

−𝑑𝑖𝜉𝑖(𝑡 − 𝜎) + ∑𝑐𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡)) − 𝑓𝑗 (𝜁𝑗(𝑡))]

𝑛

𝑗=1

+ ∑𝑎𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))]

𝑛

𝑗=1

+ ⋀𝑢𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))]

𝑛

𝑗=1

+ ⋁𝑢𝑖𝑗

𝑛

𝑗=1

[𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))] − 𝜙𝑖𝜉𝑖(𝑡) − 𝛹𝑖𝜉𝑖(𝑡)

]
 
 
 
 

≤ −∑𝑑𝑖𝜉𝑖(𝑡)𝜉𝑖(𝑡 − 𝜎)

𝑛

𝑖=1

+ ∑∑𝑐𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗|𝜉𝑖(𝑡)||𝑣𝑗(𝑡)| − 𝑐𝑖𝑗(𝑡)

+ ∑∑𝑎𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗|𝜉𝑖(𝑡)|𝑣𝑗(𝑡 − 𝜏) − 𝑐𝑖𝑗(𝑡 − 𝜏)

+ ⋀𝑢𝑖𝑗 [𝐹𝑗|𝜉𝑖(𝑡)| (𝜗𝑗(𝑡 − 𝜏)) − (𝜁𝑗(𝑡 − 𝜏))]

𝑛

𝑗=1

+ ⋁|𝑣𝑖𝑗|𝐹𝑗|𝜉𝑖(𝑡)|

𝑛

𝑗=1

(𝜗𝑗(𝑡 − 𝜏)) − 𝜁𝑗(𝑡 − 𝜏) − 𝜙𝑖𝜉𝑖
2(𝑡) − 𝛹𝑖𝜉𝑖

2(𝑡) ≤

≤ −∑𝑑𝑖𝜉𝑖(𝑡)𝜉𝑖(𝑡 − 𝜎)

𝑛

𝑖=1

+ ∑∑𝑐𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗|𝜉𝑖(𝑡)||𝜉𝑗(𝑡)|

+ ∑∑𝑎𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗|𝜉𝑖(𝑡)||𝜉𝑗(𝑡 − 𝜏)| + ∑∑𝑢𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗|𝜉𝑖(𝑡)||𝜉𝑗(𝑡 − 𝜏)|

+ ∑∑𝑣𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗|𝜉𝑖(𝑡)||𝜉𝑗(𝑡 − 𝜏)| − ∑𝜙𝑖(𝑡)

𝑛

𝑖=1

𝜉𝑖
2(𝑡) − ∑𝛹𝑖(𝑡)

𝑛

𝑖=1

𝜉𝑖
2(𝑡) 

Using  this equation 

𝑉(𝑡) =  ∑
1

2

𝑛

𝑖=1

𝜉𝑖
2(𝑡) 
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≤ −∑𝑑𝑖 [
𝜌−1

2
𝜉𝑖

2(𝑡) +
𝜌−1

2
𝜉𝑖

2(𝑡 − 𝜎)] + ∑∑𝑐𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝑛

𝑖=1

𝐹𝑗 [
𝜌−1

2
𝜉𝑖

2(𝑡) +
𝜌

2
𝜉𝑗

2(𝑡)]

+ ∑∑𝑎𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗 [
𝜌−1

2
𝜉𝑖

2(𝑡) +
𝜌

2
𝜉𝑗

2(𝑡 − 𝜏)]

+ ∑∑|𝑢𝑖𝑗|𝐹𝑗 [
𝜌−1

2
𝜉𝑖

2(𝑡) +
𝜌

2
𝜉𝑗

2(𝑡 − 𝜏)]

𝑛

𝑗=1

𝑛

𝑖=1

+∑∑|𝑣𝑖𝑗|𝐹𝑗 [
𝜌−1

2
𝜉𝑖

2(𝑡) +
𝜌

2
𝜉𝑗

2(𝑡 − 𝜏)] −

𝑛

𝑗=1

𝑛

𝑖=1

∑𝜙𝑖(𝑡)

𝑛

𝑖=1

𝜉𝑖
2(𝑡)

− ∑𝛹𝑖(𝑡)

𝑛

𝑖=1

𝜉𝑖
2(𝑡)

≤ −∑𝑑𝑖

𝜌−1

2
𝜉𝑖

2(𝑡) + 𝑑𝑖

𝑛

𝑖=1

𝜌

2
𝜉𝑗

2(𝑡 − 𝜏)

+ ∑∑|𝑎𝑖𝑗|𝐹𝑗

𝜌−1

2
𝜉𝑖

2(𝑡) +

𝑛

𝑗=1

𝑛

𝑖=1

∑∑|𝑎𝑖𝑗|𝐹𝑗

𝜌

2
𝜉𝑖

2(𝑡 − 𝜏)

𝑛

𝑗=1

𝑛

𝑖=1

+ ∑∑|𝑢𝑖𝑗|𝐹𝑗

𝜌−1

2
𝜉𝑖

2(𝑡)

𝑛

𝑗=1

𝑛

𝑖=1

+ ∑∑|𝑢𝑖𝑗|𝐹𝑗

𝜌

2
𝜉𝑖

2(𝑡 − 𝜏) +

𝑛

𝑗=1

𝑛

𝑖=1

∑∑| 𝑖𝑗|𝐹𝑗

𝜌−1

2
𝜉𝑖

2(𝑡)

𝑛

𝑗=1

𝑛

𝑖=1

+ ∑∑|𝑣𝑖𝑗|𝐹𝑗

𝜌

2
𝜉𝑖

2(𝑡 − 𝜏) − ∑𝜙𝑖(𝑡)

𝑛

𝑖=1

𝜉𝑖
2(𝑡)

𝑛

𝑗=1

𝑛

𝑖=1

− ∑𝛹𝑖(𝑡)

𝑛

𝑖=1

𝜉𝑖
2(𝑡)

≤ −∑𝑑𝑖

𝜌−1

2
𝜉𝑖

2(𝑡) − ∑𝜙𝑖(𝑡)

𝑛

𝑖=1

𝜉𝑖
2(𝑡)

𝑛

𝑖=1

− ∑𝛹𝑖(𝑡)

𝑛

𝑖=1

𝜉𝑖
2(𝑡)∑∑𝑐𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗

𝜌−1

2
𝜉𝑖

2(𝑡) + ∑∑𝑎𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗

𝜌−1

2
𝜉𝑖

2(𝑡)

+ ∑∑|𝑢𝑖𝑗|𝐹𝑗

𝜌−1

2
𝜉𝑖

2(𝑡)

𝑛

𝑗=1

𝑛

𝑖=1

+ ∑∑|𝑣𝑖𝑗|𝐹𝑗

𝜌

2

−1

𝜉𝑖
2(𝑡) +

𝑛

𝑗=1

𝑛

𝑖=1

∑∑|𝑎𝑖𝑗|𝐹𝑗

𝜌

2
𝜉𝑖

2(𝑡 − 𝜏)

𝑛

𝑗=1

𝑛

𝑖=1

+ ∑∑|𝑢𝑖𝑗|𝐹𝑗

𝜌

2
𝜉𝑖

2(𝑡 − 𝜏)

𝑛

𝑗=1

𝑛

𝑖=1

+ ∑∑|𝑣𝑖𝑗|𝐹𝑗

𝜌

2
𝜉𝑖

2(𝑡 − 𝜏)

𝑛

𝑗=1

𝑛

𝑖=1
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≤ [∑[−(𝑑𝑖 + 𝜙𝑖(𝑡) + 𝛹𝑖(𝑡))]

𝑛

𝑖=1

+ ∑𝑎𝑖𝑗𝐹𝑗

𝑛

𝑗=1

𝜌−1

2
+ ∑𝑐𝑖𝑗𝐹𝑗

𝑛

𝑗=1

𝜌−1

2

+ ∑|𝑢𝑗𝑖|𝐹𝑖

𝑛

𝑗=1

𝜌−1

2
+ ∑|𝑣𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗 [
𝜌−1

2
] 𝜉𝑖

2(𝑡)] 

∑[∑𝑎𝑗𝑖𝐹𝑗

𝜌

2
+ ∑|𝑢𝑖𝑗|𝐹𝑗 [

𝜌

2
]

𝑛

𝑖=1

+ ∑|𝑣𝑖𝑗|𝐹𝑗 [
𝜌

2
]

𝑛

𝑖=1

𝜉𝑖
2(𝑡 − 𝜏) −

𝑛

𝑗=1

𝑑𝑖𝜉𝑖
2(𝑡 − 𝜎)]

𝑛

𝑖=1

 

≤ −𝐸1𝑉(𝑡, 𝜉(𝑡)) + 𝐸2 max
𝑡−𝜆≤𝑠≤𝑡

𝑉(𝑠, 𝜉(𝑠)), 𝜆 = 𝑚𝑎𝑥{𝜎, 𝜏} 

𝐸1(𝑡) = min
1≤𝑖≤𝑛

[2(𝑑𝑖 + 𝜙𝑖(𝑡) + 𝜓𝑖(𝑡)) − ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1 − ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌

− ∑𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1] > 0 

𝐸2(𝑡) = max
1≤𝑖≤𝑛

[∑𝑎𝑖𝑗

𝑛

𝑗=1

𝐹𝑖𝜌 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌 − 𝑑𝑖] > 0 

From this estimate, for any solution (6.13), which satisfies the 

Razumichin condition 

 

 

 

 

 

 

        

 

 

 

(6.27) 

 

 

 

 

 

 

 

(6.28) 

𝑉(𝑠, 𝜉(𝑠)) ≤ 𝑉(𝑡, 𝜉(𝑡)), 𝑡 − 𝜏 ≤ 𝑠 ≤ 𝑡 

We have  

𝐶𝐷𝑡
𝛼𝑉(𝑡, 𝜉(𝑡)) ≤ −(𝐸1 − 𝐸2)𝑉(𝑡, 𝜉(𝑡)), 𝑡 ≥ 0 (6.29) 

According to Lemma 5, the claim of Theorem 6.4.1 follows 

𝑉(𝑡, 𝜉(𝑡)) ≤ 𝑉(0, 𝜉(0))𝐸𝑎(−𝜆𝑡𝛼), 𝑡 ≥ 0 (6.30) 

By Lemma 4 and inequality (6.30), this proves system (6.20) can be achieved globally Mittag-

Leffler stabilization under the designed control law. 

Hence complete the proof. 

Theorem 6.4.2. Given constants, 𝛿0 > 0,1 > 0,𝛿2 > 0, and 𝜔 > 1, the system (6.20) is globally 

Mittag-Leffler stable, if the following conditions hold: 

𝛯1
̅̅ ̅(𝑡) > 𝛯2

̅̅ ̅(𝑡) 
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𝛯1
̅̅ ̅(𝑡) = min

1≤𝑖≤𝑛
[(

𝜔−1

𝜔
𝛿0𝑑𝑖 + |∅𝑖(𝑡)| + |𝛹𝑖(𝑡)|) − ∑|𝑐𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗(𝜔 − 1) − ∑|𝑐𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝛿2(𝜔 − 1)

− ∑|𝑐𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗

1

𝛿1
𝜔−1 − ∑|𝑎𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝛿2(𝜔 − 1) + |𝑢𝑖𝑗|𝐹𝑗
𝛿2(𝜔 − 1)

+ |𝑣𝑖𝑗|𝐹𝑗
𝛿2(𝜔 − 1)] > 0 

Proof. We define a Lyapunov function 

𝑉(𝑡, 𝜉(𝑡)) = ∑
1

𝜔

𝑛

𝑖=1

|𝜉𝑖(𝑡)|
𝜔 

(6.31) 

According to the Caputo fractional-order derivative definition, we have 

𝐶𝐷𝑡
𝛼𝑉(𝑡, 𝜉(𝑡)) ≤ |𝜉𝑖(𝑡)|

𝜔−1 [−𝑑𝑖𝜉𝑖(𝑡 − 𝜎) + ∑𝑐𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡)) − 𝑓𝑗 (𝜁𝑗(𝑡))]

𝑛

𝑗=1

+ ∑𝑎𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑡 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))]

𝑛

𝑗=1

+ ⋀𝑢𝑖𝑗 [𝑓𝑗 (𝜗𝑗(𝑠 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))]

𝑛

𝑗=1

+ ⋁|𝑣𝑖𝑗|

𝑛

𝑗=1

[𝑓𝑗 (𝜗𝑗(𝑠 − 𝜏)) − 𝑓𝑗 (𝜁𝑗(𝑡 − 𝜏))] + |𝜙𝑖(𝑡)||𝜉𝑖(𝑡)|

+ |𝛹𝑖(𝑡)||𝜉𝑖(𝑡)|]

≤ −∑𝑑𝑖|𝜉𝑖(𝑡)|
𝜔−1𝜉𝑖(𝑡 − 𝜎) + |𝜙𝑖(𝑡)| + |𝛹𝑖(𝑡)||𝜉𝑖(𝑡)|

𝜔

𝑛

𝑖=1

+ ∑∑|𝑐𝑖𝑗|

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗|𝜉𝑖(𝑡)|
𝜔−1|𝜉𝑗(𝑡)|

+ ∑∑𝑎𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗|𝜉𝑖(𝑡)|
𝜔−1|𝜉𝑗(𝑡 − 𝜏)|

+ ∑∑𝑢𝑖𝑗

𝑛

𝑗=1

𝑛

𝑖=1

|𝐹𝑗||𝜉𝑖(𝑠)|
𝜔−1|𝜉𝑗(𝑠 − 𝜏)|𝑑𝑠

+ ∑∑|𝑣𝑖𝑗|

𝑛

𝑗=1

𝑛

𝑖=1

𝐹𝑗|𝜉𝑖(𝑡)|
𝜔−1|𝜉𝑗(𝑠 − 𝜏)|𝑑𝑠 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(6.32) 
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From Lemma 3 we have 

|𝜉𝑖(𝑡)|
𝜔−1|𝜉𝑗(𝑠 − 𝜎)| ≤

𝜔 − 1

𝜔
[|𝜉𝑖(𝑡)|

𝜔𝛿0] +
1

𝜔𝛿0
𝜔−1

|𝜉𝑖(𝑡)|
𝜔 

=
𝜔 − 1

𝜔
[|𝜉

𝑖
(𝑡)|

𝜔
𝛿1] +

1

𝜔
||𝜉

𝑖
(𝑡)|

𝜔 1

𝛿1
𝜔−1|

𝜔

 

|𝜉𝑖(𝑡)|
𝜔−1|𝜉𝑗(𝑠 − 𝜏)| ≤

𝜔 − 1

𝜔
[|𝜉𝑖(𝑡)|

𝜔−1𝛿2

𝜔−1
𝜔 ]

𝜔−1
𝜔

+ [
1

𝜔
|𝜉𝑖(𝑡 − 𝜏)|𝛿2

−𝜔−1]
𝜔

 

=
𝜔 − 1

𝜔
[|𝜉

𝑖
(𝑡)|

𝜔
𝛿2] +

1

𝜔
|𝜉

𝑖
(𝑡 − 𝜏)|

𝜔 1

𝛿2
𝜔−1 

 

 

 

 

 

 

 (6.33) 

Now substitute the above values in the above equation we get             

𝐶𝐷
𝛼  𝑉(𝑡, 𝜉(𝑡)) ≤ −∑ (

𝜔−1

𝜔
𝛿0𝑑𝑖 + |𝜙𝑖(𝑡)| + |𝛹𝑖(𝑡)||𝜉𝑖(𝑡)|

𝜔 +𝑛
𝑖=1

∑ ∑ |𝑐𝑖𝑗|
𝑛
𝑗=1

𝑛
𝑖=1 𝐹𝑗 [

𝜔−1

𝜔
|𝜉𝑖(𝑡)|

𝜔𝛿1 +
1

𝜔
|𝜉𝑖(𝑡)|

𝜔 1

𝛿1
𝜔−1]) +

∑ ∑ |𝑎𝑖𝑗|
𝑛
𝑗=1

𝑛
𝑖=1 𝐹𝑗 [

𝜔−1

𝜔
|𝜉𝑖(𝑡)|

𝜔𝛿2 +
1

𝜔
|𝜉𝑖(𝑡 − 𝜏)|𝜔

1

𝛿2
𝜔−1] +

∑ ∑ |𝑢𝑖𝑗|
𝑛
𝑗=1

𝑛
𝑖=1 𝐹𝑗 [

𝜔−1

𝜔
|𝜉𝑖(𝑡)|

𝜔𝛿2 +
1

𝜔
|𝜉𝑖(𝑡 − 𝜏)|𝜔

1

𝛿2
𝜔−1] +

∑ ∑ |𝑣𝑖𝑗|
𝑛
𝑗=1

𝑛
𝑖=1 𝐹𝑗 [

𝜔−1

𝜔
|𝜉𝑖(𝑡)|

𝜔𝛿2 +
1

𝜔
|𝜉𝑖(𝑡 − 𝜏)|𝜔

1

𝛿2
𝜔−1] −

𝑑𝑖

𝜌𝛿0
𝜔−1 |𝜉𝑖(𝑡 − 𝜏)|𝜔 ≤

−∑ [𝜔 (
𝜔−1

𝜔
𝛿0𝑑𝑖 + |𝜙𝑖(𝑡)| + |𝛹𝑖(𝑡)| − ∑ |𝑐𝑖𝑗|

𝑛
𝑗=1 𝐹𝑗𝛿1(𝜔 − 1)) −𝑛

𝑖=1

∑ |𝑐𝑖𝑗|
𝑛
𝑗=1 𝐹𝑗

1

𝛿1
𝜔−1 − ∑ |𝑎𝑖𝑗|

𝑛
𝑗=1 𝐹𝑗𝛿2(𝜔 − 1)]

|𝜉𝑖(𝑡)|
𝜔

𝜔
+

∑ [∑ |𝑎𝑖𝑗|
𝑛
𝑗=1

𝑛
𝑖=1 𝐹𝑗

1

𝛿2
𝜔−1] 

1

𝜔
|𝜉𝑖(𝑡 − 𝜏)|𝜔 + ∑ ∑ [|𝑢𝑖𝑗|𝐹𝑗(𝜔 − 1)𝑛

𝑗=1
𝑛
𝑖=1 𝛿2 +

|𝑣𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿2]
1

𝜔
|𝜉𝑖(𝜏)|

𝜔 + ∑ ∑ [|𝑢𝑖𝑗|
𝑛
𝑗=1

𝑛
𝑖=1 𝐹𝑗 (

1

𝛿2
𝜔−1) + |𝑣𝑖𝑗|𝐹𝑗 (

1

𝛿2
𝜔−1)]

1

𝜔
|𝜉𝑖(𝑡 −

𝜏)|𝜔 −
𝑑𝑖

𝜌𝛿0
𝜔−1 |𝜉𝑖(𝑡 − 𝜏)|𝜔 

≤ −𝛯1(𝑡)𝑉(𝑡, 𝜉(𝑡))+= 𝛯2max
𝑡−𝜆≤𝑠≤𝑡

𝑉(𝑠, 𝜉(𝑡)) 

Where 

𝛯1
̅̅ ̅(𝑡) = min

1≤𝑖≤𝑛
[𝜔(𝜔 (

𝜔 − 1

𝜔
𝛿0𝑑𝑖 + |∅𝑖(𝑡)| + |𝛹𝑖(𝑡)|)) − ∑|𝑐𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝛿1(𝜔 − 1)

− ∑|𝑐𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗

1

𝛿1
𝜔−1 − ∑|𝑎𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝛿2(𝜔 − 1) + |𝑢𝑖𝑗|𝐹𝑗
𝛿2(𝜔 − 1)

+ |𝑣𝑖𝑗|𝐹𝑗
𝛿3(𝜔 − 1)] 
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𝛯2
̅̅ ̅(𝑡) = max

1≤𝑖≤𝑛
[∑|𝑎𝑖𝑗|

𝑛

𝑗=1

𝐹𝑖

1

𝛿2
𝜔−1] + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑖

1

𝛿2
𝜔−1 + ∑|𝑣𝑖𝑗|

𝑛

𝑗=1

𝐹𝑖

1

𝛿2
𝜔−1 −

𝑑𝑖

𝜌𝛿0
𝜔−1 

 

From this estimate, for any solution (6.23), which satisfies the Razumichin condition 

 

𝑉(𝑠,𝜉(𝑠)) ≤ 𝑉(𝑡,𝜉(𝑡)),𝑡 − 𝜆 ≤ 𝑠 ≤ 𝑡 

 

 

 

(6.34) 

 

 

 

 

We have 

 𝐶𝐷𝛼𝑉 (𝑡, (𝑡)) ≤ −(𝛯 ̄1 − 𝛯̄2)𝑉 (𝑡,𝜉(𝑡)),𝑡 ≥ 0 .       (6.35) 

 

According to Lemma 5, the claim of Theorem 6.4.2 follows. 

 𝑉 (𝑡, (𝑡)) ≤ 𝑉 (0,(0))𝐸𝛼(−𝛾𝑡𝛼),𝑡 ≥ 0       (6.36) 

By Lemma 4 and inequality (6.36), this proves the system (6.20) can be achieved globally 

Mittag-Leffler stabilization under the designed control law. Hence complete the proof. 

Theorem 6.4.3. Given constant 𝜌 > 0, the system (6.20) is globally Mittag-Leffler stable, if 

the following conditions holds: 

𝛯̃1(𝑡) > 𝛯 ̃2(𝑡) 

 Ξ̃1(t)  = min
1≤𝑖≤𝑛

[2(𝑑𝑖 + ∅𝑖 + 𝛹𝑖) − ∑ 𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1 − ∑ 𝑐𝑗𝑖

𝑛

𝑗=1

𝐹𝑖𝜌 − ∑ 𝑎𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1

+ ∑|𝑣𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1] > 0 

Ξ̃2(t) = max
1≤𝑖≤𝑛

[∑ 𝑎𝑗𝑖
𝑛
𝑗=1 𝐹𝑖𝜌 + ∑ |𝑢𝑖𝑗|

𝑛
𝑗=1 𝐹𝑗𝜌 + ∑ |𝑣𝑖𝑗|

𝑛
𝑗=1 𝐹𝑗𝜌 − 𝑑𝑖] > 0     (6.37) 

Proof. Let us consider the Lyapunov function is 

𝑉(𝑡) = ∑
1

2

𝑛

𝑖=1

ξ𝑖
2(𝑡) + ∑

1

2𝑞𝑖

(∅𝑖(𝑡) − ∅𝑖)
2

𝑛

𝑖=1

+ ∑
1

2𝑟𝑖
(𝛹𝑖(𝑡) − 𝛹𝑖)

2

𝑛

𝑖=1

 

C𝐷𝑡
𝛼∅𝑖(𝑡) = 𝑞

𝑖
𝜉
𝑖
2(𝑡), C𝐷𝑡

𝛼𝛹𝑖(𝑡) = 𝑟𝑖𝜉𝑖
2(𝑡)      (6.38) 
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According to the Caputo fractional-order derivative definition, we have 

𝑐𝐷𝑡
𝛼V(t, ξ(t)) ≤ ∑ ξ(t)𝐶𝑛

𝑖=1 𝐷𝑡
𝛼ξ𝑖(𝑡) + ∑

1

𝑞𝑖
(∅𝑖(𝑡) − ∅𝑖)

𝐶𝐷𝑡
𝛼∅𝑖(𝑡)

𝑛
𝑖=1 +

∑
1

𝑟𝑖
(𝛹𝑖(𝑡) − 𝛹𝑖)

𝐶𝐷𝑡
𝛼𝛹𝑖(𝑡)

𝑛
𝑖=1 ≤ ∑ ξ𝑖(𝑡)

𝑛
𝑗=1 − 𝑑𝑖ξ𝑖(𝑡) + ∑ 𝑐𝑖𝑗 [𝑓𝑗

(𝜗𝑗(𝑡)) −
𝑛

𝑗=1

𝑓
𝑗
(𝜁

𝑗
(𝑡))] + ∑ 𝑎𝑖𝑗 [𝑓𝑗

(𝜗𝑗(𝑡 − 𝜏)) − 𝑓
𝑗
(𝜁

𝑗
(𝑡 − 𝜏))] +

𝑛

𝑗=1
⋀ 𝑢𝑖𝑗 [𝑓𝑗

(𝜗𝑗(𝑡 −𝑛
𝑗=1

𝜏)) − 𝑓
𝑗
(𝜁

𝑗
(𝑡 − 𝜏))] + ⋁ |𝑣𝑖𝑗|

𝑛
𝑗=1 [𝑓

𝑗
(𝜗𝑗(𝑡 − 𝜏)) − 𝑓

𝑗
(𝜁

𝑗
(𝑡 − 𝜏))] − 𝜙

𝑖
(𝑡)𝜉

𝑖
(𝑡) −

𝛹𝑖(𝑡)ξ𝑖(𝑡) + ∑
1

𝑞𝑖
(∅𝑖(𝑡) − ∅𝑖)

𝑛
𝑖=1 𝑞𝑖ξ𝑖

2(𝑡 ≤ −∑ 𝑑𝑖ξ𝑖(𝑡)
𝑛
𝑗=1 ξ𝑖(𝑡 − 𝜎) +

∑ ∑ 𝑐𝑖𝑗𝐹𝑗|ξ𝑖(𝑡)||ξ𝑗(𝑡)| + ∑ ∑ 𝑎𝑖𝑗𝐹𝑗|ξ𝑖(𝑡)||ξ𝑗(𝑡 − 𝜏)| +𝑛
𝑗=1

𝑛
𝑖=1

𝑛
𝑗=1

𝑛
𝑖=1

∑ ∑ |𝑢𝑖𝑗|𝐹𝑗|ξ𝑖(𝑠)||ξ𝑗(𝑠 − 𝜏)| +𝑛
𝑗=1

𝑛
𝑖=1 ∑ ∑ |𝑣𝑖𝑗|𝐹𝑗|ξ𝑖(𝑠)||ξ𝑗(𝑠 − 𝜏)|𝑛

𝑗=1
𝑛
𝑖=1 −

∑ 𝜙
𝑖
ξ𝑖

2(𝑡) − ∑ 𝛹𝑖ξ𝑖
2(𝑡) +𝑛

𝑗=1
𝑛
𝑗=1 ∑ (𝜙

𝑖
(𝑡) − 𝜙

𝑖
)ξ𝑖

2(𝑡) + ∑ (𝛹
𝑖
(t) −𝑛

𝑗=1
𝑛
𝑗=1

𝛹𝑖)ξ𝑖
2(𝑡) 

≤ −∑(𝑑𝑖 +

𝑛

𝑖=1

𝜙
𝑖
+ 𝛹𝑖) − ∑ 𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗

𝜌−1

2
− ∑ 𝑐𝑗𝑖

𝑛

𝑗=1

𝐹𝑖

𝜌

2

− ∑ 𝑎𝑖𝑗

𝑛

𝑗=1

𝐹𝑗 [∑|𝑢𝑖𝑗|

𝑛

𝑖=1

𝐹𝑗 [
𝜌−1

2
] + ∑|𝑣𝑖𝑗|

𝑛

𝑖=1

𝐹𝑗 [
𝜌−1

2
]] ξ𝑖

2(𝑡)

+ ∑[∑ 𝑎𝑖𝑗

𝑛

𝑗=1

𝐹𝑗 [∑|𝑢𝑖𝑗|

𝑛

𝑖=1

𝐹𝑗 [
𝜌−1

2
] + ∑|𝑣𝑖𝑗|

𝑛

𝑖=1

𝐹𝑗 [
𝜌−1

2
]] ξ𝑖

2(𝑡

𝑛

𝑖=1

− 𝜏)−ξ𝑖
2(𝑡 − 𝜎)] 

≤ −Ξ̃1𝑉(𝑡, 𝜉(𝑡)) + Ξ̃2 max
𝑡−𝜆≤𝑠≤𝑡

𝑉(𝑠, 𝜉(𝑠)) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(6.39) 

 

Where, 

Ξ̃1(t)  = min
1≤𝑖≤𝑛

[2(𝑑𝑖 + ∅𝑖 + 𝛹𝑖) − ∑ 𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1 − ∑ 𝑐𝑗𝑖

𝑛

𝑗=1

𝐹𝑖𝜌 − ∑ 𝑎𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1

+ ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1 + ∑|𝑣𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1] 
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Ξ̃2(t) = max
1≤𝑖≤𝑛

[∑ 𝑎𝑗𝑖

𝑛

𝑗=1

𝐹𝑖𝜌 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌 + ∑|𝑣𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌 − 𝑑𝑖] 

 

(6.40)  

From this estimate, for any solution (6.23), which satisfies the Razumichin condition 

𝑉 (𝑠,𝜉(𝑠)) ≤ 𝑉 (𝑡,𝜉(𝑡)),𝑡 − 𝜆 ≤ 𝑠 ≤ 𝑡, 

We have, 

𝑐𝐷𝑡
𝛼V(t, ξ(t ))≤− (𝛯1− 𝛯 ̃2)𝑉 (𝑡,𝜉(𝑡)),𝑡 ≥ 0 

 

(6.41) 

According to Lemma 5, the claim of Theorem 6.4.3 follows. 

𝑉 (𝑡,𝜉(𝑡)) ≤ 𝑉 (0,𝜉(0))𝐸𝛼(−𝛾𝑡𝛼),𝑡 ≥ 0 (6.42) 

By Lemma 4 and inequality (6.42), this proves system (6.20) can be achieved globally Mittag-

Leffler stabilization under the designed control law. 

Hence complete the proof 

Remark 6.4.4. In recent days, stability analysis of fuzzy cellular neural networks has been 

extensively studied by researchers. Stability analysis of fuzzy cellular neural networks with 

time delay in the leakage term and impulsive perturbations investigated in [172]. Finite-time 

synchronization of delayed fuzzy cellular neural networks with discontinuous activations is 

studied (see [173] and references therein). In these works, integer order is considered in our 

paper fractional order is considered. Great efforts have been made in study of fractional-order 

neural networks by researchers. See for example, Adaptive control for fractional-order induced 

chaotic fuzzy cellular neural networks [174], asymptotic stability of delayed fractional-order 

fuzzy neural networks with impulse effects [175], Mittag-Leffler stability of fractional-order 

Hopfield neural networks [176], Synchronization of fractional fuzzy cellular neural networks 

with interactions have been investigated in [177]. Our paper investigates the stability of 

fractional-order fuzzy cellular neural networks with leakage delay. 

6.5 Stability problem- 1 

In this section, two examples are given to illustrate the effectiveness of the proposed Global 

Mittag-Leffler stability schemes. 

Example 1. For n = 2, consider the following fractional-order fuzzy cellular neural networks, 
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𝐶𝐷𝛼𝜁𝑖(𝑡) = −𝑑𝑖𝜁𝑖(𝑡 − 𝛼) + ∑𝑐𝑖𝑗𝑓𝑗

2

𝑗=1

(𝜁𝑗(𝑡)) + ∑𝑎𝑖𝑗𝑓𝑗

2

𝑗=1

(𝜁𝑗(𝑡 − 𝜏)) + ∑ℎ𝑖𝑗𝜇𝑗

2

𝑗=1

+ ⋀𝑢𝑖𝑗𝑓𝑗(𝜁𝑗(𝑡 − 𝜏)

2

𝑗=1

) + ⋀𝑃𝑖𝑗𝜇𝑗

2

𝑗=1

+ ⋁𝑢𝑖𝑗𝑓𝑗(𝜁𝑗(𝑠 − 𝜏) +

𝑛

𝑗=1

⋁𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑖, 𝑖 = 1,2,

𝑛

𝑗=1

 

 

 

 

 

 

(6.43) 

The parameters of (6.13) error system are assumed that 𝑎11 = 0.4, 𝑎12 = 0.6, 𝑎21 = 0.8, 𝑎22 = 

0.9, 𝑐11 = 1.5, 𝑐12 = 1.8, 𝑐21 = 2.9, 𝑐22 = 2.8, 

𝑢11 = 0.9, 𝑢12 = 1.2, 𝑢21 = 2.1, 𝑢22 = 3.4, 𝑣11 = 1.8, 𝑣12 = 2.2, 𝑣21 = 0.7, 𝑣22 = 2.7, 𝑑1 = 1.3, 𝑑2 

= 1.2, 𝛹1 = 1.7, 𝛹2 = 1.6, 𝜙1 = 1.4, 

𝜙2 = 1.9, 𝛼 = 0.97, (𝑡) = 𝑡𝑎𝑛ℎ(𝑡). 𝐹1 = 0.5,2 = 0.5, = 1.2, the corresponding response system is 

described by 

𝐶𝐷𝛼𝜗𝑖(𝑡) = −𝑑𝑖𝜗𝑖(𝑡 − 𝛼) + ∑𝑐𝑖𝑗𝑓𝑗

2

𝑗=1

(𝜗𝑗(𝑡)) + ∑𝑎𝑖𝑗𝑓𝑗

2

𝑗=1

(𝜗𝑗(𝑡 − 𝜏)) + ∑ℎ𝑖𝑗𝜇𝑗

2

𝑗=1

+ ⋀𝑢𝑖𝑗𝑓𝑗(𝜗𝑖(𝑠 − 𝜏)

2

𝑗=1

) + ⋀𝑃𝑖𝑗𝜇𝑗

2

𝑗=1

+ ⋁𝑢𝑖𝑗𝑓𝑗(𝜗𝑗(𝑠 − 𝜏) +

2

𝑗=1

⋁𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑖 + 𝑢𝑖(𝑡),

2

𝑗=1

 

 

 

 

 

(6.44) 

Where 𝑎𝑖𝑗, 𝑢𝑖𝑗, 𝑣𝑖𝑗, 𝑑𝑖, 𝑐𝑖𝑗, and 𝐼𝑖 are the same as in system (6.33), and the hybrid feedback 

controllers is as follows: 𝑢𝑖(𝑡) = 𝑢1𝑖(𝑡)+𝑢2𝑖(𝑡), where 𝑢1𝑖(𝑡) = −𝜙𝑖(𝑡)𝜉𝑖(𝑡) and 𝑢2𝑖(𝑡) −𝛹𝑖(𝑡)𝜉𝑖(𝑡) 

where 𝜉𝑖(𝑡) = 𝜗𝑖(𝑡)−𝜁𝑖(𝑡) for i = 1,2. The developed idea in Theorem 6.4.1, it asks that  

Ξ̃1(t)  = min
1≤𝑖≤𝑛

[2(𝑑𝑖 + ∅𝑖 + 𝛹𝑖) − ∑ 𝑐𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1 − ∑ 𝑐𝑗𝑖

𝑛

𝑗=1

𝐹𝑖𝜌 − ∑ 𝑎𝑖𝑗

𝑛

𝑗=1

𝐹𝑗𝜌
−1

+ ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1 + ∑|𝑣𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌
−1] = 7.12 > 0 

Ξ̃2(t) = max
1≤𝑖≤𝑛

[∑ 𝑎𝑗𝑖

𝑛

𝑗=1

𝐹𝑖𝜌 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌 + ∑|𝑣𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝜌 − 𝑑𝑖] = 6.60 > 0 

 

 

 

 

 

 

 

(6.45) 

 

Then it follows from Theorem 6.4.1 that system (6.32) and (6.33) can be achieved global 

Mittag-Leffler stabilization under the designed hybrid feedback control law. 
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6.6 Stability Problem- 2 

Example -2 

 For n = 2, consider the following fractional-order fuzzy cellular neural networks, 

𝐶𝐷𝛼ξ𝑖(𝑡)
= −𝑑𝑖ξ𝑖

(𝑡 − 𝛼) + ∑𝑐𝑖𝑗𝑓𝑗

2

𝑗=1

(ξ
𝑗
(𝑡)) + ∑𝑎𝑖𝑗𝑓𝑗

2

𝑗=1

(ξ
𝑗
(𝑡 − 𝜏)) + ∑ℎ𝑖𝑗𝜇𝑗

2

𝑗=1

+ ⋀𝑢𝑖𝑗𝑓𝑗(ξ𝑖
(𝑠 − 𝜏)

2

𝑗=1

) + ⋀𝑃𝑖𝑗𝜇𝑗

2

𝑗=1

+ ⋁𝑢𝑖𝑗𝑓𝑗(ξ𝑗
(𝑠 − 𝜏) +

2

𝑗=1

⋁𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑖, 𝑖 = 1,2,

2

𝑗=1

 

 

 

 

 

 

(6.46) 

where 𝛼 = 0.97, 𝑓(𝑡) = 𝑡𝑎𝑛ℎ(𝑡) The parameters of (6.13) error system are assumed that 𝑎11 = 

0.4, 𝑎12 = 0.6, 𝑎21 = 0.8, 𝑎22 = 0.9, 𝑐11 = 1.5, 𝑐12 = 1.8, 𝑐21 = 2.9, 𝑐22 = 2.8, 𝑢11 = 0.9, 𝑢12 = 1.2, 

𝑢21 = 2.1, 𝑢22 = 3.4, 𝑣11 = 1.8, 𝑣12 = 2.2, 𝑣21 = 0.7, 𝑣22 = 2.7, 𝑑1 = 1.7, 𝑑2 = 1.5, 𝛹1 = 0.7, 𝛹2 = 

0.6, 𝜙1 = 1.4, 𝜙2 = 1.9, 𝛿1 = 𝛿2 = 𝛿3 = 1 𝜔 = 2. 

The corresponding response system is described by 

𝐶𝐷𝛼𝜗𝑖(𝑡) = −𝑑𝑖𝜗𝑖(𝑡) + ∑𝑐𝑖𝑗𝑓𝑗

2

𝑗=1

(𝜗𝑗(𝑡)) + ∑𝑎𝑖𝑗𝑓𝑗

2

𝑗=1

(𝜗𝑗(𝑡 − 𝜏)) + ∑ℎ𝑖𝑗𝜇𝑗

2

𝑗=1

+ ⋀𝑢𝑖𝑗𝑓𝑗(𝜗𝑖(𝑠 − 𝜏)

2

𝑗=1

) + ⋀𝑃𝑖𝑗𝜇𝑗

2

𝑗=1

+ ⋁𝑢𝑖𝑗𝑓𝑗(𝜗𝑗(𝑡 − 𝜏) +

2

𝑗=1

⋁𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑖 + 𝑢𝑖(𝑡),

2

𝑗=1

 

 

 

 

 

(6.47) 

where 𝑎𝑖𝑗, 𝑢𝑖𝑗, 𝑣𝑖𝑗, 𝑑𝑖, 𝑐𝑖𝑗, and 𝐼𝑖 are the same as in system (6.41), and the hybrid feedback 

controllers is as follows: 𝑢𝑖(𝑡) = 𝑢1𝑖(𝑡)+𝑢2𝑖(𝑡), where 𝑢1𝑖(𝑡) = −𝜙𝑖(𝑡)𝑒𝑖(𝑡) and 𝑢2𝑖(𝑡) = −𝛹𝑖(𝑡)𝑒𝑖(𝑡) 

where 𝜉𝑖(𝑡) = 𝜗𝑖(𝑡)−𝜁𝑖(𝑡) for i = 1,2. According to the developed idea in Theorem 6.4.2, it asks 

that 
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𝛯1
̅̅ ̅(𝑡) = min

1≤𝑖≤𝑛
[(

𝜔 − 1

𝜔
𝛿0𝑑𝑖 + |∅𝑖(𝑡)| + |𝛹𝑖(𝑡)|) − ∑|𝑐𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝛿1(𝜔 − 1)

− ∑|𝑐𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗

1

𝛿1
𝜔−1 + ∑|𝑎𝑖𝑗|

𝑛

𝑗=1

𝐹𝑗𝛿2(𝜔 − 1) + |𝑢𝑖𝑗|𝐹𝑗
𝛿2(𝜔 − 1)

+ |𝑣𝑖𝑗|𝐹𝑗
𝛿3(𝜔 − 1) −

𝑑𝑖

𝜌𝛿0
𝜔−1] = 5.6 > 0 

𝛯2
̅̅ ̅(𝑡) = max

1≤𝑖≤𝑛
[∑|𝑎𝑖𝑗|

𝑛

𝑗=1

𝐹𝑖

1

𝛿2
𝜔−1 + ∑|𝑢𝑖𝑗|

𝑛

𝑗=1

𝐹𝑖

1

𝛿2
𝜔−1 + ∑|𝑣𝑖𝑗|

𝑛

𝑗=1

𝐹𝑖

1

𝛿2
𝜔−1] = 5.20 > 0 

 

 

 

 

 

 

 

 

(6.48) 

Then it follows from Theorem 6.4.2 that systems (6.34) and (6.35) can be achieved global 

Mittag-Leffler stabilization under the designed hybrid feedback control law. 

6.7 Conclusion 

This chapter addresses the global Mittag-Leffler stability of fractional order fuzzy cellular 

neural networks with leakage delay and time-varying delays. We proposed the definition of 

global Mittag-Leffler stability and the fractional Lyapunov direct method, which enriches the 

knowledge of both the system theory and the fractional calculus. This chapter serves as a first 

step in presenting sufficient conditions for global Mittag-Leffler stability for a generalized 

fuzzy cellular fractional-order neural network. The main theoretical finding in this chapter is 

that sufficient conditions are presented to prove the global Mittag-Leffler stability of the fuzzy 

cellular neural network. We extend the concept of Lyapunov functions for a fuzzy cellular 

fractional-order neural network. Under the assumption of Lipschitz continuity of activation 

functions, we have proved the global Mittag-Leffler stability of the proposed model, which 

implies a faster convergence rate of the network model than the Lyapunov convergence. 

Illustrative examples are provided to demonstrate the applicability of the proposed approach. 
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CHAPTER 7 

STABILITY ANALYSIS OF FRACTIONAL ORDER FUZZY 

CELLULAR NEURAL NETWORK WITH DISTRIBUTED 

DELAYS VIA HYBRID FEEDBACK CONTROLLER 

 

7.1  Introduction 

Stability problems for fractional-order differential systems, including Global stability 

[177,178], Exponential stability [179], and robust stability [180] have been widely discussed. 

As we all know, the stability problem is a very important performance measure for any dynamic 

system. [181] investigated the Mittag-Leffler stability of nonlinear fractional neutral singular 

systems under Caputo and Riemann–Liouville derivatives. Mittag-Leffler stability is a 

relatively new concept related deeply to fractional calculus. In [182], conditions on the Stability 

of fractional-order nonlinear dynamic systems: Lyapunov direct method and generalized 

Mittag-Leffler stability are established. So far, three basic cellular neural network (CNN) 

structures have been proposed. The first one is traditional CNN [183], a dynamical and 

analogical computational network using analog weights, inputs, states, and outputs. The second 

one is delay-type CNN [184] which introduces delayed weights into the traditional CNN and 

uses analog weights, inputs, states, and outputs. The last one is discrete-time CNN [189] which 

uses analog weights, inputs, states, and digital outputs. Unlike the traditional CNNs structure, 

fuzzy cellular neural networks (FCNN) implement fuzzy logic between its template input and 

output besides the sum of product operations. Unlike cellular neural networks, fuzzy cellular 

neural networks integrate fuzzy logic into the structure of customary cell neural systems and 

keep up nearby connections among cells. Fuzzy cellular neural networks (FCNNs), introduced 

by Yang et al. [190, 191], such as thinking and reasoning, [192-198] white blood cell detection, 

[199] and pattern recognition. On the other hand, outer synchronization between two coupled 

networks has been extensively studied. Similar to traditional CNNs, the stability of the system 

is very important in the design of FCNNs. We note that several conditions for FCNNs have 

been proposed [200-208]. Between multiple performance objectives using a single feedback 

function, whereas hybrid control seeks to achieve multiple performance objectives in a locally 

adaptive sense by exchanging between individuals from the earlier determined group of input 

capacities. There are numerous outcomes on half-breed frameworks and cross-breed control in 

distributed writing. Conferences have been held with published proceedings [209-217], and 
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special issues of archival publications have been devoted to hybrid systems and control [218, 

219].  

In addition, the literature on hybrid control systems is very large; a number of references to this 

literature are identified throughout this paper. Tutorial papers [220–231], a monograph 

[232,233], and doctoral dissertations that treat hybrid control systems have been written. 

Examples of hybrid controllers in the automotive field include applications for automated 

highway systems [234], motion planning [235-239], and so on. Although examining in half-

breed control has been the article of an extraordinary and gainful exertion in the ongoing years 

in the car field, from the best of our knowledge, this is the first time that benefits of both FOC 

and hybrid control are used for ACC maneuvers. 

 

7.2 Global Mittag-Leffler stability of Fractional order system 

 

The global Mittag-Leffler stability of fractional-order fuzzy cellular neural networks has been 

studied in this chapter. Stability criteria are derived to ensure the stability of concerned 

fractional order systems. Moreover, stability has been justified by considering two examples. 

Further, a novel Lyapunov functional for checking the stability of the fractional order system 

has been constructed. It has been done with the help of Lemma with Lyapunov function and its 

sufficient conditions. An effective hybrid feedback controller is applied for the synchronization 

of master and slave systems [240-243]. 

 

7.3 Lyapunov approach for stability 

 

Numerous academics put up the idea of incremental stability as a potent characteristic of 

dynamical and control systems. Instead of describing the convergence of trajectories with 

respect to an equilibrium point or specific trajectory, incremental stability explains the 

convergence of trajectories with respect to one another. Lyapunov functions are crucial in the 

investigation of incremental stability, just as they are in the research of stability. This chapter 

presents novel coordinate-independent conceptions of incremental Lyapunov functions that 

describe incremental stability in terms of the suggested Lyapunov functions [244-247]. 
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7.4 Model Description and Preliminaries 

 

In this chapter, we introduce some basic definitions and the corresponding results will be used 

later. 

 

Definition 1 ([70]) suppose that 𝛽 > 0 for a function 𝑓(𝑡) is defined as 

𝐽𝛽𝑓(𝑡) =
1

Γ(𝛽)
∫  

𝑡

𝑡
(𝑡 − 𝜏)𝛽−1𝑓(𝜏)𝑑𝜏.        (7.1) 

Where 𝑡 ≥ 𝑏, 𝑡 ∈ ℝ, Γ𝑛(−) is the gamma function, given byΓ(𝛽) = ∫0

∞
 𝑡𝑠−1𝑒−𝑡𝑑𝑡. 

Definition 2 ([70)) The Caputo fractional derivative of order 𝛽 for a function 𝑓(𝑡) is defined 고 

𝐷𝛽𝑓(𝑡) =
1

Γ(𝑛−𝛽)
∫  

𝑡

𝑏
(𝑡 − 𝜏)𝑛−𝛽−1𝑓(𝑛)(𝜏)𝑑𝜏      (7.2) 

In which𝑡 ≥ 𝑏, 𝑡 ∈ ℝ,Ω − 1 < 𝛽 < 𝑛 ∈ ℕ. 

 

Definition 3 ([7l]) the one-parameter Mittag-Leffler function is defined as 

𝐸𝜙(𝑥) = ∑  ∞
𝑙=0

𝑥𝑙

𝛾(𝑙𝜙+1)
          (7.3) 

Definition 4 ([71]) the two-parameter Mittag-Leffler function is defined as 

𝐸𝜙,𝜓(𝑥) = ∑  ∞
𝑙=0

𝑥𝑙

𝛾(𝑙𝜙+𝜓)
        (7.4) 

 

Definition 5 ([71]) Moreover, the Laplace transform of the Mittag-Leffler function in two 

parameters is 

𝐿 ⋅ [𝑡𝜓−1𝐸𝜙,𝜓(−𝜆𝑡𝜙)] =
𝑠𝜙−𝜓

𝑠𝜓+𝜆
⋅ (𝑅(𝑠) > |𝜆||

1

𝜓)      (7.5) 

Where 𝑠the variable in the Laplace domain is, 𝑅(𝑠) denotes the real part of s, 𝜆 ∈ 𝑅 and𝐿 stands 

for the Laplace transform. 

Lemma 1 ([72]) Let a vector-value function 𝑝(𝑡) ⊂ ℝ𝜋 is differentiable. Then, for any𝑡 > 0, 

one has 

1

2
𝐷𝑝𝑝2(𝑡) ≤ 𝑝(𝑡)𝐷𝑠𝑝(𝑡)         (7.6) 

When0 < 𝛽 < 1. 

Lemma 2([248]) Suppose that 𝑥. 𝑦 ∈ ℝ𝑥 be the no states of the system (7.7). Then, one has 

|𝑁𝑗=1
𝑛 𝑢𝑖𝑗𝑓𝑗(𝜃𝑗) − 𝑁𝑗=1

𝜋 𝑢𝑖𝑗𝑓𝑗(𝜁𝑗)| ≤ ∑𝑗=1
𝑛  |𝑢𝑖𝑗||𝑓𝑗(𝜃𝑗) − 𝑓𝑗(𝜁𝑗)|, 
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Lemma 3 ([74]) Let𝑘1 > 0, 𝑘2 > 0, 𝑘3 > 0, 𝑘4 > 1, and(
1

𝜋3
) + (

1

𝜋4
) = 1. Then for any𝜖 > 0, 

we have: 

𝑘1𝑘2 ≤
1

𝑘3

(𝑘1𝜖)
𝑘3 +

1

𝑘4
(𝑘2

1

𝜖
)

𝑘4

 

The equality holds if and only if(𝑘1𝜖)
𝑘3 = (𝑘2 (

1

4
))

𝑘4

. 

 

Lemma 4 ([75]) Let 𝑉(𝑡) be a continuous function on [0,∞0) satisfying 

𝐶𝑎𝑉(𝑡) ≤ −𝛾𝑉(𝑡), 𝛼 ∈ (0,1).        (7.7) 

For some constant𝑦. Then 

𝑉(𝑡) ≤ 𝑉(0)𝐹𝑎(−𝛾𝑡𝑎), 𝑡 ≥ 0        (7.8) 

 

Lemma 5 ([76]) Let𝑢 > 0, 𝑣 > 0,1 < 𝑝 < +∞, and
1

𝑝
+

1

4
= 1, then the following relationship 

holds 

𝑢𝑣 ≤
1

𝑝
𝑢𝑝 +

1

𝑞
𝑣𝑞         (7.9) 

The equality holds if and only if𝑢 = 𝑣𝑝−1. 

 

Assumption 1 The neuron activation functions 𝑓j are Lipschitz continuous and satisfy for  

|𝑓𝑗(𝜃𝑗) − 𝑓𝑗(𝜁𝑗)| ≤ 𝐹𝑗|𝜃𝑗 − 𝜁𝑗|. 

Positive constants𝐹𝑗 > 0. 

 

In this, we will derive some criteria to guarantee the Global Mittag-Leffler stability between 

drive system (7.10) and response system (7.11). 

 

We consider the following a-dimensional FCNNs with distributed delay: 

 𝑐𝐷𝛼𝜁𝑖(𝑡) = −𝑑𝑖𝜁𝑖(𝑡) + ∑  

𝜋

𝑗=1

𝑐𝑙𝑗𝑓𝑗(𝜁𝑗(𝑡)) + ∑  

𝜋

𝑗=1

𝑎𝑖𝑗𝑓𝑗(𝜁𝑗(𝑡 − 𝜏)) + ∑  

𝜋

𝑗=1

ℎ𝑗𝚥𝜇𝑗 
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 +⋀  𝑛
𝑗=1  𝑢𝑖𝑗 ∫  

∞

0
 𝑘𝚥(𝑠)𝑓𝑗(𝜁𝚥(𝑠 − 𝜏))𝑑𝑠 + ∏  𝑛

𝑗=1  𝑃𝑙𝚥𝜇𝑗

 +∏  𝑛
𝑗=1   𝑡𝑖𝑗 ∫  

∞

0
 𝑘𝚥(𝑠)𝑓𝑗(𝜁𝑗(𝑠 − 𝜏))𝑑𝑠

 +∏  𝑛
𝑗=1  𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑖+𝑖 = 1,2, …𝑛,

    (7.10) 

Where,  𝐶𝐷𝛼 is the Caputo's fractional derivative and 0 < 𝛼 < 1, 𝑑𝑡 > 0 denotes the rate with 

which the ith neuron, 𝜁𝑙(𝑡) corresponds to the state variable of the ith unit at time 𝑡, 𝑐𝑙𝑗, 𝑎𝑖𝑗 are 

elements of feedback and feed-forward template ℎ𝑖𝑗 is the feed-forward template. 𝑢𝑖𝑗, 

𝑣𝑖𝑗 , 𝑃𝑖𝑗 , 𝑄𝑖𝑗 are elements of fuzzy feedback MIN template, and furzy feedback MAX template, 

respectively. V and ⋀ denote the fuzzy AND and fuzzy OR operations, respectively. 𝑙 Denote 

state, input, and bias of the ith neuron, respectively. 𝑓𝑖 is the activation function. 

In this paper, we refer to model (7.10) as the drive system; the response system is given as 

follows 

+∏𝑗=1
𝜋  𝑢𝑙𝐽∫0

∞
 𝑘𝑗(𝑠)𝑓𝐽(𝜃𝐽(𝑠 − 𝜏))𝑑𝑠 + ∏𝐽=1

𝜋  𝑃𝑙𝚥𝜇𝐽 

+∫
𝑗=1

𝜋
 𝑣𝑖𝑗∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(∂𝑗(𝑠 − 𝜏))𝑑𝑠 

+∫
𝑗=1

𝜋
 𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑙 + 𝑢𝑙(𝑡).        (7.11) 

 

Where 𝜃1(𝑓) corresponds to the state variable of the ith neuron of the response system and 

𝑢𝐿(𝑡) indicates the control input. 

Suppose that 𝜁𝑖(𝑡), ∇𝑖(𝑡) are arbitrary solutions of system (7.10) and system (7.11), 

respectively. Let 𝑒1(𝑡) = 𝑡𝐼(𝑡) − 𝜁1(𝑡) for 𝑖 ∈ 𝐼+then from the system (7.10) and system 

(7.11), the error dynamical system can be derived as: 

𝜉𝑙(𝑡) = −𝑑𝑙𝜉𝑙(𝑡) + ∑𝑗=1
𝜋  𝑐𝑙𝑗⌋𝑓𝑗(𝜃𝑗(𝑡)) − 𝑓𝑗(𝜁𝚥(𝑡))] 

+∑𝑗=1
𝜋  𝑎𝑖𝑗 [𝑓𝑗(𝜃𝑗(𝑡 − 𝜏))) − 𝑓𝑗(𝜁𝑗(𝑡 − 𝜏))] 

+∫
𝑗=1

𝜋
 𝑢𝑖𝑗∫0

∞
 𝑘𝑗(𝑠)[𝑓𝑗(𝜃𝑗𝑗(𝑡 − 𝜏)) − 𝑓𝑗(𝜁𝑗(𝑡 − 𝜏))]𝑑𝑠 

+∫
𝑗=1

𝜋
 𝑣𝑙𝑗∫0

∞
 𝑘𝑗(𝑠)[𝑓𝑗(0𝑗(𝑡 − 𝜏)) − 𝑓𝑗(𝜁𝑗(𝑡 − 𝜏)) ∣ 𝑑𝑠 + 𝑢𝑖(𝑡)   (7.12) 

Now we introduce the hybrid feedback controls are 

𝑐𝑐𝛼
𝜃𝑙(𝑡) = −𝑑𝑙𝜃𝑙(𝑡) + ∑𝑗=1

𝑛  𝑐𝑙𝑗𝑓𝚥(𝜃𝑗(𝑡)) + ∑𝑗=1
𝑛  𝑎𝑙𝑗𝑓𝑗(𝜃𝚥(𝑡 − 𝜏)) + ∑𝑗=1

𝑛  ℎ𝑙𝚥𝜇𝑗  

+⋀𝑗=1
𝜋  𝑢𝑙𝐽∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(𝜃𝐽(𝑠 − 𝜏))𝑑𝑠 + ⋀𝑗=1

𝜋  𝑃𝑙𝑗𝜇𝐽 

+√𝐽
𝑗=1

𝑛
𝑣1𝚥∫0

∞
 𝑘𝚥(𝑠)𝑓𝚥(𝜃𝚥(𝑠 − 𝜏))𝑑𝑠 

+𝑉∫ −1
𝜋 𝑄𝑖𝑗𝜇𝐽 + 𝐼𝑙 + 𝑢𝑙(𝑡).         (7.13) 
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Where 𝑡1(𝑡) corresponds to the state variable of the ith neuron of the response system and 

𝒖𝑖(𝑡) indicates the control input. 

Suppose that 𝜁𝑖(𝑡), ∇𝑙(𝑡) are arbitrary solutions of system (7.10) and system (7.11), 

respectively, and let 𝑒𝑙(𝑡) = 𝑡1(𝑡) − 𝜁(𝑡) for𝑖 ∈ 𝐼, then from the system (7.10) and system 

(7.11), the error dynamical system can be derived as: 

𝜉𝑙(𝑡) = −𝑑𝑙𝜉𝑖(𝑡) + ∑𝑗=1
𝜋  𝑐𝑙𝑗[𝑓𝑗(𝜃𝑗(𝑡)) − 𝑓𝑗(𝜉𝑗(𝑡))] 

+∑𝑗=1
𝑛  𝑎𝑖𝑗 ∣ 𝑓𝑗(𝜃𝑗(𝑡 − 𝜏))) − 𝑓𝑗(𝜁𝚥(𝑡 − 𝜏))] 

+⋀𝑗−1
𝜋  𝑢𝑖𝑗∫0

∞
 𝑘𝑗(𝑠)[𝑓𝑗(𝜃𝑗(𝑡 − 𝜏)) − 𝑓𝑗(𝜁𝑗(𝑡 − 𝜏))]𝑑𝑠 

+⋁𝑗=1
𝜋  𝑣𝑖𝑗∫0

∞
 𝑘𝑗(𝑠)[𝑓𝑗(𝑓𝑗(𝑡 − 𝜏)) − 𝑓𝑗(𝜁𝚥(𝑡 − 𝜏))]𝑑𝑠 + 𝑢𝑖(𝑡)   (7.14) 

 

Now we introduce the hybrid feedback controls are 

𝑢𝑙(𝑡) = 𝑢𝑢(𝑡) + 𝑢𝑈(𝑡), where 𝑢1𝑢(𝑡) = −𝜙𝑖(𝑡)𝜉2(𝑡) and𝑢2𝑈(𝑡) = −𝑣𝑖(𝑡)𝜉𝑖(𝑡). 

𝜉1(𝑡) = −𝑑1𝜉1(𝑡) + ∑𝑗=1
𝑛  𝑐1𝑗[𝑓𝚥(𝑏𝚥(𝑡)) − 𝑓𝚥(𝜉𝚥(𝑡))] 

+∑𝑗=1
𝑛  𝑎𝑖𝚥𝐽𝚥(𝑑𝚥(𝑡 − 𝜏)) − 𝑓𝑗(𝜁𝚥(𝑡 − 𝜏))] 

+∫
𝑗=1

𝜋
 𝑢𝐿𝐽∫0

∞
 𝑘𝚥(𝑠)[𝑓𝑗(0𝚥(𝑡 − 𝜏)) − 𝑓𝑗(𝜁𝚥(𝑡 − 𝜏))]𝑑𝑠 

+𝑉𝑗=1
𝜋 𝑣𝐼𝑗∫0

∞
 𝑘𝑗(𝑠)[𝑓𝑗(𝑡𝑗(𝑡 − 𝜏)) − 𝑓𝑗(𝜉𝑗(𝑡 − 𝜏))]𝑑𝑠 − 𝜙𝑙(𝑡)𝜉𝑙(𝑡) − 𝑣𝑖(𝑡)𝜉𝑖(𝑡) (7.15) 

 

Remark 𝟕. 𝟒. 𝟏 Motivated by the success of the applications of the Mittag-Leffler functions in 

many areas of science and engineering. We present our work here. Applications of Mittag-

Leffler functions in certain areas of physical and applied sciences are also very common. Very 

recently, Chen et al. [248] formulated and investigated the global Mittag-Leffler stability and 

synchronization of fractional-order memristor NNs. Stamova and Stamov [249] studied the 

impulsive and linear controllers on Mittag-Leffler synchronization of fractional-order NNs 

with time-varying delays. To extend the application of fractional calculus in nonlinear systems, 

we propose the Mittag-Leffler stability and the Lyapunov direct method to enrich the 

knowledge of both system theory and fractional calculus. 

Theorem 𝟕. 𝟒. 𝟏 Assume that A.ssumption (1) and Lemma (4) hold, then the system (7.10) is 

Globally Mittag-Leffler stable, provided the following conditions hold: 

∇1(𝑡) > ∇2(𝑡). 
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𝜂1(𝑡) = mini≤𝑙≤  [(𝑑𝑖 + 𝜙𝑟(𝑡) + 𝜗𝑖(𝑡)) − ∑𝑗=1
𝑛  𝑐𝑖𝑗𝐹𝑗𝜌

−1 − ∑𝑗=1
𝑛  𝑐𝑗𝐹𝑙𝜌 − ∑𝑗=1

𝑛  𝑎𝑡𝑗𝐹𝑗𝜌
−1 

+∑𝚥=1
𝑛  |𝑢𝑖𝑗|𝐹𝑗𝜌

−1 + ∑𝚥=1
𝑛  |𝑣𝑗|𝐹𝑓𝜌

−1] > 0 

𝜂2(𝑡) = max1≤𝐼≤𝑛  [∑𝑗=1
𝑛  𝑎𝑗𝐹𝑖𝜌 + ∑𝑗=1

𝑛  |𝑎𝑗𝑢|𝐹𝑖𝜌 + ∑𝑗=1
𝑛  |𝑣𝑗|𝐹𝑖𝜌] > 0   (7.16) 

Proof, let us consider the Lyapunov function is 

𝑉(𝑡) = ∑  𝑚
𝑟=1

1

2
𝑘𝑖

2(𝑡)          (7.17) 

According to the Caputo fractional-order derivative definition, we have 

 𝑐𝐷𝛼𝑉(𝑡, 𝜉((𝑡))  ≤ ∑  

𝜋

𝑙=1

  𝜉𝑙(𝑡)
𝑐𝐷2𝜉𝑙(𝑡)

 ≤ ∑  

𝜋

𝑙=1

  𝜉𝑙(𝑡) [−𝑑𝑙𝜉𝑙(𝑡) + ∑  

𝑛

𝑗=1

  𝑐𝑙𝑗[𝑓𝑗(𝑡𝑗(𝑡)) − 𝑓𝑗(𝜁𝑗(𝑡))]

 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑙𝑗𝐹𝑙 [
𝜌−1

2
𝜉𝑙

2(𝑡) +
𝜌

2
𝜉𝑗

2(f − 𝜏)] 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝜉𝑙

2(𝑠) +
𝜌

2
𝜉𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝜉𝑖

2(𝑠) +
𝜌

2
𝜉𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

−∑𝑙=1
𝜋  𝜙𝑙(𝑡)𝜉𝑙

2(𝑡) − ∑𝑙=1
𝜋  Ψ𝑙(𝑡)𝜉𝑙

2(𝑡) 

≤ −∑𝑙=1
𝑛  𝑑𝑙𝜉𝑙

2(𝑡) + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑙𝑗𝐹𝐽 [
𝜌−1

2
𝜉𝑙

2(𝑡)] + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑙𝑗𝐹𝐽 [
𝜌

2
𝜉𝑗

2(𝑡)] 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑙𝑗𝐹𝑗 [
𝜌−1

2
𝜉𝑙

2(𝑡)] + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑖𝑗𝐹𝑗 [
𝜌

2
𝜉𝑗

2(𝑡 − 𝜏)] 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑙

2(𝑠)] 𝑑𝑠 

+∑𝑖=1
𝜋  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌

2
𝜉𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

+∑𝑖=1
𝜋  ∑𝑗=1

𝑛  |𝑣𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑖

2(𝑠)] 𝑑𝑠 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑡𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌

2
𝜉𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

−∑𝑙=1
𝑛  𝜙𝑙(𝑡)𝜉𝑙

2(𝑡) − ∑𝑙=1
𝑛   ⇓𝑖 (𝑡)𝜉𝑙

2(𝑡) 

≤ −∑𝑙=1
𝑛  𝑑𝑖𝜉𝑙

2(𝑡) + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑙𝑗𝐹𝑗 [
𝜌−1

2
𝜉𝑙

2(𝑡)] + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑗𝑙𝐹𝑙 [
𝜌

2
𝜉𝑙

2(𝑡)] 
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+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑙𝑗𝐹𝚥 [
𝜌−1

2
𝜉𝑙

2(𝑡)] + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑗𝑙𝐹𝑙 [
𝜌

2
𝜉𝑙

2(𝑡 − 𝜏)] 

+∑𝑖=1
𝜋  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑙

2(𝑠)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑗𝑢|∫
0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
𝜉𝑙

2(𝑠 − 𝜏)] 𝑑𝑠 

+∑𝑖=1
𝜋  ∑𝑗=1

𝑛  |𝑡𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝚥 [

𝜌−1

2
𝑘𝑙

2(𝑠)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
𝑘𝑙

2(𝑠 − 𝜏)] 𝑑𝑠 

−∑𝑖=1
𝜋  𝜙𝑙(𝑡)𝜉𝑙

2(𝑡) − ∑𝑙=1
𝜋   ⇓𝑖 (𝑡)𝜉𝑙

2(𝑡) 

≤ ∑𝑡=1
𝑛  𝐼 − (𝑑𝑡 + 𝜙𝑣(𝑡) + ∇𝑙(𝑡)) + ∑𝚥=1

𝑛  𝑐𝑖𝑗𝐹𝑗

𝜌−1

2
 

+∑𝑗=1
𝑛  𝑐𝑗𝐹𝑖

𝜌

2
+ ∑𝑗=1

𝑛  𝑎𝑖𝑗𝐹𝑗 [
𝜌−1

2
]⌋

𝑗

2

(𝑡) 

+∑𝑙=1
𝑛   [∑𝑗=1

𝑛  𝑎𝑗𝐹𝑙 [
𝜌

2
]] 𝜉𝑙

2(𝑓 − 𝜏) + ∑𝑙=1
𝑛   [∑𝑗=1

𝑛  |𝑢𝑙|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
] 𝑑𝑠 

+∑𝐽=1
𝑛  |𝑣𝑗|∫0

∞
 𝑘𝐽(𝑠)𝐹𝐽 [

𝜌−1

2
]] 𝑘𝑗

2(𝑠)𝑑𝑠 

+∑𝑖=1
𝜋   [∑𝑗=1

𝑛  |𝑢𝑗𝑢|∫
0

∞
 𝑘𝚥(𝑠)𝐹𝑙 [

𝜌

2
] 𝑑𝑠       (7.18) 

From this estimate, for any solution (7.13), which satisfies the Razumichin condition 

We have. According to Lemma 5, the claim of Theorem 7.4.1 follows. 

By Lemma 4 and inequality (7.19), this proves system (7.10) can be achieved globally Mittag-

Leffler stabilization under the designed control law. 

Hence complete the proof. 

Theorem 7.4.3 Assume that Assumption (1) and Lemma (4) hold, then the system (7.10) is 

Globally Mittag-Leffler stable, provided the following conditions holds: 

+∑𝑗=1
𝜋  |𝑣𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
]] 𝜉𝑙

2(𝑠 − 𝜏)𝑑𝑠 

≤ −∑𝑙=1
𝑛   [(𝑑𝑙 + 𝜙𝑙(𝑡) + Ψ𝑙(𝑡)) − ∑𝑗=1

𝑛  𝑐𝑙𝑗𝐹𝑗

𝜌−1

2
− ∑𝑗=1

𝑛  𝑐𝑗𝐹𝑙

𝜌

2
 

−∑𝑗=1
𝜋  𝑎𝑗𝐽𝐹𝐽 [

𝜌−1

2
]] 𝜉𝑑

2(𝑡) 
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+∑𝑙=1
𝑛   [∑𝑗=1

𝑛  𝑎𝑗𝑖𝐹𝑙 [
𝜌

2
]] 𝜉𝑙

2(𝑡 − 𝜏) + ∑𝑙=1
𝑛   [∑𝑗=1

𝑛  |𝑢𝑙𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
]𝑑𝑠 

+∑𝑗=1
𝑛  |𝑣𝑙𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝐽 [

𝜌−1

2
]]

𝜉𝑖
2

(𝑥)𝑑𝑠 + ∑𝑖=1
𝑛   [∑𝑗=1

𝑛  |𝑢𝑢𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑡 [

𝜌

2
] 𝑑𝑠 

+∑𝑗=1
𝑛  |𝑣𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
]] 𝜉𝑙

2(𝑠 − 𝜏)(𝑠)𝑑𝑠 

≤ −𝜂1𝑉(𝑡, 𝜉(𝑡)) + 𝜂2max𝑡−𝑡≤𝑟≤𝑡  𝑉(𝑠, 𝜉(𝑠)).     (7.19) 

where, 

𝜂1(𝑡) =  min
1≤𝑖≤𝑒

  [(𝑑𝑡 + 𝜙𝑖(𝑡) + 𝜗𝑖(𝑡)) − ∑  

𝑛

𝑗=1

  𝑐𝑖𝑗𝐹𝑗𝜌
−1 − ∑  

𝑛

𝑗=1

  𝑐𝑗𝐹𝑖𝜌 − ∑  

𝑛

𝑗=1

 𝑎𝑙𝑗𝐹𝑗𝜌
−1

+∑  

𝑛

𝑗=1

  |𝑢𝑖𝑗|𝐹𝑗𝜌
−1 + ∑  

𝑛

𝑗=1

  |𝑣𝑙𝑗|𝐹𝐽𝜌
−1] > 0

𝜂2(𝑡) =  max
1≤𝑖≤𝑒

  [∑  

𝑛

𝑗=1

 𝑎𝑗𝑙𝐹𝑖𝜌 + ∑  

𝑛

𝑗=1

  |𝑢𝑗𝑙|𝐹𝑖𝜌 + ∑  

𝑛

𝑗=1

  |𝑣𝑗|𝐹𝑖𝜌] > 0

 

From this estimate, for any solution (7.13), which satisfies the Razumichin condition 

𝑉(𝑠, 𝜉(𝑠)) ≤ 𝑉(𝑡, 𝜉(𝑡)), 𝑡 − 𝜏 ≤ 𝑠 ≤ 𝑡       (7.20) 

We have 

 𝐶𝐷𝛼𝑉(𝑡. 𝜉(𝑡)) ≤ −(𝜂1 − 𝜂2)𝑉(𝑡. 𝜉(𝑡)), 𝑡 ≥ 0.      (7.21) 

According to Lemma 5, the claim of Theorem 7.4.1 follows. 

𝑉(𝑡, 𝜉(𝑡)) ≤ 𝑉(0, 𝜉(0))𝐸𝑎(−𝛾𝑡𝛼), 𝑡 ≥ 0      (7.22) 

By Lemma 4 and inequality (7.19), this proves system (7.10) can be achieved globally 

Mittag-Leffler stabilization under the designed control law. 

Hence complete the proof. 

Theorem 7.4.3 Assume that Assumption (1) and Lemma (4) hold, then the system (7.10) is 

Globally Mittag-Leffler stable, provided the following conditions holds: 

𝜃1(𝑡) > 𝜃2(𝑡) 
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𝜃1(𝑡) =  min
𝑙≤𝑙≤𝑛

  [𝜔(𝑑𝑙 + |𝜙1(𝑡)| + |Ψ𝑙(𝑡)|) − ∑  

𝑛

𝑗=1

  |𝑐𝑙𝑗|𝐹𝑗𝛿1(𝜔 − 1) − ∑  

𝑛

𝑗=1

  |𝑐𝑗𝑙|𝐹𝑙

1

𝛿1
𝜔−1

−∑  

𝑛

𝑗=1

  |𝑎𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿2 + |𝑢𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿3 + |𝑣𝑙𝑗|𝐹𝑗(𝜔 − 1)𝛿3]
|𝜉𝑙(𝑡)|

𝜔

𝜔
> 0

𝜃2(𝑡) =  max
1≤𝑙≤𝑛

  [∑  

𝑛

𝑗=1

  |𝑎𝑗|𝐹𝑙

1

𝑔2
𝜔−1 + ∑  

𝑛

𝑗=1

  |𝑢𝑗𝑙|𝐹𝑙

1

𝛿3
𝜔−1 + ∑  

𝑛

𝑗=1

  |𝑣𝑗𝑢|𝐹𝑙

1

𝑗3
𝑎𝑣−1]

|𝑘𝑙(𝑡 − 𝜏)|𝜔

𝑎
> 0.

 

Proof we define a Lyapunov function 

𝑉(𝑡, 𝜉(𝑡)) = ∑  𝑛
𝑖=1

1

𝜔
|𝑘1(𝑡)|

𝜔                 (7.23) 

According to the Caputo fractional-order derivative definition, we have 

 𝑐𝐷𝑎𝑉(𝑡, 𝜉(𝑡)) ≤ ∑𝑙=1
𝑛  |𝜉1(𝑡)|

𝑎−1[−𝑑𝑖|𝑘𝑙(𝑡)| + ∑𝑗=1
𝑛  |𝑐𝑙||𝑓𝑗(𝑓𝑗(𝑡)) − 𝑓𝑗(𝜁𝑗(𝑡))| 

+∑𝑗=1
𝑛  |𝑎𝑖𝐽|𝑓𝚥(𝜃𝑗(𝑡 − 𝜏)) − 𝑓𝚥(𝜁𝑗(𝑡 − 𝜏))] 

+⋀𝚥=1
𝑛  |𝑎𝑖𝚥|∫0

∞
 𝑘𝚥(𝑠)[𝑓𝑗(∂𝚥(𝑠 − 𝜏)) − 𝑓𝑗(𝜁𝚥(𝑡 − 𝜏))]𝑑𝑠 

+∏𝚥=1
𝜋  |𝑣𝚥𝚥|∫0

∞
 𝑘𝚥(𝑠)[𝑓𝚥(0𝚥(𝑠 − 𝜏)) − 𝑓𝚥(𝜁𝚥(𝑡 − 𝜏))]𝑑𝑠 

+|𝜙𝑙(𝑡)||𝜉𝑙(𝑡)| + |Φ𝑙(𝑡)||𝜉𝑙(𝑡)|] 

≤ ∑𝑙=1
𝑛  |𝜉𝑙(𝑡)|

2−1[−𝑑𝑖|𝑘𝑙
(𝑡)|+∑𝑗=1

𝜋  |𝑐𝑙|𝐹𝑗|𝜉𝑗(𝑡)|+∑𝚥=1
𝑛  |𝑎𝑙𝑗|𝐹𝑗|𝑘𝚥(𝑡 − 𝜏) ∣ 

+∑𝑗=1
𝜋  |𝑢𝑗𝑗|∫0

∞
 𝑘𝚥(𝑠)𝐹𝚥|𝑘𝑗(𝑠 − 𝜏)|𝑑𝑠 

+∑𝑗=1
𝑠  |𝑣𝚥|∫0

∞
 𝑘𝑗(𝑠)𝐹𝚥|𝐹𝑗(𝑠 − 𝜏)|𝑑𝑠 

+|𝜙𝑙(𝑡)||𝜉𝑡(𝑡)| + |𝜗4(𝑡)||𝑘𝑙(𝑡)|] 

≤ −∑𝑙=1
𝜋  (𝑑𝑖 + |𝜙𝑙(𝑡)| + |Ψ𝑙(𝑡)|)|𝜉𝑡(𝑡)|

𝜔𝑡 + ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑖𝑗|𝐹𝑗|𝑘𝑖(𝑡)|
𝜔−1|𝑘𝑗(𝑡)| 

+∑𝑙=1
𝜋  ∑𝑗=1

𝜋  |𝑎𝑖𝑗|𝐹𝑗|𝑘𝑡(𝑡)|
𝜔−1|𝜉𝑗(𝑡 − 𝜏)| 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗|𝑘𝑖(𝑠)|

𝜔−1|𝑘𝑗(𝑠 − 𝜏)|𝑑𝑠    (7.24) 

+∑  

𝑛

𝑙=1

∑ 

𝑛

𝑗=1

|𝑣𝑙| ∫  
∞

0

𝑘𝑗(𝑠)𝐹𝑗|𝑘𝑙(𝑠)|
𝛼−1|𝜉𝑗(𝑠 − 𝜏)|𝑑𝑠 

From lemma 3 we have 

|𝜉1(𝑡)|
𝜔−1|𝜉𝑗(𝑡)| ≤

𝜔 − 1

𝜔
[|𝜉1(𝑡)|

𝑎−1𝛿1
𝜔−1]

𝜔
𝜔𝑣 +

1

𝜔
[|𝜉𝚥(𝑡)|𝛿1

𝜔−1]
𝜔𝑡
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=
𝜔 − 1

𝜔
|𝜉1(𝑡)|

𝜔𝛿1 +
1

𝜔
|𝜉𝑗(𝑡)|

𝜔 1

𝛿1
𝑠−1 

|𝜉1(𝑡)|
𝜔−1|𝜉𝑗(𝑡 − 𝜏)| ≤

𝜔 − 1

𝜔
[|𝜉1(𝑡)|

𝜔−1𝛿2
𝜔−1]

𝜋
𝜔−1 +

1

𝜔
[|𝜉𝜔(𝑡 − 𝜏)|2

𝜔−1
𝜔 ]

𝜔

 

=
𝜔 − 1

𝜔
|𝜉1(𝑡)|

𝜔𝛿2 +
1

𝜔
|𝜉𝑗(𝑡 − 𝜏)|

𝜔 1

𝛿2
𝜔−1 

∫
0

∞
 |𝑘𝑙(𝑠)|

∞−1|𝑘𝑗𝑗(𝑠 − 𝜏)|𝑑𝑠 

≤ ∫
0

∞
 
𝜔 − 1

𝜔
[|𝜉1(𝑠)|

𝜔−1𝛿3
𝜔−1]

𝑒
𝑎−1 +

1

𝜔
||𝜉𝚥(𝑠 − 𝜏) ∣ 𝛿3

−𝜔
𝜔 ]

𝜔

 

= ∫
0

∞
 
𝜔−1

𝜔
|𝜉𝑖(𝑠)|

𝜔𝜉3 +
1

𝜔
|𝑘1𝐽(𝑠 − 𝜏)|𝜔

1

𝛿3
𝜔−1     (7.25)  

Now substitute the above values in the above equation we get 

 𝑐
𝛼
𝐷𝛼𝑉(𝑡, 𝜉′(𝑡))

≤ −∑𝑙=1
𝑛  (𝑑𝑖 + |𝜙𝑟(𝑡)| + |𝜛𝑖(𝑡)|)|𝜉𝑖(𝑡)|

𝜔

+ ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑙𝑗|𝐹𝑗 [
𝑎 − 1

𝜔
|𝜉𝑙(𝑡)|

𝜔𝛿1  

+
1

𝜔
|𝜉𝑗(𝑡)|

𝜔 1

𝛿1
𝜔−1] + ∑𝑙=1

𝑛  ∑𝑗=1
𝑛  |𝑎𝑖𝑗|𝐹𝐽 [

𝜔 − 1

𝜔
|𝑘𝑙(𝑡)|

𝜔𝛿2 

+
1

𝜔𝑣
|𝑘𝑗(𝑡 − 𝜏)|

∗ 1

𝛿2
𝜔−1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑙𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝚥 [

𝜔 − 1

𝜔
|𝑘𝑙(𝑠)|

𝜔𝛿3 +
1

𝜔′
|𝑘𝑗(𝑠 − 𝜏)|

𝑤 1

𝛿3
𝜔−1] 𝑑𝑠 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑡𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝚥 [

𝜔 − 1

𝜔
|𝜉𝑖(𝑠)|

𝑤𝛿3 +
1

𝜔
|𝑘𝑗(𝑠 − 𝜏)|

𝜔 1

𝛿3
𝜔−1] 𝑑𝑠 

≤ −∑𝑙=1
𝑛  |𝑑𝑙 +|𝜙𝑙(𝑡)| + |Ψ𝑙(𝑡)|||𝜉𝑙(𝑡)|

𝜔 + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑙𝑗|𝐹𝑗 [
𝜔 − 1

𝜔
|𝜉𝑙(𝑡)|

𝜔𝛿1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑖𝑗|𝐹𝐽 [
1

𝜔
|𝜉𝑗(𝑡)|

𝜔 1

𝛿1
𝜔−1] + ∑𝑙=1

𝑛  ∑𝑗=1
𝑛  |𝑎𝑙𝑗|𝐹𝐽 [

𝜔 − 1

𝜔
|𝜉𝑙(𝑡)|

𝜔𝛿2] 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑖𝑗|𝐹𝑗] [
1

𝜔
|𝑘𝑗(𝑡 − 𝜏)|

𝜔 1

𝛿2
∞ − 1

] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝚥(𝑠)𝐹𝑗 [

𝜔 − 1

𝜗
|𝑘𝑙(𝑠)|

𝜔2
𝛿3] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

1

Δ
|𝑘𝑗(𝑠 − 𝜏)|

𝜔𝑗 1

𝑗3
∞−1] 𝑑𝑠 
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+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜔 − 1

𝜔
|𝜉𝑙(𝑠)|

𝜔𝑧3] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

1

𝜔
|𝑘𝑗(𝑠 − 𝜏)|

𝜔 1

𝛿3
𝜔−1] 𝑑𝑠 

≤ −∑𝑙=1
𝑛   [𝑑𝑙 + |𝜙𝑙(𝑡)| + |Ψ𝑙(𝑡)|||𝜉𝑖(𝑡)|

𝜔 + ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑙𝑗|𝐹𝚥 [
𝜔 − 1

𝑒
|𝜉1(𝑡)|

𝜔𝛿1] 

+∑𝑡=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑗|𝐹𝑙 [
1

𝜔
|𝜉𝑙(𝑡)|

𝑤
1

𝛿1
𝜔−1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑙𝑗|𝐹𝑗 [
𝜔 − 1

𝜔
|𝑘𝑙(𝑡)|

𝜔𝛿2] 

+∑𝑙=1
𝑛  ∑𝚥=1

𝑛  |𝑎𝑗𝑙|𝐹𝑡] [
1

𝜔
|𝜉𝑖(𝑡 − 𝜏)|𝜔

1

𝛿2
𝜔−1] 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜔 − 1

𝜔
|𝑘1(𝑠)|

𝜔𝛿3] 𝑑𝑠 

+∑𝑖=1
𝜋  ∑𝑗=1

𝜋  |𝑢𝑢𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

1

𝜔
|𝑘𝑖(𝑠 − 𝜏)|𝜔

1

𝛿3
𝑤−1] 𝑑𝑠 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜔 − 1

𝜔
|𝜉1(𝑠)|

𝜔3] 𝑑𝑠 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑖 [

1

𝜔
|𝑘𝑖(𝑠 − 𝑟)|𝑤

1

𝛿3
𝜔−1] 𝑑𝑠 

≤ ∑𝑖=1
𝜋  [−𝑎(𝑑𝑖 + |𝜙𝑙(𝑡)| + |Ψ𝑖(𝑡)|) + ∑𝑗=1

𝜋  |𝑐𝑖|𝐹𝑗𝛿𝑛(𝑎) − 1) 

+∑𝑗=1
𝑛  |𝑐𝑗|𝐹𝑖

1

𝛿1
𝜔−1 + ∑𝑗=1

𝑛  |𝑎𝑖𝑗|𝐹𝑗𝛿2(𝜔 − 1)]
|𝑖(𝑡)|

𝜔

𝜔
 

+∑𝑖=1
𝜋   [∑𝑗=1

𝜋  |𝑎𝑗|𝐹𝑖

1

𝛿2
𝑎𝑠−1]

|𝐸𝑖(𝑡 − 𝜏)|𝑎

𝜔
 

+∑𝑖=1
𝑛  ∑𝚥=1

𝑛  ∫
0

∞
 𝑘𝚥(𝑠)||𝑢𝑖𝑗|𝐹𝚥(𝜔 − 1)𝛿3 +|𝑣𝑗|𝐹𝚥(𝜔 − 1)𝛿3|

|𝜉𝑖(𝑠)|
𝜔

𝜔
𝑑𝑠 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  ∫
0

∞
 𝑘𝑗(𝑠) [|𝑢𝑗|𝐹𝑙 (

1

𝛿3
𝜔−1) + |𝑣𝑗|𝐹𝑙 (

1

𝑔3
𝜔𝑣−1)]

1𝑘𝑙(𝑠 − 𝜏)|𝜔

𝜔
𝑑𝑠 

≤ −∑𝑙=1
𝑛  |𝜔(𝑑𝑙 + |𝜙𝑙(𝑡)| + |Φ𝑙(𝑡)|) − ∑𝑗=1

𝑛  |𝑐𝑙 ∣ 𝐹𝑗𝛿1(𝜔 − 1) 

−∑𝑗=1
𝑛  |𝑐𝑗|𝐹𝑖

1

𝛿1
𝜔−1 − ∑𝑗=1

𝑛  |𝑎𝑖𝑗|𝐹𝑗𝛿2(𝜔 − 1)]
|𝜉1(𝑡)|

𝜔

𝜔
 

+∑𝑙=1
𝑛   [∑𝑗=1

𝑛  |𝑎𝑗𝑙|𝐹𝑙

1

𝛿2
𝜔−1]

|𝑘𝑙(𝑡 − 𝜏)|𝜔

𝜃
 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  ∫
0

∞
 𝑘𝑗(𝑠)||𝑢𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿3 +|𝑣𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿3|

|𝑘𝑖(𝑠)|
𝜔

𝜔
𝑑𝑠 
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+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  ∫
0

∞
 𝑘𝑗(𝑠) [|𝑢𝑗|𝐹𝑙 (

1

𝛿3
𝜔−1) + |𝑣𝑗𝑙|𝐹𝑙 (

1

𝛿3
𝑠−1)]

|𝑘𝑙(𝑠 − 𝜏)|𝜔

𝜔
𝑑𝑠 

≤ −𝜃1(𝑡)𝑉(𝑡, 𝜉(𝑡)) + 𝜃2max−1<𝑠≤𝑡  𝑉(𝑠, 𝜉(𝑠)).      (7.26) 

Where 

𝜃1(𝑡) =  min
1≤𝑙≤𝑛

  [𝜔 (𝑑𝑡 + |𝜙𝑙(𝑡)| + |Ψ𝑙(𝑡)| − ∑  

𝑛

𝑗=1

  |𝑐𝑡𝑗|𝐹𝑗𝛿1(𝜔 − 1) − ∑  

𝑛

𝑗=1

  |𝑐𝑗|𝐹𝑙

1

𝛿1
𝑛−1

−∑  

𝑛

𝑗=1

  |𝑎𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿2 + |𝑢𝑙𝑗|𝐹𝑗(𝜔 − 1)𝛿3 + |𝑣𝑙𝑗|𝐹𝑗(𝜔 − 1)𝛿3]
|𝜉𝑙(𝑡)|

𝜔

𝜔

𝜃2(𝑡) =  max
1≤𝑙≤𝑛

  [∑  

𝑛

𝑗=1

  |𝑎𝑗𝑙|𝐹𝑙

1

𝛿2
𝜔−1 + ∑  

𝑛

𝑗=1

  |𝑢𝑗|𝐹𝑙

1

𝛿3
𝑎−1 + ∑  

𝑛

𝑗=1

  |𝑣𝑗|𝐹𝑙

1

𝛿3
𝜔−1

|𝜉𝑙(𝑡 − 𝜏)|𝜔

𝑎

 

From this estimate, for any solution (7.13), which satisfies the Razumichin condition 

𝑉(𝑠, 𝜉(𝑠)) ≤ 𝑉(𝑡, 𝜉(𝑡)), 𝑡 − 𝜏 ≤ 𝑠 ≤ 𝑓 

We have 

 𝐶𝐷𝛼𝑉(𝑡, 𝜉(𝑡)) ≤ −(𝜂1 − 𝜂2)𝑉(𝑡, 𝜉(𝑡)), 𝑡 ≥ 0.      (7.27) 

According to Lemma 5, the claim of Theorem 7.4.2 follows. 

𝑉(𝑡, 𝜉(𝑡)) ≤ 𝑉(0, 𝜉(0))𝐸𝛼(−𝛾𝑡𝛼), 𝑡 ≥ 0      (7.28) 

Lemma 4 and inequality (7.25) prove the system (7.10) can be achieved globally Mittag-

Leffler stabilization under the designed control law. Hence complete the proof. 

Theorem 7.4.4 Assume that Assumption (1) and Lemma (4) hold, then the system (7.10) is 

globally Mittag-Leffler stable, provided the following conditions hold: 

𝜂1(𝑡) > 𝜂2(𝑡)

𝜂1(𝑡) = min
𝑙≤𝑙≤

  [(𝑑𝑙 + 𝜙𝑙 + 𝜗𝑙) − ∑  

𝑛

𝑗=1

  𝑐𝑙𝑗𝐹𝑗𝜌
−1 − ∑  

𝑛

𝑗=1

  𝑐𝑗𝑙𝐹𝑙𝜌 − ∑  

𝑛

𝑗=1

 𝑎𝑙𝑗𝐹𝑗𝜌
−1 
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+∑  

𝑛

𝑗=1

  |𝑢𝑙|𝐹𝑗𝜌
−1 + ∑  

𝑛

𝑗=1

  |𝑣𝑙𝑗|𝐹𝑗𝜌
−1] > 0

𝜂2(𝑡) = max
1≤𝑙≤𝑛

  [∑  

𝑛

𝑗=1

 𝑎𝑗𝑙𝐹𝑙𝜌 + ∑  

𝑛

𝑗=1

  |𝑢𝑗𝑙|𝐹𝑙𝜌 + ∑  

𝑛

𝑗=1

  |𝑣𝑗𝑙|𝐹𝑙𝜌] > 0

 

Proof: let us consider the Lyapunov function is 

𝑉(𝑡) = ∑  

𝑛

𝑖=1

 
1

2
𝜉𝑙

2(𝑡) + ∑  

𝑛

𝑖=1

 
1

2𝑞𝑖

(𝜙𝑙(𝑡) − 𝜙𝑙)
2 + ∑  

𝑛

𝑙=1

 
1

2𝑟𝑖
(Ψ𝑙(𝑡) − Ψ𝑙)

2

 𝑐𝐷𝛼𝜙𝑖(𝑡) = 𝑞𝑖𝜉𝑙
2(𝑡),  𝑐𝐷𝛼Ψ𝑙(𝑡) = 𝑟𝑖𝜉𝑙

2(𝑡)

 

According to the Caputo fractional-order derivative definition, we have 

 𝐶𝐷𝛼𝑉(𝑡, 𝜉𝑘(𝑡)) ≤ ∑𝑙=1
𝑛  𝜉𝑖(𝑡)

𝐶𝐷𝛼𝜉𝑙(𝑡) + ∑𝑙=1
𝑛  

1

𝑞𝑙

(𝜙𝑙(𝑡) − 𝜙𝑙)
𝐶𝐷𝛼𝜙𝑖(𝑡) 

+∑𝑙=1
𝑛  

1

𝑛
(Ψ𝑖(𝑡) − Ψ𝑖)

𝐶𝐷𝛼𝜓𝑙(𝑡) 

≤ ∑𝑙=1
𝑛  𝜉𝑙(𝑡)[−𝑑𝑙𝜉𝑙(𝑡) + ∑𝑗=1

𝑛  𝑐𝑙𝑗[𝑓𝑗(𝜃𝑗(𝑡)) − 𝑓𝑗(𝜁𝑗(𝑡))] 

+∑𝑗=1
𝑛  𝑎𝑡𝑗[𝑓𝑗(𝑓𝚥(𝑡 − 𝜏)) − 𝑓𝚥(𝜁𝚥(𝑡 − 𝜏))] 

+⋀𝐽−1
𝑛  |𝑢𝑖𝐽|∫0

∞
 𝑘𝑗(𝑠)[𝑓𝑗(𝑓𝐽(𝑡 − 𝜏)) − 𝑓𝑗(𝜉𝐽(𝑡 − 𝜏))]𝑑𝑠 

+𝑉𝐽−1
𝑛 |𝑣𝚥|∫0

∞
 𝑘𝚥(𝑠)[𝑓𝑗(𝜃𝚥(𝑡 − 𝜏)) − 𝑓𝑗(𝜁𝚥(𝑡 − 𝜏))]𝑑𝑠 − 𝜙𝐼(𝑡)𝑘𝑙(𝑡) 

−Φ𝑙(𝑡)𝜉𝑙(𝑡)] + ∑𝑙=1
𝑛  

1

𝑞𝑙
(𝜙𝑟(𝑡) − 𝜙𝑟)𝑞𝑖𝜉𝑙

2(𝑡) + ∑𝑙=1
𝑛  

1

𝑛𝑖
(Ψ𝑙(𝑡) − Ψ𝑖)𝑟𝑟𝜉𝑙

2(𝑡)  

= −∑𝑙=1
𝑛  𝑑𝑡𝜉𝑖

2(𝑡) + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑖𝑗𝐹𝑗|𝜉𝑖(𝑡)||𝜉𝑗(𝑡)| 

+∑𝑙=1
𝑛  ∑𝚥=1

𝑛  𝑎𝑖𝑗𝐹𝑗|𝑘𝑙(𝑡)||𝜉𝚥(𝑡 − 𝜏)| 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗|𝑘𝑖(𝑠)||𝑘𝑗(𝑠 − 𝜏)|𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝚥=1

𝜋  |𝑣𝛾𝚥|∫0

∞
 𝑘𝚥(𝑠)𝐹𝚥|𝜉𝑖(𝑠)||𝜉𝚥(𝑠 − 𝜏)|𝑑𝑠 

−∑𝑙=1
𝑛  𝜙𝑡(𝑡)𝜉5

2(𝑡) − ∑𝑙=1
𝑛  Φ𝑖(𝑡)𝜉𝑙

2(𝑡) 

+∑𝑙=1
𝑛  (𝜙𝑙(𝑡) − 𝜙𝑙)𝜉𝑙

2(𝑡) + ∑𝑙=1
𝑛  (𝜗𝑙(𝑡) −↓𝑙)𝜉𝑙

2(𝑡) 

≤ −∑𝑙=1
𝑛  𝑑𝑙𝜉𝑖

2(𝑡) + ∑𝑙=1
𝑛  ∑𝑗=1

𝜋  𝑐𝑖𝑗𝐹𝚥 [
𝜌−1

2
𝑘𝑙

2(𝑡) +
𝜌

2
𝑘𝑗

2(𝑡)] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑡𝐹𝐽 [
𝜌−1

2
𝜉𝑙

2(𝑡) +
𝜌

2
𝜉𝑗

2(𝑡 − 𝜏)] 



167 
 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑖

2(𝑠) +
𝜌

2
𝑘𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑡𝑗𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑙

2(𝑠) +
𝜌

2
𝑘𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

−∑𝑙=1
𝑛  𝜙𝑙(𝑡)𝜉𝑙

2(𝑡) − ∑𝑡=1
𝑛  Ψ𝑖(𝑡)𝜉𝑙

2(𝑡) 

+∑𝑙=1
𝑛  𝜙𝑖(𝑡)𝜉𝑙

2(𝑡) − ∑𝑙=1
𝑛  𝜙𝑖𝜉𝑖

2(𝑡) + ∑𝑙=1
𝑛  𝜓𝑙(𝑡)𝜉𝑙

2(𝑡) − ∑𝑙=1
𝑛  Φ𝑙𝜉𝑙

2(𝑡) 

≤ −∑𝑙=1
𝑛  𝑑𝑖𝜉𝑙

2(𝑡) + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑖𝑗𝐹𝑗 [
𝜌−1

2
𝜉𝑙

2(𝑡)] + ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑖𝑗𝐹𝑗 [
𝜌

2
𝜉𝑗

2(𝑡)] 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑖𝑗𝐹𝐽 [
𝜌−1

2
𝜉𝑙

2(t)] + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑖𝑗𝐹𝑗 [
𝜌

2
𝜉𝑗

2(𝑡 − 𝜏)] 

+∑𝑙=1
𝜅  ∑𝑗=1

𝑛  |𝑢ℓ𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑙

2(𝑠)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝚥(𝑠)𝐹𝑗 [

𝜌

2
𝜉𝚥

2(𝑠 − 𝜏)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑡𝑦|∫
0

∞
 𝑘𝚥(𝑠)𝐹𝑗] [

𝜌−1

2
𝑘𝑙

2(𝑠)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌

2
𝜉𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

−∑𝑙=1
𝑛  𝜙1𝜉𝑙

2(𝑡) − ∑𝑙=1
𝑛  Φ𝑙𝜉𝑙

2(𝑡) 

≤ −∑𝑙=1
𝑛  𝑑𝑖𝜉𝑙

2(𝑡) + ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑖𝑗𝐹𝑗 [
𝜌−1

2
𝑘𝑖

2(𝑡)] + ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑗𝐹𝑙 [
𝜌

2
𝜉𝑙

2(𝑡)] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑙𝑗𝐹𝐽 [
𝜌−1

2
𝜉𝑙

2(𝑡)] + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑗𝐹𝑙 [
𝜌

2
𝜉𝑙

2(𝑡 − 𝜏)] 

+∑𝑙=1
𝑛  (𝜙𝑙(𝑡) − 𝜙𝑙)𝜉𝑙

2(𝑡) + ∑𝑙=1
𝑛  (𝜗𝑙(𝑡) −↓𝑙)𝜉𝑙

2(𝑡) 

≤ −∑𝑙=1
𝑛  𝑑𝑙𝜉𝑖

2(𝑡) + ∑𝑙=1
𝑛  ∑𝑗=1

𝜋  𝑐𝑖𝑗𝐹𝚥 [
𝜌−1

2
𝑘𝑙

2(𝑡) +
𝜌

2
𝑘𝑗

2(𝑡)] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑡𝐹𝐽 [
𝜌−1

2
𝜉𝑙

2(𝑡) +
𝜌

2
𝜉𝑗

2(𝑡 − 𝜏)] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑖

2(𝑠) +
𝜌

2
𝑘𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑡𝑗𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑙

2(𝑠) +
𝜌

2
𝑘𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

−∑𝑙=1
𝑛  𝜙𝑙(𝑡)𝜉𝑙

2(𝑡) − ∑𝑡=1
𝑛  Ψ𝑖(𝑡)𝜉𝑙

2(𝑡) 

+∑𝑙=1
𝑛  𝜙𝑖(𝑡)𝜉𝑙

2(𝑡) − ∑𝑙=1
𝑛  𝜙𝑖𝜉𝑖

2(𝑡) + ∑𝑙=1
𝑛  𝜓𝑙(𝑡)𝜉𝑙

2(𝑡) − ∑𝑙=1
𝑛  Φ𝑙𝜉𝑙

2(𝑡) 
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≤ −∑𝑙=1
𝑛  𝑑𝑖𝜉𝑙

2(𝑡) + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑖𝑗𝐹𝑗 [
𝜌−1

2
𝜉𝑙

2(𝑡)] + ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑖𝑗𝐹𝑗 [
𝜌

2
𝜉𝑗

2(𝑡)] 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑖𝑗𝐹𝐽 [
𝜌−1

2
𝜉𝑙

2(t)] + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑖𝑗𝐹𝑗 [
𝜌

2
𝜉𝑗

2(𝑡 − 𝜏)] 

+∑𝑙=1
𝜅  ∑𝑗=1

𝑛  |𝑢ℓ𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑙

2(𝑠)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝚥(𝑠)𝐹𝑗 [

𝜌

2
𝜉𝚥

2(𝑠 − 𝜏)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑡𝑦|∫
0

∞
 𝑘𝚥(𝑠)𝐹𝑗] [

𝜌−1

2
𝑘𝑙

2(𝑠)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌

2
𝜉𝑗

2(𝑠 − 𝜏)] 𝑑𝑠 

−∑𝑙=1
𝑛  𝜙1𝜉𝑙

2(𝑡) − ∑𝑙=1
𝑛  Φ𝑙𝜉𝑙

2(𝑡) 

≤ −∑𝑙=1
𝑛  𝑑𝑖𝜉𝑙

2(𝑡) + ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑖𝑗𝐹𝑗 [
𝜌−1

2
𝑘𝑖

2(𝑡)] + ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  𝑐𝑗𝐹𝑙 [
𝜌

2
𝜉𝑙

2(𝑡)] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑙𝑗𝐹𝐽 [
𝜌−1

2
𝜉𝑙

2(𝑡)] + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  𝑎𝑗𝐹𝑙 [
𝜌

2
𝜉𝑙

2(𝑡 − 𝜏)] 

+∑𝑙=1
𝜋  ∑𝑗=1

𝜋  |𝑢𝑙𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝑘𝑙

2(𝑠)] 𝑑𝑠 

+∑𝑙=1
𝜋  ∑𝑗=1

𝑛  |𝑢𝚥|∫
0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
𝜉𝑙

2(𝑠 − 𝜏)] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝜋  |𝑣𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
𝜉𝑙

2(𝑠)] 𝑑𝑠 

+∑𝑙=1
𝜋  ∑𝑗=1

𝜋  |𝑣𝑗𝑙|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
𝜉𝑙

2(𝑠 − 𝜏)] 𝑑𝑠 

−∑𝑙=1
𝑛  𝜙𝑙𝑘𝑙

2(𝑡) − ∑𝑙=1
𝑛  Ψ𝑙𝜉𝑙

2(𝑡) 

≤ ∑𝑙=1
𝑛   [−(𝑑𝑙 + 𝜙1 +⋆𝑖) + ∑𝑗=1

𝑛  𝑐𝑙𝑗𝐹𝑗

𝜌−1

2
+ ∑𝑗=1

𝑛  𝑐𝑗𝐹𝑖

𝜌

2
 

+∑𝑗=1
𝜋  𝑎𝑡𝑗𝐹𝐽 [

𝜌−1

2
]] 𝜉𝑙

2(𝑡) 

+∑𝑙=1
𝜋   [∑𝑗=1

𝜋  𝑎𝑗𝐹𝑙 [
𝜌

2
]] 𝜉𝑙

2(𝑡 − 𝜏) + ∑𝑙=1
𝑛   [∑𝑗=1

𝜋  |𝑢𝑙𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
]𝑑𝑠 

+∑𝑗=1
𝜋  |𝑣𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝐽 [

𝜌−1

2
]] 𝜉𝑙

2(𝑠)𝑑𝑠 
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+∑𝑗=1
𝜋  |𝑣𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌−1

2
] 𝜉𝑖

2(𝑠)𝑑𝑠 

+∑𝑙=1
𝜋   [∑𝑗=1

𝜋  |𝑢𝚥|∫
0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
] 𝑑𝑠 

+∑𝑗=1
𝑛  |𝑣𝑣𝑗𝑢|∫

0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
]] 𝜉𝑙

2(𝑠 − 𝜏)𝑑𝑠 

≤ −∑𝑙=1
𝑛   [(𝑑𝑙 + 𝜙𝑗 + 𝜗𝑙) − ∑𝑗=1

𝜋  𝑐𝑙𝑗𝐹𝑗

𝜌−1

2
− ∑𝑗=1

𝑛  𝑐𝑗𝑙𝐹𝑙

𝜌

2
 

−∑𝑗=1
𝜋  𝑎𝑖𝑗𝐹𝑗 [

𝜌−1

2
]] 𝜉𝑖

2(𝑡) 

+∑𝑙=1
𝑛   [∑𝑗=1

𝑛  𝑎𝑗𝐹𝑙 [
𝜌

2
]] 𝜉𝑙

2(𝑡 − 𝜏) + ∑𝑙=1
𝑛  [∑𝑗=1

𝑛  |𝑢𝑙𝑗|𝑖𝑡𝑡0
∞𝑘𝑗(𝑠)𝐹𝑗⌋

𝜌−1

2
∣ 𝑑𝑠 

+∑𝑗=1
𝜋  |𝑣𝑙𝑗|∫0

∞
 𝑘𝚥(𝑠)𝐹𝑗 [

𝜌−1

2
] 𝜉𝑙

2(𝑠)𝑑𝑠 

+∑𝑙=1
𝑛   [∑𝑗=1

𝑛  |𝑢𝑗|∫
0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
] 𝑑𝑠 

+∑  𝑛
𝑗=1   |𝑣𝑗𝑙| ∫  

∞

0
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜌

2
]] 𝜉𝑙

2(𝑠 − 𝜏)(𝑠)𝑑𝑠

 ≤ −𝜂1𝑉(𝑡. 𝜉𝑘(𝑡)) + 𝜂2 max
𝑡−𝜏≤𝑠≤𝑡

 𝑉(𝑠. 𝜉𝑠(𝑠))
      (7.29) 

Where, 

𝜂1(𝑡) = min1≤𝐼≤𝑛  [(𝑑𝑙 + 𝜙𝑣 + Ψ𝑙) − ∑𝑗=1
𝑛  𝑐𝑙𝑗𝐹𝑗𝜌

−1 − ∑𝚥=1
𝑛  𝑐𝑗𝐹𝑙𝜌 − ∑𝑗=1

𝑛  𝑎𝑙𝑗𝐹𝐽𝜌
−1 

+∑𝚥=1
𝑛  |𝑢𝑙𝑗|𝐹𝐽𝜌

−1 + ∑𝐽=1
𝑛  |𝑣𝑦|𝐹𝐽𝜌

−1] > 0, 

𝜂2(𝑡) = max1≤sin  [∑𝐽=1
𝑛  𝑎𝑗𝑙𝐹𝑖𝜌 + ∑𝑗=1

𝑛  |𝑢𝑗𝑙|𝐹𝑖𝜌 + ∑𝑗=1
𝑛  |𝑣𝑗𝑡|𝐹𝑖𝜌] > 0 

From this estimate, for any solution (7.13), which satisfies the Razumichin condition 

𝑉(𝑠, 𝜉(𝑠)) ≤ 𝑉(𝑡, 𝜉(𝑡)), 𝑡 − 𝜏 ≤ 𝑠 ≤ 𝑡, 

We have 

 𝐶𝐷𝛼𝑉(𝑡, 𝜉(𝑡)) ≤ −(𝜂1 − 𝜂2)𝑉(𝑡, 𝜉(𝑡)), 𝑡 ≥ 0.      

 (7.30) 

According to Lemma 5, the claim of Theorem 7.4.3 follows. 

𝑉(𝑡, 𝜉(𝑡)) ≤ 𝑉(0, 𝜉(0))𝐸𝛼(−𝛾𝑡𝛼), 𝑡 ≥ 0      (7.31) 
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By Lemma 4 and inequality (7.31), this proves system (7.10) can be achieved globally Mittag-

Leffler stabilization under the designed control law. This completes the proof. 

Theorem 7.4.5 Assume that Assumption (1) and Lemma (4) hold, then the system (7.10) is 

Globally Mittag-Leffler stable, provided the following conditions holds: 

𝜃1(𝑡) > 𝜃2(𝑡) 

𝜃1(𝑡) = min1≤𝑙≤𝑒   [𝜔(𝑑𝑙 + |𝜙𝑙(𝑡)| + |Ψ𝑙(𝑡)|) − ∑𝑗=1
𝑛  |𝑐𝑙|𝐹𝑗𝛿1(𝜔 − 1) − ∑𝑗=1

𝑛  |𝑐𝜇|𝐹𝑙

1

𝛿1
𝜔−1 

−∑𝑗=1
𝑛  |𝑎𝑙|𝐹𝑗(𝜔 − 1)𝛿2 + |𝑢𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿3 + |𝑣𝚥|𝐹𝚥(𝜔 − 1)𝛿3]

|𝜉𝑙(𝑡)|
𝜔

𝜔
 

+min𝑙≤𝑙≤𝑛   [𝜌(𝑑𝑙 + |𝜙𝑙(𝑡)| + |Ψ𝑙(𝑡)|) − ∑𝑗=1
𝑛  |𝑐𝑙|𝐹𝑗𝛿1(𝜌 − 1) − ∑𝑗=1

𝑛  |𝑐𝑗𝑙|𝐹𝑙

1

𝛿1
𝜌−1 

−∑𝑗=1
𝑛  |𝑎𝑖𝑗|𝐹𝑗(𝜌 − 1)𝛿2 + |𝑢𝑖𝑗|𝐹𝑗(𝜌 − 1)𝛿3 + |𝑣𝑖𝑗|𝐹𝑗(𝜌 − 1)𝛿3]

1𝑘𝑙(𝑡)|
𝜌

𝜌
> 0. 

𝜃2(𝑡) = max1≤𝑖≤𝑠   [∑𝑗=1
𝑛  |𝑎𝑗𝑡|𝐹𝑙

1

𝛿2
𝑎𝑣−1 + ∑𝑗=1

𝑛  |𝑢𝑗|𝐹𝑙

1

𝛿3
𝜔−1 + ∑𝑗=1

𝑛  |𝑣𝑗𝑡|𝐹𝑙

1

𝛿3
𝑎−1]

|𝜉𝑙(𝑡 − 𝜏)|𝜔

𝜔
 

+max
1≤𝑙≤𝑛

  [∑  

𝜋

𝑗=1

  |𝑎𝑗𝑢|𝐹𝑙

1

𝛿2
𝜌−1 + ∑  

𝑛

𝑗=1

  |𝑢𝑗𝑖|𝐹𝑙

1

𝛿3
𝜌−1 + ∑  

𝜋

𝑗=1

  |𝑣𝜌𝑖|𝐹𝑙

1

𝛿3
𝜌−1]

|𝜉𝑖(𝑡 − 𝜏)|𝜌

𝜌
> 0 

Proof we define a Lyapunov function 

𝑉(𝑡, 𝜉(𝑡)) = ∑  𝑛
𝑡=1

1

𝜔
|𝜉𝑙(𝑡)|

𝜔 + ∑  𝑛
𝑡=1

1

𝜌
|𝜉𝑡(𝑡)|

𝜌      (7.32) 

According to the Caputo fractional-order derivative definition, we have 

+∑𝑗=1
𝜋  |𝑎𝑖𝑗|I𝑓𝑗(0𝑗(𝑡 − 𝜏)) − 𝑓𝑗(𝜁𝑗(𝑡 − 𝜏)) ∣ 

+⋀𝐽−1
𝑚  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠) ∣ 𝑓𝑗(𝑏𝑗(𝑠 − 𝜏)) − 𝑓𝑗(𝜁𝑗(𝑡 − 𝜏))]𝑑𝑠 

+𝑉𝑗=1
𝑚 |𝜏𝛾|∫0

∞
 𝑘𝑗(𝑠) ∣ 𝑓𝐽(𝑣𝑗(𝑠 − 𝜏)) − 𝑓𝐽(𝜁𝑗(𝑡 − 𝜏))]𝑑𝑠 

+|𝜙𝑟(𝑟)|𝜉1(𝑟)| + |Φ𝑢(𝑡) ∥𝜉𝑟
(𝑡) ∣] 

+∑𝑖=1
𝜋  |𝑘𝑖(𝑡)|

𝑝−1[−𝑑𝑖|𝜉𝑙(𝑡)| + ∑𝑗=1
𝑛  |𝑐𝑖𝑗|[𝑓𝑗(0𝑗(𝑡)) − 𝑓𝑗(𝜁𝑗(𝑡))] 

+∑𝑗=1
𝜋  |𝑎𝑙𝑗|[𝑓𝑗(0, (𝑡 − 𝜏)) − 𝑓𝑗(𝜁𝑗(𝑡 − 𝜏))] 

+⋀𝐽=1
𝑚  |𝑢𝑗𝚥|∫0

∞
 𝑘𝚥(𝑠) ∣ 𝑓𝚥(𝜃𝚥(𝑠 − 𝜏)) − 𝑓𝚥(𝜁𝚥(𝑡 − 𝜏))]𝑑𝑠 

+|𝜙𝑟(𝑟)||𝜉𝑟(𝑡)| + |𝜓𝑙(𝑡)| ∥𝜉𝑟
(𝑡)] 
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≤ ∑ 

𝑛

𝑡=1

|𝜉1(𝑡)|
𝜔−1 [−𝑑𝑖|𝑘𝑡(𝑡)| + ∑  

𝑛

𝑗=1

  |𝑐𝑖𝑗|𝐹𝑗|𝜉𝑗(𝑡)| + ∑  

𝑛

𝑗=1

  |𝑎𝑖𝑗|𝐹𝑗|𝑘𝑗(𝑡 − 𝜏)| 

 +∑  

𝑛

𝑗=1

  |𝑢𝑖𝑗| ∫  
∞

0

 𝑘𝑗(𝑠)𝐹𝑗|𝑘𝑗(𝑠 − 𝜏)|𝑑𝑠 + ∑  

𝑛

𝑗=1

  |𝑣𝑖𝑗|∫  
∞

0

 𝑘𝑗(𝑠)𝐹𝑗|𝑘𝑗(𝑠 − 𝜏)|𝑑𝑠

+|𝜙𝑙(𝑡)|𝑘𝑖(𝑡)| + |𝜓𝑖(𝑡)||𝑘𝑖(𝑡) ∣]

 +∑  

𝑛

𝑖=1

  |𝑘𝑖(𝑡)|
𝜌−1 [−𝑑𝑡|𝜉𝑙(𝑡)| + ∑  

𝑛

𝑗=1

  |𝑐𝑖𝑗|𝐹𝑗|𝑘𝑗(𝑡)| + ∑  

𝑛

𝑗=1

  |𝑎𝑖𝑗|𝐹𝑗|𝜉𝑗(𝑡 − 𝜏)|

 

+∑𝚥=1
𝑛  |𝑢𝑖|∫0

∞
 𝑘𝚥(𝑠)𝐹𝑗𝑘𝑗(𝑠 − 𝜏)|𝑑𝑠 + ∑𝑗=1

𝑛  |𝑣𝚥|∫0

∞
 𝑘𝚥(𝑠)𝐹𝚥|𝜉𝑗(𝑠 − 𝜏) ∣ 𝑑𝑠 

+|𝜙𝑇(𝑡)||𝜉𝑡(𝑡)| + |Ψ𝑙(𝑡)||𝜉𝑡(𝑡)|] 

≤ −∑𝑙=1
𝑛  (𝑑𝑙 + |𝜙𝑙(𝑡)| + |Φ𝑙(𝑡)|)|𝜉1(𝑡)|

∞ + ∑𝑙=1
𝑛  ∑𝐽=1

𝑛  |𝑐𝑙||𝐹𝑗|𝜉𝑙(𝑡)|
⊗−1

|𝑘𝑗(𝑡)| 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑖||𝐹𝑗|𝑘𝑖(𝑡)|
𝑢−1

|𝑘𝑗(𝑡 − 𝜏)| 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛   ∣ 𝑢𝑖}|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗|𝑘𝑙(𝑠)|

∞−1
|𝑘𝑗(𝑠 − 𝜏)|𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑡ℓ|∫0

∞
 𝑘𝚥(𝑠)𝐹𝚥|𝑘𝑟(𝑠)|

4−1|𝜉𝑗(𝑠 − 𝜏)|𝑑𝑠 

−∑𝑖=1
𝑛  (𝑑𝑖 + |𝜙𝑖(𝑡)| + |𝜓𝑖(𝑡)|)|𝜉𝑙(𝑡)|

𝑒 + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑙|𝐹𝑗|𝑘𝑙
(𝑡)|

𝑒−1

|𝑘𝑗(𝑡)| 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑖𝑗|𝐹𝑗|𝑘𝑙(𝑡)|
𝑒−1|𝑘𝑗(𝑡 − 𝜏)| 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝚥(𝑠)𝐹𝚥|𝑘𝑙(𝑠)|

𝜌−1|𝑘𝑗(𝑠 − 𝜏)|𝑑𝑠 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑠  |𝑣𝑖⟩|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗|𝑘𝑙(𝑠)|

𝑒−1
|𝑘𝑗(𝑠

− 𝜏)|𝑑𝑠                                                                                                   (7.33) 

From Lemma 3 we have 

|𝜉𝑙(𝑡)|
𝜔−1|𝜉𝐽(𝑡)| ≤

𝜔 − 1

𝜔
[|𝜉1(𝑡)|

𝜔−1𝛿1

𝜔−1
𝜔𝑣 ]

𝜔
𝛼−1

+
1

𝜔
[|𝜉𝑗(𝑡)|𝛿1

∗−1
Δ ]

𝜔𝑡

 

=
𝜔 − 1

𝜔
|𝜉𝚤(𝑡)|

𝜔𝛿1 +
1

𝜔
|𝜉𝑗(𝑡)|

𝜔 1

𝛿1
𝜔−1 

|𝜉1(𝑡)|
𝜔−1|𝜉𝑘(𝑡 − 𝜏)| ≤

𝜔 − 1

𝜔
[|𝑘𝑖(𝑡)|

𝜔−1𝛿2

𝜃−1
𝜔 ]

𝜔
𝜔

−1

+
1

𝜔
[∣ 𝜉′)(𝑡 − 𝜏)𝛿2

=−1
𝜔 ]

𝜔𝑡

 

=
𝜔 − 1

𝜔
|𝑘𝑡(𝑡)|

𝜔𝛿2 +
1

𝜔
|𝑘𝑗(𝑡 − 𝜏)|

𝜔 1

𝛿2
𝜔−1 

∫
0

∞
 |𝜉𝑙(𝑠)|

𝑤−1|𝜉𝑗(𝑠 − 𝜏)|𝑑𝑠 
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≤ ∫
0

∞
 
𝜔 − 1

𝜔
[|𝜉𝑡(𝑠)|

𝜔−1𝛿3

𝜔−1
𝜔 ]

∥−1
𝜔−1

+
1

𝜔
[1𝜉𝑗(𝑠 − 𝜏) ∣ 𝛿3

𝜃−1
𝛼 ]

𝜔

 

= ∫
0

∞
 
𝜔 − 1

𝜔
|𝜉𝑡(𝑠)|

𝜔𝛿3 +
1

𝜔
|𝜉𝑗(𝑠 − 𝜏)|

∞ 1

𝛿3
𝜔−1 

|𝜉𝑖(𝑡)|
𝜌−1|𝜉𝑗(𝑡)| ≤

𝜌 − 1

𝜌
[|𝜉1(𝑡)|

𝜌−1𝛿1

𝜌−1
𝜌

]

𝜌
𝜌−1

+
1

𝜌
[|𝜉𝑗𝑗(𝑡)|𝛿1

−𝑝−1
𝑝 ]

𝜌

 

=
𝜌 − 1

𝜌
|𝜉𝑑(𝑡)|𝜌𝛿1 +

1

𝜌
|𝜉𝑗(𝑡)|

𝜌 1

𝛿1
𝜌−1 

|𝜉1(𝑡)|
𝜌−1|𝜉𝚥(𝑡 − 𝜏)| ≤

𝜌 − 1

𝜌
[|𝜉𝜉(𝑡)|

𝜌−1
𝛿2

𝜌−1
𝑝 ]

𝛽
𝜌−1

+
1

𝜌
[|𝜉𝜉(𝑡 − 𝜏)|𝛿2

−𝜇−1
𝜌

]

𝜌

 

=
𝜌 − 1

𝜌
|𝜉𝑡(𝑡)|

𝜌𝛿2 +
1

𝜌
|𝜉𝐽(𝑡 − 𝜏)|

𝜌 1

𝛿2
𝜌−1 

∫
0

∞
 |𝑘𝑙(𝑠)|𝑝−1|𝑘𝚥(𝑠 − 𝜏)|𝑑𝑠 

≤ ∫
0

∞
 
𝜌 − 1

𝜌
[|𝜉1(𝑠)|

𝜌−1𝛿3

𝜌−1
𝑝

]

𝜌
𝑝−1

+
1

𝜌
[|𝜉𝑗(𝑠 − 𝜏)|𝛿3

−𝜌−1
𝜌

]

𝜌

 

= ∫
0

∞
 
𝜌 − 1

𝜌
|𝑘𝑖(𝑠)|

𝜌𝛿3

+
1

𝜌
|𝑘𝑗(𝑠 − 𝜏)|

𝜌 1

𝛿3
𝜌−1                                                                                  (7.34) 

Now substitute the above values in the above equation we get 

𝑐𝛼𝑉(𝑡, 𝐷𝛼(𝑡)) ≤ −∑𝑙=1
𝑛  (𝑑𝑙 + |𝜙𝑙(𝑡)| + |Φ𝑙(𝑡)|)|𝜉𝑙(𝑡)|

𝜔

+ ∑𝑙=1
𝑛  ∑𝑗=1

𝜋  |𝑐𝑙𝑗|𝐹𝑗 [
𝜔 − 1

𝜔
|𝑘𝑙(𝑡)|

𝜔𝛿1 

+
1

𝜔
|𝜉𝑗(𝑡)|

𝜔 1

𝛿1
𝜔−1] + ∑𝑙=1

𝑛  ∑𝑗=1
𝑛  |𝑎𝑖𝑗|𝐹𝑗 [

𝜔 − 1

𝜔
|𝜉1(𝑡)|

𝜔𝑡𝛿2 

+
1

𝜔
|𝜉𝑗(𝑓 − 𝜏)|

𝑎𝑣 1

𝛿2
𝜔−1] 

+∑𝑖=1
𝑛  ∑𝑗=1

𝜋  |𝑢𝑙𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜔 − 1

𝜔
|𝑘𝑙(𝑠)|

𝜔3 

+
1

𝜔
|𝜉𝑗(𝑠 − 𝜏)|𝜔

1

𝛿3
𝜔−1] 𝑑𝑠 

+∑𝑙=1
𝜋  ∑𝑗=1

𝜋  |𝑣𝑙𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜔 − 1

𝜔
|𝑘𝑡(𝑠)|

𝜔𝛿3 +
1

𝜔2
|𝑘𝑗(𝑠 − 𝜏)|

𝜔 1

𝛿3
𝜔−1] 𝑑𝑠 
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−∑𝑙=1
𝑛  (𝑑𝑙 + |𝜙𝑙(𝑡)| + |𝜗𝑙(𝑡)|)|𝜉𝑙(𝑡)|

𝑒 + ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑙𝑗|𝐹𝑗 |
𝜌 − 1

𝜌
| 𝜉𝑙(𝑡)|

𝜌

𝛿𝑙 

+
1

𝜌
|𝜉𝑗(𝑡)|

𝜌 1

𝛿1
𝜌−1 |+∑1=1

𝑛  ∑𝑗=1
𝑛  |𝑎𝑖𝑗 ∣ 𝐹𝐽 [

𝜌 − 1

𝜌
|𝜉𝑖(𝑡)|

𝜌𝛿2 

+
1

𝜌
|𝑘𝑗𝑗(𝑡 − 𝜏)|

𝜌 1

𝛿2
𝜌−1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌 − 1

𝜌
|𝜉2(𝑠)|

𝜌𝛿3 +
1

𝜌
|𝑘𝑗(𝑠 − 𝜏)|

𝜌 1

𝛿3
𝜌−1] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣ℓ|∫0

∞
 𝑘𝑗(𝑠)𝐹𝐽 [

𝜌 − 1

𝜌
|𝜉1(𝑠)|

𝜌3𝛿3 +
1

𝜌
|𝜉𝑗(𝑠 − 𝜏)|

𝜌 1

𝛿3
𝜌−1] 𝑑𝑠 

≤ −∑𝑙=1
𝑛   [𝑑𝑙 + |𝜙𝑙(𝑡)| + |𝜓𝑙(𝑡)||𝜉𝑙

(𝑡)|
∞

+ ∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑙𝑗|𝐹𝑗 [
𝜔 − 1

𝜔
|𝜉𝑡(𝑡)|

∞𝛿1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝜋  |𝑐𝜇|𝐹𝑙 [
1

𝜔
|𝜉𝑙(𝑡)|

𝜔𝑡
1

𝑔1
𝜔−1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑙𝑗|𝐹𝚥 [
𝜔 − 1

𝜔
|𝜉𝑡(𝑡)|

𝜔2
𝛿2] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑗𝑙|𝐹𝑙] [
1

𝜔
|𝜉1(𝑡 − 𝜏)|𝜔

1

𝑑2
𝜔𝑡−1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑖𝑗|∫0

∞
 𝑘𝐽(𝑠)𝐹𝐽 [

𝜔 − 1

𝜔
|𝜉𝑙(𝑠)|

𝜔𝛿3] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

1

𝜔
|𝜉𝑙(𝑠 − 𝜏)|∞

1

𝛿3
𝜔 − 1

] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑙𝑗|∫0

∞
 𝑘𝚥(𝑠)𝐹𝚥 [

𝜔 − 1

𝜔
|𝑘𝑗(𝑠)|

𝜔𝛿3
] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑗𝑙|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

1

𝑒𝑛
|𝜉𝑙(𝑠 − 𝜏)|𝑤

1

𝛿3
𝑎𝑣−1] 𝑑𝑠 

−∑𝑙=1
𝑛  |𝑑𝑙 +|𝜙𝑙(𝑡)| + |𝜛𝑙(𝑡)|||𝜉𝑙(𝑡)|

𝑒 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑖𝑗|𝐹𝐽 [
𝜌 − 1

𝜌
|𝜉𝑡(𝑡)|

𝜌𝑔1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑗|𝐹𝑙 [
1

𝜌
|𝑘𝑙(𝑡)|

⊖
1

𝛿1
𝜌−1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑡𝑗|𝐹𝑗 [
𝜌 − 1

𝜌
|
𝜉

(𝑡)|

𝜌

𝛿2] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑗𝑙|𝐹𝑙] [
1

𝜌
|𝜉𝑠(𝑡 − 𝜏)|𝜌

1

𝛿2
𝜌

− 1
] 
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+∑𝑙=1
𝑛  ∑𝚥=1

𝑛  |𝑢ℓ|∫0

∞
 𝑘𝚥(𝑠)𝐹𝚥 [

𝜌 − 1

𝜌
|𝑘𝚥(𝑠)|

𝜌
𝛿3] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑗𝑙|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑖 [

1

𝜌
|𝜉𝑙(𝑠 − 𝜏)|𝑒

1

𝛿3
𝑒−1] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝚤𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌 − 1

𝜌
|𝜉𝑗(𝑠)|

𝜌
𝛿3 +

1

𝜌
|𝜉𝑗(𝑠 − 𝜏)|

𝜌 1

𝛿3
𝜌−1] 𝑑𝑠 

≤ −∑𝑙=1
𝑛  [𝑑𝑙 + |𝜙𝑙(𝑡)| + |Ψ𝑙(𝑡)|||𝜉𝑙(𝑡)|

𝜔 + ∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑙𝑗|𝐹𝑗]
𝜔 − 1

𝜔
|𝜉𝑙(𝑡)|

𝜔𝜉1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝜇|𝐹𝑙 [
1

𝜔
|𝜉𝑙(𝑡)|

𝜔𝑡
1

𝛿1
𝜔−1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑙𝑗|𝐹𝑗 [
𝜔 − 1

𝜔
|𝜉𝑙(𝑡)|

𝜔𝛿] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑗𝑙|𝐹𝑙] [
1

𝜔
|𝜉𝑙(𝑡 − 𝜏)|𝜔

1

𝛿2
𝜔 − 1

] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑙|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

𝜔 − 1

𝜔
|𝜉𝑙(𝑠)|

𝜔3] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑗|∫0

∞
 𝑘𝚥(𝑠)𝐹𝑖 [

1

𝜔
|𝜉𝑙(𝑠 − 𝜏)|𝜔

1

𝑠3
𝜔−1] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑙𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜔 − 1

𝜔
|𝑘𝑙(𝑠)|

𝜔𝛿3] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑗𝑙|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

1

𝜔
|𝜉𝑙(𝑠 − 𝜏)|𝑤

1

𝛿3
𝜔−1] 𝑑𝑠 

−∑𝑙=1
𝑛  |𝑑𝑙 +|𝜙𝑙(𝑡)| + |Ψ𝑙(𝑡)|||𝜉𝑙(𝑡)|

𝑒 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑖𝑗|𝐹𝐽 [
𝜌 − 1

𝜌
|𝜉𝑙(𝑡)|

𝜌𝑔1] 

+∑𝑖=1
𝑛  ∑𝑗=1

𝑛  |𝑐𝑗𝑢|𝐹𝑙 [
1

𝜌
|𝑘𝑙(𝑡)|

𝜑
1

𝛿1
−1] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑡𝑗|𝐹𝑗 [
𝜌 − 1

𝜌
|𝜉𝑙(𝑡)|

𝜌𝛿2] 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑎𝑗𝑙|𝐹𝑙] [
1

𝜌
|𝜉𝑙(𝑡 − 𝜏)|𝜌

1

𝛿2
𝜌

− 1
] 

+∑𝑙=1
𝑛  ∑𝚥=1

𝑛  |𝑢𝑙𝚥|∫0

∞
 𝑘𝚥(𝑠)𝐹𝚥 [

𝜌 − 1

𝜌
|𝜉𝑡(𝑠)|

𝑒𝛿3] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑢𝑗|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

1

𝜌
|𝑘𝑙(𝑠 − 𝜏)|𝑒

1

𝛿3
𝑒−1] 𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑙|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑗 [

𝜌 − 1

𝜌
|𝑘𝑖(𝑠)|

𝜌𝛿𝛿3] 𝑑𝑠 
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+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  |𝑣𝑗𝑙|∫0

∞
 𝑘𝑗(𝑠)𝐹𝑙 [

1

𝜌
|𝜉𝑙(𝑠 − 𝜏)|𝑒

1

𝛿3
𝑒−1] 𝑑𝑠 

≤ ∑𝑙=1
𝑛  [−𝜔(𝑑𝑙 + |𝜙𝑙(𝑡)| + |𝜛𝑙(𝑡)|) + ∑𝑗=1

𝑛  |𝑐𝑙|𝐹𝑗𝛿1(𝜔 − 1) 

+∑𝑗=1
𝑛  |𝑐𝑗𝑙|𝐹𝑙

1

𝛿1
𝜔−1 + ∑𝑗=1

𝑛  |𝑎𝑖𝑗|𝐹𝑗𝛿2(𝜔 − 1)]
1𝜉𝑙(𝑡)|

𝜔𝑡

𝜃
 

+∑𝑙=1
𝑛   [∑𝑗=1

𝑛  |𝑎𝑗𝑙|𝐹𝑙

1

𝛿2
𝜔−1]

|𝜉𝑙(𝑡 − 𝜏)|𝜔

𝜔
 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  ∫
0

∞
 𝑘𝑗(𝑠)||𝑢𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿3 +|𝑣𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿3|

|𝑘𝑙(𝑠)|
𝜔

𝜔
𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  ∫
0

∞
 𝑘𝚥(𝑠) [|𝑢𝑗𝑙|𝐹𝑙 (

1

𝛿3
𝜔−1) + |𝑣𝑗|𝐹𝑙 (

1

𝛿3
𝜔−1)]

|𝑘𝑙(𝑠 − 𝜏)|𝜔

𝜔
𝑑𝑠 

+∑𝑙=1
𝑛  [−𝜌(𝑑𝑙 + |𝜙𝑙(𝑡)| + |Φ𝑙(𝑡)|) + ∑𝑗=1

𝑛  |𝑐𝑙𝑗|𝐹𝑗𝛿1(𝜌 − 1) 

+∑𝑗=1
𝑛  |𝑐𝑗𝑙|𝐹𝑖

1

𝛿1
𝜌−1 + ∑𝑗=1

𝑛  |𝑎𝑡𝑗|𝐹𝑗𝛿2(𝜌 − 1)]
|𝜉𝑡(𝑡)|

𝑒

𝜌
 

+∑𝑙=1
𝑛   [∑𝑗=1

𝑛  |𝑎𝑗𝑙|𝐹𝑙

1

𝛿2
𝜌−1]

|𝜉𝑙(𝑡 − 𝜏)|𝑒

𝜌
 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  ∫
0

∞
 𝑘𝑗(𝑠) [|𝑢𝑖𝑗|𝐹𝑗(𝜌 − 1)𝛿3 + |𝑣𝑙𝑗|𝐹𝑗(𝜌 − 1)𝛿3 ∣

|𝑘1(𝑠)|
𝑒

𝜌
𝑑𝑠 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  ∫
0

∞
 𝑘𝑗(𝑠) [|𝑢𝑗|𝐹𝑙 (

1

𝛿3
𝜌−1) + |𝑣𝑗𝑢|𝐹𝑖 (

1

𝛿3
𝜌−1)]

|𝜉𝑙(𝑠 − 𝜏)|𝜌

𝜌
𝑑𝑠 

≤ −∑𝑖=1
𝑛  [𝜔(𝑑𝑖 + |𝜙𝑙(𝑡)| + |Ψ𝑖(𝑡)|) − ∑𝑗=1

𝑛  |𝑐𝑖𝑗|𝐹𝑗𝛿1(𝜔 − 1) 

−∑𝑗=1
𝑛  |𝑐𝜇|𝐹𝑖

1

𝛿1
𝜔−1 − ∑𝑗=1

𝑛  |𝑎𝑖𝑗|𝐹𝑗𝛿2(𝜔 − 1)]
|𝜉1(𝑡)|

𝜔

𝜔
 

+∑𝑙=1
𝑛   [∑𝑗=1

𝑛  |𝑎𝑗𝑙|𝐹𝑖

1

𝛿2
𝜔−1]

|𝐹𝑙(𝑡 − 𝜏)|𝜔

𝜔
 

+∑𝑙=1
𝑛  ∑𝑗=1

𝑛  ∫
0

∞
 𝑘𝚥(𝑠)[|𝑢𝑙𝑗|𝐹𝐽(𝜔 − 1)𝛿3 + |𝑣𝑖𝑗|𝐹𝐽(𝜔 − 1)𝛿3]

|𝑘𝑙(𝑠)|
𝜔

𝜔
𝑑𝑠 

+∑
𝑙=1

𝜋

 ∑𝑗=1
𝜋  ∫

0

∞
 𝑘𝑗(𝑠) [|𝑢𝜇|𝐹𝑙 (

1

𝛿3
𝜔−1) + |𝑣𝑗|𝐹𝑖 (

1

𝛿3
𝜔−1)]

|𝜉𝑙(𝑠 − 𝑡)|𝜔

𝑎)
𝑑𝑠 

−∑𝑡=1
𝑛  |𝜌(𝑑𝑙 + |𝜙𝑙(𝑡)| + |↓𝑙 (𝑡)|) − ∑𝑗=1

𝑛  |𝑐𝑙𝑗 ∣ 𝐹𝑗𝛿1(𝜌 − 1) 

−∑𝑗=1
𝜋  |𝑐𝑗𝑙|𝐹𝑙

1

𝛿1
𝜌−1 − ∑𝑗=1

𝜋  |𝑎𝑙𝑗|𝐹𝑗𝛿2(𝜌 − 1) ∣
|𝑘𝑙(𝑡)|

𝜌

𝜌
 

+∑𝑙=1
𝜋   [∑𝑗=1

𝜋  |𝑎𝑗𝑙|𝐹𝑙

1

𝛿2
𝜌−1]

|𝑘𝑖(𝑡 − 𝜏)|𝑒

𝜌
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+∑𝑙=1
𝜋  ∑𝑗=1

𝜋  ∫
0

∞
 𝑘𝚥(𝑠)||𝑢𝑡𝑗|𝐹𝑗(𝜌 − 1)𝛿3 +|𝑣𝑖𝑗 ∣ 𝐹𝑗(𝜌 − 1)𝛿3]

|𝑘𝑡(𝑠)|𝜌

𝜌
𝑑𝑠 

+∑𝑖=1
𝑛  ∑𝑗=1

𝜋  ∫
0

∞
 𝑘𝑗(𝑠) [|𝑢𝑗𝑢|𝐹𝑙 (

1

𝑠3
𝜌−1) + |𝑣𝑗𝑢|𝐹𝑙 (

1

𝛿3
𝜌−1)]

|𝜉𝑙(𝑠 − 𝜏)|𝜌

𝜌
𝑑𝑠 

≤ −𝜃1(𝑡)𝑉(𝑡, 𝑘(𝑡)) + 𝜃2max𝑡−𝑡≤5≤𝑡  𝑉(𝑠, 𝜉(𝑠)).      (7.35) 

where 

𝜃1(𝑡) = min1≤𝑙sen   [𝜔(𝑑𝑖 + |𝜙1(𝑡)| + |Ψ𝑖(𝑡)|) − ∑𝑗=1
𝑛  |𝑐𝑙𝑗|𝐹𝑗𝛿1(𝜔 − 1) − ∑𝑗=1

𝑛  |𝑐𝑗𝑡|𝐹𝑖

1

𝛿1
𝜔𝜔−1 

−∑𝑗=1
𝜋  |𝑎𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿2 + |𝑢𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿3 + |Σ𝛾| ∣ 𝐹𝑗(𝜔 − 1)𝛿3]

|𝜉1(𝑡)|
𝜔

𝜔
 

+min1≤𝑖≤𝜋   [𝜌(𝑑𝑙 + |𝜙𝑢(𝑡)| + |Ψ𝑖(𝑡)|) − ∑𝑗=1
𝜋  |𝑐𝑙𝑗|𝐹𝑗𝛿1(𝜌 − 1) − ∑𝑗=1

𝑛  |𝑐𝑗|𝐹𝑖

1

𝑔1
𝜌−1 

−∑𝑗=1
𝜋  |𝑎𝑖𝑗|𝐹𝑗(𝜌 − 1)𝛿2 + |𝑢𝑖𝑗|𝐹𝑗(𝜌 − 1)𝛿3 + |𝑣𝑗|𝐹𝑗(𝜌 − 1)𝛿3]

|𝑘4(𝑓)|𝑒

𝜌
 

𝜃2(𝑡) = max1≤𝑙≤𝑛   [∑𝑗=1
𝑛  |𝑎𝑗|𝐹𝑙

1

𝛿2
𝜔𝑡−1 + ∑𝑗=1

𝑛  |𝑢𝑗𝑢|𝐹𝑖

1

𝛿3
𝜔𝑠−1 + ∑𝑗=1

𝑛  |𝑣𝑗|𝐹𝑙

1

𝛿3
𝜔−1

|𝑘𝑢(𝑡 − 𝜏)|𝜔

𝜔
 

+max1≤𝑙≤𝜋   [∑𝑗=1
𝑛  |𝑎𝑗𝑟|𝐹1

1

𝛿2
𝜌−1 + ∑𝑗=1

𝑛  |𝑢𝑗|𝐹1

1

𝛿3
𝜌−1 + ∑𝑗=1

𝑛  |𝑣𝑗|𝐹1

1

𝛿3
𝜌−1

|𝜉𝑙(𝑡 − 𝜏)|𝜌

𝜌
 

From this estimate, for any solution (7.13), which satisfies the Razumichin condition 

𝑉(𝑠, 𝜉(𝑠)) ≤ 𝑉(𝑡, 𝜉(𝑡)), 𝑡 − 𝜏 ≤ 𝑠 ≤ 𝑡 

We have 

 𝐶𝐷𝛼𝑉(𝑡, 𝜉(𝑡)) ≤ −(𝜂1 − 𝜂2)𝑉 (𝑡,
𝑘

5
(𝑡)) , 𝑡 ≥ 0     (7.36) 

According to Lemma 5, the claim of Theorem 7.4.4 follows. 

𝑉(𝑡, 𝜉(𝑡)) ≤ 𝑉(0, 𝜉(0))𝐸a(−𝛾𝑡𝑎), 𝑡 ≥ 0      (7.37) 

By Lemma 4 and inequality (7.37), this proves the system (7.10) can be achieved globally 

Mittag-Leffler stabilization under the designed control law. Hence complete the proof.  

Remark 7.4.6. In the FCNNs, the fuzzy minimum feed-forward refers to taking the minimum 

value of the connection parameters with the fuzzy AND operation, and the fuzzy maximum 

feed-forward refers to taking the maximum value of the connection parameters with the fuzzy 

OR operation. The fuzzy minimum feedback refers to taking the minimum value of the delay 

connection parameter with the fuzzy AND operation, and the fuzzy maximum feedback refers 

to the maximum value of the delay connection parameter with the fuzzy OR operation. There 

are many other fuzzy logics, such as fuzzy AND, fuzzy OR, fuzzy NOT, fuzzy NAND, fuzzy 



177 
 

NOR, fuzzy XOR, fuzzy XNOR, complex fuzzy logic and etc. It is worth highlighting that our 

work can be applied to FCNNs with more complex fuzzy logic. 19 

 Remark 7.4.7. Neural networks usually have a spatial extension due to the presence of a 

multitude of parallel pathways with a variety of axon sizes and length and hence there is a 

distribution of propagation delays over a period of time. It is worth noting that although the 

signal propagation is sometimes instantaneous and can be modelled with discrete delays, it may 

also be distributed during a certain time period, so the distributed delays should be incorporated 

in the model. In other words, it is often the case that the neural network model possesses both 

discrete and distributed delays. In recent years, the stability of Hopfield neural networks, 

cellular neural networks and bidirectional associative memory neural networks with distributed 

delays has been discussed (see [249, 250] and references therein).  

Remark 7.4.8. In recent days, stability analysis of fuzzy cellular neural networks have been 

extensively studied by the researchers. Stability analysis of fuzzy cellular neural networks with 

time delay in the leakage term and impulsive perturbations investigated in [251]. Finite-time 

synchronization of delayed fuzzy cellular neural networks with discontinuous activations is 

studied (see [252] and references there in). In these works integer order is considered in our 

paper fractional order is considered. Great efforts have been made in study of fractional order 

neural networks by the researchers. See for example, Adaptive control for fractional order 

induced chaotic fuzzy cellular neural networks [253], asymptotic stability of delayed 

fractional-order fuzzy neural networks with impulse effects [250], Mittag-Leffler stability of 

fractional-order Hopfield neural networks [251,252], Synchronization of fractional fuzzy 

cellular neural networks with interactions [253] have been investigated. In our paper stability 

fractional order fuzzy cellular neural networks with hybrid control is investigated.  

Remark 7.4.9. In [254], Xu et al. investigated complete synchronization of fractional order 

complex networks via pinning adaptive and impulsive control strategy. In the past few years, 

due to the limited theory to deal with finite time stability of fractional order systems, 

synchronization research of fractional order systems is only the beginning [251] - [258]. In 

[259], Velmurugan et al. studied synchronization of fractional order neural networks by 

employing linear feedback control strategy. In [260], Ding et al. designed a novel controller 

based on feedback control strategy and discontinuous control strategy, and investigated 

stability of the considered fractional order neural networks. As is known to all, it is more perfect 

if the designed controller both realize the network synchronization objective and reduce the 

corresponding control cost. Motivated by the above discussions, we designed a novel hybrid 
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feedback controller, which is based on a simple discontinuous control strategy and study 

stability problem of fractional order cellular neural networks.  

Remark 7.4.10. It is well known that every control strategy has its own advantages and 

disadvantages. Therefore, in some cases, hybrid control strategies are necessary to control some 

complex systems to achieve synchronization or other properties. Since fuzzy cellular neural 

networks may experience instantaneous perturbation or abrupt changes at certain instances, 

hybrid impulsive and other control strategies could be used to control them to the synchronous 

state. However, to authors’ knowledge, there have few research achievements on the stability 

of fuzzy cellular neural networks by means of hybrid control strategies at present. It is still an 

open problem that deserves further investigation, which motivated our research in this paper. 

7.5 Results and Discussion 

in this section, two examples are given to illustrate the effectiveness of proposed Global 

Mittag-Leffler stability schemes. 

7.5.1 Stability problem-1 

Example 1 For n=4, consider the following fractional-order fuzzy cellular neural networks, 

 𝑐𝐷 𝑎𝜁𝑖(𝑡) = −𝑑𝑖𝜉𝑖(𝑡) + ∑𝑗=1
2  𝑐𝑖𝑗𝑓𝑗(𝜁𝚥(𝑡)) + ∑𝑗=1

2  𝑎𝑖𝑗𝑓𝑗(𝜁𝑗(𝑡 − 𝜏) + ∑𝑗=1
2  ℎ𝑙𝑗𝜇𝑗 

+⋀𝑗=1
2  𝑢𝑖𝑗∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(𝜁𝚥(𝑠 − 𝜏))𝑑𝑠 + ⋀𝑗=1

2  𝑝𝑦𝑗𝜇𝑗 

+∫
𝑗=1

𝜋
 𝑣𝑗𝚥∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(𝜁𝚥(𝑠 − 𝜏))𝑑𝑠 

+∫
𝑗=1

2
 𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑖,𝑖

= 1.2.                                                                                                                               (7.38) 

The parameters of (7.13) error system are assumed that 𝑎11 = 0.4, 𝑎12 = 0.6, 𝑎13 = 0.9, 

𝑎14 = 1.1.2, 𝑎21 = 0.8, 𝑎22 = 0.9, 𝑎23 = 2.3, 𝑎24 = 1.5, 𝑎31 = 0.7, 𝑎32 = 1.8, 𝑎33 = 0.5, 

𝑎34 = 0.7𝑎41 = 1.3, 𝑎42 = 0.5, 𝑎43 = 0.2, 𝑎44 = 0.9, 𝑐11 = 1.5, 𝑐12 = 1.8, 𝑐13 = 0.7, 𝑐14 =

1.3𝑐21 = 2.9, 𝑐22 = 2.8, 𝑐23 = 0.9𝑐24 = 0.7𝑐31 = 1.8, 𝑐32 = 1.5, 𝑐33 = 0.7. 𝑐34 = 0.9𝑐41 =

2.8, 𝑐42 = 2.9, 𝑐43 = 0.7, 𝑐44 = 1.3, 𝑢11 = 0.9, 𝑢12 = 1.2, 𝑢13 = 2.1, 𝑢14 = 3.4, 𝑢21 =

2.1, 𝑢22 = 3.4, 𝑢23 = 1.2, 𝑢24 = 0.9, 𝑢31 = 2.1, 𝑢32 = 1.2, 𝑢33 = 0.9, 𝑐34 = 1.7𝑢41 =

1.7, 𝑢42 = 1.7, 𝑢43 = 1.2, 𝑢44 = 0.9, 𝑣11 = 1.8, 𝑣12 = 2.2, 𝑣13 = 0.7, 𝑣14 = 2.7, 𝑣21 =

2.2, 𝑣22 = 0.9, 𝑣23 = 0.5, 𝑣24 = 1.2, 𝑣31 = 1.7, 𝑣32 = 2.2, 𝑣33 = 0.7, 𝑣34 = 0.9𝑣41 =

0.9, 𝑣42 = 0.5, 𝑣43 = 1.8, 𝑣44 = 1.7, 𝑑1 = 5, 𝑑2 = 7, 𝑑3 = 7, 𝑑4 = 5, 𝑣1 = 0.6, 𝑣2 =

0.7, 𝑉3 = 0.5, 𝑉4 = 0.4, 𝜙1 = 1.4, 𝜙2 = 3.1. 𝜙3 = 2.7, 𝜙4 = 3.7, 𝛼 = 0.97. 𝑓(𝑡) = 𝑓𝑎𝑛ℎ(𝑡). 

The corresponding response system is described by 

𝑐𝐷𝛼𝐷̂𝑖(𝑡) = −𝑑𝑙𝑣𝑙(𝑡) + ∑𝑗=1
2  𝑐𝑙𝑗𝑓𝑗(𝜃̂𝑗(𝑡)) + ∑𝑗=1

2  𝑎𝑖𝑗𝑓𝑗(𝐷̂𝑗(𝑡 − 𝜏) + ∑𝑗=1
2  ℎ𝑖𝑗𝜇𝐽 
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+𝑁𝑗=1
2 𝑢𝑖𝑗∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(𝑗𝑗(𝑠 − 𝜏))𝑑𝑠 + 𝑁𝑗=1

2 𝑝𝑗𝜇𝑗 + ∫
𝑗=1

2
 𝑣𝑙𝑗∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(𝜃𝑗(𝑠 − 𝜏))𝑑𝑠 

+∫  
2

𝑗=1
𝑄(𝑗𝜇𝑗 + 𝐼𝑙 + 𝑢𝑖(𝑡)         (7.39) 

Where 𝑎𝑡𝑗 , 𝑢𝑡𝑗, ty, 𝑑𝑡, 𝑐𝑖𝑗, and 𝐼𝑙 are the same as in system (7.39), and the hybrid feedback 

controllers is as follows: 𝑢𝑙(𝑡) = 𝑢𝑢(𝑡) + 𝑢𝑈(𝑡), where 𝑢𝑢(𝑡) = −𝜙𝑥(𝑡)𝜉2(𝑡) and 𝑢2𝑖(𝑡) = 

−⇓𝑖 (𝑡)𝜉𝑖(𝑡). Where 𝜉𝑙(𝑡) = 𝜃𝑡(𝑡) − 𝜁1(𝑡) for𝑖 = 1,2. According to the developed idea in 

Theorem 4.1, it asks that (Fig. I) 

𝜂1(𝑡) = min1≤1≤𝑛  [(𝑑𝑓 + 𝜙𝑣(𝑡) + Ψ𝑖) − ∑𝑗=1
𝑛  𝑐𝑙𝑗𝐹𝑗𝜌

−1 − ∑𝑗=1
𝑛  𝑐𝑗𝑡𝐹𝑙𝜌 − ∑𝑗=1

𝑛  𝑎𝑖𝑗𝐹𝑗𝜌
−1 

+∑𝑗=1
𝑛  𝑢[𝑗𝐹𝑗𝜌

−1 + ∑𝑗=1
𝑛  𝑣𝑗𝐽𝐹𝑗𝜌

−1] = 12.33 > 0. 

∇2(𝑡) = max1≤1≤𝑛  [∑𝑗=1
𝜋  𝑎𝑗𝑢𝐹𝑙𝜌 + 𝑢𝑗1𝐹𝑙𝜌 + ∑𝑗=1

𝜋  𝑣𝑗𝐹𝑙𝜌] = 12.18 > 0. 

Thea it follows from Theorem 7.4.1 that system (7.38) can be achieved global Mittag-Leffler 

stabilization under the designed hybrid feedback control law (Fig.7 2). 

7.5.2 Stability problem-2 

Example 2 For𝑛 = 2, consider the following fractional-order fuzy cellular neural networks, 

+⋀𝑗=1
2  𝑢𝑙𝑗∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(𝜁𝑗(𝑠 − 𝜏))𝑑𝑠 + ⋀𝑗=1

2  𝑝𝑖𝑗𝜇𝑗 + ∫
𝑗=1

𝑛
 𝑡𝑖𝑗∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(𝜁𝑗(𝑠 − 𝜏))𝑑𝑠 +

𝑉𝑗=1
2 𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑖,𝑖 = 1,2         (7.40) 

   

Where 𝛼 = 0.97, 𝑓(𝑡) = tanh (𝑡) 

The parameters of (7.13) error system are assumed that 𝑎11 = 0.9, 𝑎12 = 0.8, 𝑎13 = 0.4, 

𝑎14 = 0.6, 𝑎21 = 0.4, 𝑎22 = 0.8, 𝑎23 = 0.7, 𝑎24 = 0.3, 𝑎31 = 0.3, 𝑎32 = 0.7, 𝑎33 = 0.7, 

𝑎34 = 0.5𝑎41 = 0.5, 𝑎42 = 0.8, 𝑎43 = 0.3, 𝑎44 = 0.5, 𝑐11 = 0.4, 𝑐12 = 0.5, 𝑐13 = 0.4. 𝑐14 =

1.3𝑐21 = 0.7, 𝑐22 = 0.8, 𝑐23 = 0.5𝑐24 = 0.7𝑐31 = 0.4, 𝑐32 = 0.7, 𝑐33 = 0.9, 𝑐34 = 0.3𝑐41 =

0.3, 𝑐42 = 0.8, 𝑐43 = 0.5, 𝑐44 = 0.7, 𝑢11 = 0.9, 𝑢12 = 1.1, 𝑢13 = 1.3, 𝑢14 = 0.7, 𝑢21 =

1.3, 𝑢22 = 0.9, 𝑢23 = 0.8, 𝑢24 = 1.2, 𝑢31 = 1.2, 𝑢32 = 0.7, 𝑢33 = 1.1. 𝑢34 = 1𝑢41 =

1.3, 𝑢42 = 1, 𝑢43 = 0.5, 𝑢44 = 0.3, 𝑣11 = 0.7, 𝑣12 = 1.1, 𝑣13 = 1, 𝑣14 = 1.3, 𝑣21 = 1, 𝑣22 =

0.3, 𝑣23 = 0.7, 𝑣24 = 0.2, 𝑣31 = 0.4, 𝑣32 = 0.8, 𝑣33 = 0.9. 𝑣34 = 1.2𝑣41 = 1.1, 𝑣42 =

0.2, 𝑣43 = 0.7, 𝑣44 = 1.2, 𝑑1 = 9, 𝑑2 = 9, 𝑑3 = 7, 𝑑4 = 7. 𝜓1 = 2.7, 𝑣2 = 3.1, 𝑣3 = 4.5, 𝑣4 =

2.5, 𝜙1 = 5.3, 𝜙2 = 4.7, 𝜙3 = 5.3, 𝜙4 = 5.1, 𝛼 = 0.97. 𝑓(𝑡) = 1𝑎𝑛ℎ(𝑡). 

𝜔 = 2, 𝛿1 = 𝛿2 = 𝛿3 = 1, 𝐹𝑙 = 1. (𝑖 = 1,2,3,4). 



180 
 

 

Fig. 7.1 Stale trajectories of the FCNN system from Example I 

The corresponding response system is described by 

𝑐𝐷2𝑣̂𝑖(𝑡) = −𝑑𝑙𝜃𝑙(𝑡) + ∑𝑗=1
2  𝑐𝑙𝑗𝑓𝑗(∂𝑗(𝑡)) + ∑𝑗=1

2  𝑎𝑖𝑗𝑓𝑗(𝜃𝑗(𝑡 − 𝜏) + ∑𝑗=1
2  ℎ𝑗𝚥𝜇𝑗  

+∏𝑗=1
2  𝑢𝑖𝑗∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(𝜃𝑗(𝑠 − 𝜏))𝑑𝑠 + 𝑁𝑗−1

2 𝑝I𝑗𝜇𝑗 + 𝑉𝑗=1
2 𝑣𝑑𝑗∫0

∞
 𝑘𝑗(𝑠)𝑓𝑗(𝑣𝑗(𝑠 − 𝜏))𝑑𝑠 

+∑  2
𝑗=1 𝑄𝑖𝑗𝜇𝑗 + 𝐼𝑙 + 𝑢𝑖(𝑡)         (7.41) 

Where 𝑎𝑙𝑗 , 𝑢𝑙𝑗 , 𝑡𝑦𝑗 , 𝑑𝑙 , 𝑐𝑙𝑗, and 𝐼𝑙 are the same as in system (7.4I), and the hybrid feedback 

controllers is as follows: 𝑢𝑙(𝑡) = 𝑢𝑢(𝑡) + 𝑢𝑢(𝑡), where 𝑢𝑢(𝑡) = −𝜙𝑙(𝑡)𝑒𝑙(𝑡) and 𝑢2𝑢(𝑡) = 

−Ψ𝑖(𝑡)𝑒𝑙(𝑡). Where 𝜉𝐿(𝑡) = 𝜃𝑙(𝑡) − 𝜁𝑖(𝑡) for 𝑖 = 1,2. According to the developed idea in 

Theorem 3.2, it asks that 

𝜃1(𝑡) =  min
1≤𝑖≤𝑛

  [(𝑑𝑙 + |𝛿𝑙(𝑡)| + |Φ𝑙(𝑡)|) − ∑  

𝑛

𝑗=1

  |𝑐𝑖𝑗|𝐹𝑗𝛿1(𝜔 − 1) − ∑  

𝑛

𝑗=1

  |𝑐𝑗𝑑|𝐹𝑙

1

𝛿1
𝜔−1

+∑  

𝑛

𝑗=1

  |𝑎𝑙𝑗|𝐹𝑗(𝜔 − 1)𝛿2 + |𝑢𝑖𝑗|𝐹𝑗(𝜔 − 1)𝛿3 + |𝑣𝑙𝑗|𝐹𝑗(𝜔 − 1)𝛿3] = 10.40 > 0.

𝜃2(𝑡) =  max
1≤𝑖≤𝑛

  [∑  

𝑛

𝑗=1

  |𝑎𝑗𝑙|𝐹𝑙

1

𝛿2
𝜔−1 + ∑  

𝑛

𝑗=1

  |𝑢𝑗𝑙|𝐹𝑙

1

𝛿3
𝜔−1 + ∑  

𝑛

𝑗=1

  |𝑣𝑗𝑙|𝐹𝑙

1

𝛿3
𝜔−1] = 10 > 0.
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Fig. 7.2 State trajectories of the FCNN system from example 2 

Then it follows from Theorem 7.4.2 that system (7.40) can be achieved global Mittag-Leffler 

stabilization under the designed hybrid feedback control law. 

7.6 Conclusion 

In this chapter, Global Mittag-Leffler stability of fractional order fuzzy cellular neural networks 

with distributed delays via hybrid feedback controllers has been addressed. We proposed the 

definition of Global Mittag-Leffler stability and the fractional Lyapunov direct method, which 

enriches the knowledge of both the system theory and the fractional calculus. This chapter 

serves as a first step in presenting sufficient conditions for global Mittag-Leffler stability for a 

generalized fuzzy cellular fractional-order neural network with distributed delay. The main 

theoretical findings in this chapter are that hybrid feedback control law. We extend the concept 

of Lyapunov functions for a fuzzy cellular fractional-order neural network. Under the 

assumption of Lipschitz continuity of activation functions, we have proved the Global Mittag-

Leffler stability of the proposed model, which implies faster convergence rate of the network 

model than the Lyapunov convergence. 



182 
 

CHAPTER 8 

CONCLUSION AND FUTURE SCOPE 

The performance of new FO-PID controller was compared to the integer order proportional 

integral Derivative/proportional integral derivative (IOPID/PID) controller. Our observation 

was that since the Ceramic Infrared systems have very small relative dead time they do not 

need a full integrator for their control. FO-PID controller gives a strong competition to IOPID 

controller tuned by new analytical method for some cases. For FO- PID method introduced, 

the resulting closed-loop system has the desirable feature of being robust to gain variations 

with step responses exhibiting an iso-damping property. Extensive simulation results are 

included to illustrate the simple yet practical nature of the developed new tuning rules. 

This thesis work discusses a process control case study taking temperature control of Ceramic 

Infrared HFE. First of all temperature control HFE system of Ceramic Infrared Heater is 

developed and a conventional PID controller is implemented in it. In what concerns fractional 

PID, another possible improvement would be the development of additional tuning rules. Rules 

similar to the second Ziegler-Nichols rule (making use of a closed-loop response of the plant) 

are certainly possible. Rules specific for non-minimum phase plants may also be of interest. 

All the classical approaches (Åström-Hägglund, Cohen-Coon) urge to decrease the integral 

action when the actuator saturates. But, the correction is taken through a feedback. It delays its 

effect.  

A comparative study is done using different control techniques for the primary control of 

different controller. First, the conventional PID controller is implemented as primary 

controller. The PID controller gives a high overshoot and high settling time. So artificial 

intelligence principles in the controller architecture are proposed and implemented. Then the 

fuzzy PID, Genetic Algorithm, Ant Colony and Bacteria forging based PID controller is 

implemented and it gives a better response than the conventional PID controller. Then the 

IOPID with high gain based on Bode and Nyquist based stability margin and fractional PID 

controller is used and unit step responses are shown for different values of integral order and 

derivative order. It is found out that the fractional PID controller has the better response than 

both conventional and fuzzy PID Genetic Algorithm, Ant Colony and Bacteria forging based 

PID controller. 
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The recommendations on the conclusion of this study acknowledges that Ceramic IR Heater 

process, whether it be heating or drying, is still a modest researched area. Much work remains 

to be done concerning the investigation of the effects of infrared radiation on various materials. 

This work performs a small-scale test measuring controller performance, so that it serves as a 

platform for future research efforts leading to real-life implementation of a Ceramic Infrared 

Heater Temperature control system. 

Stability problem have been proved with examples considering the sufficient conditions for 

global Mittag-Leffler stability for a generalized fuzzy cellular fractional-order neural network 

with distributed delay. The main theoretical findings in these chapters are that hybrid feedback 

control law. We extend the concept of Lyapunov functions for a fuzzy cellular fractional-order 

neural network. Under the assumption of Lipschitz continuity of activation functions, we have 

proved the Global Mittag-Leffler stability of the proposed model, which implies faster 

convergence rate of the network model than the Lyapunov convergence. 

Future Scope 

With the use of the controller developed in this thesis, the study of IR and its effects on many 

materials is now possible. A summary of the potential applications and improvements of the 

controller is presented below: 

• A further comparative study using an auto-tuning PID controller, that automatically 

recalculates the parameters of the process as the load demand changes, is a consideration. 

• The enlargement of the buffer used to store the list of temperatures for plotting needs to be 

increased so as to provide a clearer picture of the complete temperature profile. 

• Increase the heating capacity of the infrared heaters i.e. increases the power densities of the 

heaters, by mounting an arrangement of heaters on a panel. This is a more useful and practical 

way to study the effect on industrial processes. 

• Also, may be performed experiments to determine the spectral radiation densities of different 

heaters and various heater arrangements. The research conducted for this dissertation serves as 

a basis for more intensive study of the many aspects of infrared processing. With an amplified 

heating capacity that an arrangement of many infrared heaters offers, a more worthwhile 

exportation of IR heating is possible. A modification of the power electronics components in 
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this study would make this controller a more functionally competent unit for industrial 

purposes. 

Stability of fractional order fuzzy cellular neural network with other sufficient conditions with 

the help of considering Mittag -Leffler function and Lyapunov function with examples may be 

investigated. 
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Computational Intelligence Magazine ,Nov. 2006. 

[36] Mendes N, Oliveira G H C and Araujo H X; “Building Thermal Performance Analysis 

by using Matlab / Simulink ” , IBPSA Conference, Brazil,2001. 

[37] Mendes N, Oliveira G H C, Araujo H X and Coelho L S ; “ A Matlab- Based Simulation 

tool for Building Thermal Performance Analysis” , IBPSA Conference, Netherland,2003. 

[38] Mohammad Ali Nekoui , Mohammad Ali Khameneh and Mohammad Hosein Kazemi 

; “ Optimal Design of PID Controller for a CSTR System Using Particle Swarm Optimization”, 

International Power Electronics and Motion Control Conference,2010. 
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