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Abstract

An innovative design called The Transformer in NLP tries to tackle sequence-to-

sequence problems while skillfully managing long-range relationships. It doesn’t use

convolution or sequence-aligned RNNs; it just uses self-attention to compute repre-

sentations of its input and output. The encoder-decoder design is the foundation of

the transformer concept. After conducting in-depth study, researchers put forward

the BERT and GPT transformer-based models, which significantly improved the

bulk of NLP tasks including text creation, text summarization, and question an-

swering, among others. But as time went on, a number of these models’ drawbacks

became apparent. PERT was recommended as a way to get around one of these

drawbacks. In this project work, we fine-tune the pre-trained model on the simi-

larity and paraphrasing task and analyze how the model performs in comparison to

the other previously introduced methods.
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Chapter 1

INTRODUCTION

1.1 Overview

In this report, we have discussed different pre-trained language models and how they

perform different natural language understanding applications. The motivation for

this contribution comes from the idea of the challenges we face in creating a software

that reliably ascertains the intended meaning of text or speech data since human

language is rife with ambiguity. We use PERT, a pre-trained language model which

was developed to solve the limitation of previously introduced language models

like BERT and give advanced results. We test the model for the similarity and

paraphrasing tasks of Quora Question Pair and try to understand how well the

computer algorithm understands human language.

1.2 Problem Formulation

At what other place but on Quora can a scientist assist a chef deal with a math

issue in exchange for food advice? A place to learn and exchange information about

anything is Quora. It serves as a forum for queries and connections with experts

who offer insightful observations and thorough responses. People are better able to

grasp the world and learn from one another as a result.

It’s hardly surprising that many questions on Quora are identical in wording

given that more than hundred million individuals use the site each month. Multiple

inquiries with the same objective might make readers feel as though they must re-

spond to various variations of the same inquiry, while also making searchers spend

extra time looking for a suitable solution to their problem. Canonical questions are

highly valued on Quora given that they provide active authors and visitors with

improved service and more long-term value.
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In order to detect replicating queries, Quora presently applies a Random Forest

approach. In this research, algorithms are tested to solve this natural language pro-

cessing issue by determining the possibility that question pairs contain copies using

cutting-edge methodologies. This will improve the overall user experience for Quora

authors, searchers, and visitors by offering it less complicated to locate compelling

responses to queries.

NLP tasks like paraphrasing and similarity detection on MRPC, STS-B and QQP

datasets play a very significant role as it makes the basis for many other language

and text related applications. Some may consider these applications as insignificant

but they help in identifying how well our algorithm is performing and is able to

grasp the meaning and context of the language or text.

For example, in the most basic operation of information retrieval like google

search, they help in identifying relevant documents or passages that have similar

meanings or convey the same information as a given query. By determining the

similarity between queries and documents, search engines can provide more accu-

rate and relevant search results. Similarly, it helps in the question answering system

by matching the user’s queries with pre-existing knowledge to find relevant answers.

Paraphrasing can help in generating concise summaries by expressing the same ideas

using different words or phrases. This idea is applied in text summarization or text

generation applications.

Various models have been proposed starting from the RNN neural network to

encoder-decoder models and even the more complex transformer based language

models. But every model has its limitations leading to suboptimal results and

solving only a certain kind of problem. As a result, we need to create a teaching

model to ensure that the encoding generated by the model must be associated with

the correct answer and it must be capable of differentiating with invalid input, which

are modified versions of the correct answer.

1.3 Objectives of the project

QQP is a similarity detection task in NLP where in every query, we need to predict

whether the given questions are similar to each other or not. We witness a variety

of techniques, some of which have resulted in a paradigm shift in issue resolution.

The survey article examines the proposed methodologies, their outcomes, and their

disadvantages.
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In this research work, we aim to use and tune the PERT model introduced in

2022 to analyze its performance on the QQP dataset and how the model is different

from the previously proposed methods.

1.4 Challenges in Human Language

Human language is a powerful and dynamic tool that facilitates communication,

knowledge sharing, and the expression of human experiences. Languages are com-

plex but crucial to express thoughts, ideas, emotions, and convey information. For

decades, researchers and developers have been trying to teach computers to compre-

hend and then communicate back using human language but it is easier said than

done.

Computers face several challenges in understanding and processing human lan-

guage like its inherent complexity, ambiguity in the language and context depen-

dencies in an extract. Ambiguity is the term for instances when a word, phrase, or

sentence may have more than one conceivable meaning or interpretation in various

languages. Due to the context in which it is used, ambiguity results. There are many

different types of ambiguity, including semantic ambiguity (many viewpoints of an

expression or sentence), syntactic ambiguity (several readings of a sentence struc-

ture), and lexical ambiguity (alternative meanings of the same term). People are

susceptible to ambiguity’s negative effects. It could result in misconceptions, con-

fusion, and poor communication. Ambiguity necessitates more work and context to

clarify, which might result in communication blunders or inefficiencies. Ambiguity

can be particularly difficult when communicating between cultures or when people

are speaking at various language levels.

Homophones, homonyms, sarcasm, idioms, metaphors, variances in syntax and

usage, and alterations in sentence structure are only a few examples of the irregu-

larities in human language.

• Homophones: Words with the same sound but distinct interpretations and

frequently different spellings are known as homophones. For instance, while

having different meanings, the words ”write” and ”right” sound the same. Due

to the fact that the intended meaning may be highly dependent on context,

homophones can cause misunderstanding and ambiguity in communication.

• Homonyms: Homonyms are words that have the same spelling or pronun-

ciation but different meanings. They can be further classified into homo-

phones (same sound, different meaning) and homographs (same spelling, dif-
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ferent meaning). For example, ”bat” (referring to a flying mammal) and ”bat”

(referring to a sports equipment) are homonyms.

• Sarcasm: Sarcasm is a type of linguistic irony in which the speaker says a

point but means to imply something quite different. To express the intended

sarcasm, it frequently includes employing tone, context, and non-literal lan-

guage. Sarcasm involves recognising the contradiction between what is actually

meant and what is meant by it, which can be difficult for linguistic models or

AI systems to grasp.

• Idioms: Idioms are phrases that have metaphoric meanings that are not the

same as their literal interpretation. They can be difficult for foreigners to

grasp since they are exclusive to certain languages or cultures. For instance,

”kick the bucket” refers to passing away rather than actually kicking a bucket.

• Metaphors: Metaphors are figurative language devices that compare two things

by implying that one is like the other. They use nonliteral language to conjure

up an eye-catching picture or idea. For instance, the phrase ”time is money”

compares the worth and significance of time to money using a metaphor.

• Deviations to Syntax and Changes in Sentence Structure: Although language

provides for some freedom in the arrangement of sentences and syntax, deliber-

ate phrase structure changes can express certain ideas or writing styles. Word

order changes, omissions of particular words, and the use of non-standard lan-

guage may be examples of these deviations used for emphasis, poetic impact,

or aesthetic reasons. Poetry, literature, everyday speech, and some dialects all

include them.

In addition to language expertise, understanding and successful use of homo-

phones, homonyms, sarcasm, idioms, metaphors, deviations from syntax, and al-

terations in sentence structure need contextual comprehension, cultural familiarity,

and pragmatic interpretation. These subtleties give human language depth, rich-

ness, and complexity, but they can be difficult for non-native speakers or language

processing algorithms to understand.

1.5 Natural Language Processing

It is extremely challenging to create software that reliably ascertains the intended

meaning of text or speech data since human language is rife with ambiguity. The

abnormalities of human language include homophones, homonyms, sarcasm, idioms,

metaphors, deviations to syntax and use, and changes in sentence structure, to name
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just a few.

The field of computer science known as ”natural language processing” (NLP)

aims to enable computers to grasp the spoken and written meaning of the language

in a manner that is similar to that spoken by humans. NLP aims to develop algo-

rithms and tools that can understand, analyze, and generate natural language text

or speech. NLP fuses the statistical methods, machine learning tech. and/or deep

learning models with computational grammar or rule-applied model techniques of

human language. By applying some technologies, computers gain the power to in-

terpret human language which can be in any form like text or audio data and fully

”understand” what is the hidden meaning said or written, including the intentions

and mood contained in the input.

NLP has several components, including:

1. Text Preprocessing: Text preprocessing involves cleaning and transforming

raw text data into a format that can be used by NLP algorithms. This includes

tasks like tokenization, stemming, lemmatization, and stop-word removal.

2. Natural Language Understanding (NLU): NLU is the ability of a computer to

understand and interpret human language. This involves tasks like semantic

analysis, syntactic analysis, and entity recognition.

3. Natural Language Generation (NLG): NLG is the ability of a computer to

generate human-like language. This includes tasks like machine translation,

summarization, and dialogue generation.

4. Machine Learning: Machine learning is a key component of NLP, as it provides

the algorithms that power many NLP applications. Common machine learning

techniques used in NLP include neural networks, decision trees, and support

vector machines.

Figure 1.1: NLP flowchart
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The role and importance of NLP are significant in many areas, including:

1. Communication: NLP plays a critical role in improving communication be-

tween humans and machines. NLP-powered chatbots and voice assistants have

become increasingly popular in recent years, allowing people to interact with

technology in a more natural and intuitive way.

2. Information Retrieval: NLP is used in search engines to provide more accurate

and relevant search results. NLP techniques like keyword extraction and topic

modeling can help identify the most relevant content for a given search query.

3. Sentiment Analysis: NLP is used to analyze and understand the sentiment

behind text data. This can be used for a variety of applications, including

social media monitoring, customer feedback analysis, and market research.

4. Language Translation: NLP is used to power machine translation systems,

which can automatically translate text from one language to another. This

has significant applications in business, international relations, and education.

Overall, NLP is a rapidly evolving field with a wide range of applications and

significant potential to improve human-machine interaction and communication.

1.6 Natural Language Understanding

The method by which the machine ” comprehends” the information is called natural

language understanding (NLU). It’s important to recognise the differences between

NLU and NLP, NLU is a component of NLP. NLU is an artificial intelligence tech-

nology that may be used to understand text and any other form of disorganized

linguistic input. It derives context and meaning from natural language inputs. In

essence, it describes the method through which a computer decodes human input

and purpose and ”decides” how to respond appropriately. The word ”intent” here

denotes a mapping between a user’s words and the actions that an AI tool, such

a chatbot, should do. The objective of NLU is to provide methods and algorithms

that can comprehend, analyze, and express the meaning of natural language text or

speech.

Some of the basic operations of NLU include:

1. Tokenization: Tokenization is a way of dividing and scaling down a text or

document into tokens, which might be words or sentences. This is a crucial

stage in NLU since it aids in locating the fundamental meaning units found in

natural language.
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2. Part-of-Speech (POS) Tagging: The act of labeling each token in a phrase to

its correct category of speech, such as a noun, verb, adjective, etc., is known as

part-of-speech (POS) tagging. This makes it easier to determine a sentence’s

essential meaning and grammatical structure.

3. Named Entity Recognition (NER): NER is the process of locating and cat-

egorizing named entities—such as individuals, companies, and places—in a

sentence or document. Understanding the surroundings and meaning of a

document depends on knowing this.

4. Sentiment Analysis: Sentiment analysis involves determining if a document

has a good, negative, or neutral emotional tone. This aids comprehension of

a sentence’s or document’s underlying meaning.

5. Semantic Analysis: A sentence or document’s meaning is examined through

the process of semantic analysis. Understanding the links between words and

phrases as well as the circumstances in which they are used is necessary for

this.

Numerous applications, including chatbots, virtual assistants, and search en-

gines, depend on NLU. NLU can increase human-machine interaction and commu-

nication by giving robots the ability to understand human language. It can also

assist automate a number of formerly manual processes.

1.7 Encoder-Decoder Model

In the field of Artificial Intelligence and deep learning, the encoder-decoder model

is a special type of neural network architecture that has shown significant growth in

various fields like computer vision, speech recognition, natural language processing

and audio processing.

Its architecture consists of two main components: an encoder and a decoder.

The encoder processes the given input sequence or signal, such as an image or an

audio waveform, into a fixed-length representation, which can also be referred as

the “latent representation”. This representation is designed, such that it extracts

the important information from the given input sequence in a condensed form. The

decoder is responsible to use this representation as its input and produce an output

sequence or signal depending on the desired response.

The central component or the building block used in the construction of the

encoder-decoder architecture is the neural network. Since there are different kinds
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of neural networks like RNN, LSTM, CNN etc., we can insert any type of neural

network in the box depending on the application. Encoder-decoder architecture is

most suitable for the use case where the input is a sequence of data and the output

is another sequence of data. They became popular due to their ability to take a

variable-length of input and process it to produce a similar variable-length output.

Figure 1.2: Encoder-Decoder Architecture

The Encoder-Decoder model’s success may be credited to its capacity to recognise

underlying patterns and connections among different elements of input sequences

and transfer those relationships to a numerical representation.

Let us look at some examples of how we can use CNN, RNN and LSTM in

encoder-decoder architecture to solve different kinds of problems:

• By using CNN as Encoder and RNN/LSTM as Decoder, this architecture is

used for tasks like image captioning. The model takes an image as the input

and produces a sequence of words as its output where the words are used

to describe the image. CNN layers are used to process and extract features

from the image, while the RNN/LSTM layers use these features to generate a

corresponding text sequence.

Figure 1.3: Image Captioning Architecture
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• By using CNN as Encoder and CNN as Decoder, we can use the encoder

decoder architecture for generating semantic segmentation of an image. The

model takes an image as the input and the output is a semantic segmented

image by classifying each pixel of the given input image to its class label. De-

coder plays an important role of semantically distributing the features learnt

by the encoder on the pixel plane to get the desired classification.

Figure 1.4: Semantic Segmentation Architecture

• By using RNN/LSTM as Encoder and RNN/LSTM as Decoder, applications

like machine translation and chatbots can be created. Both input and output

are a sequence of words of different lengths. Input text is converted into small

and compact integral representation which is then used at the decoder end

of the model to assemble a meaningful string of words as the corresponding

output.

Figure 1.5: Machine Translation Architecture

• Similarly, Encoder-Decoder models are also used in speech recognition appli-

cations, where the audio signal of changeable length is processed to compose

a transcription of the input signal.

9



1.8 Seq2Seq Model

Although the Encoder-Decoder model and Seq2Seq model are used interchangeably

in Natural Language Processing, strictly speaking, they are not exactly the same

things. The Encoder-Decoder model is a general architecture which is more flexible

than the Seq2Seq model because it allows for different types of encoder and decoder

architectures. The Seq2Seq model is more limited because it specifically uses RNN

or LSTM or transformers for both the encoder and decoder.

As in any NLP task, a set of words or letters or characters is provided as input

to the encoder, it processes them and builds a well structured coded description.

The decoder then maps it to the output sequence using the RNN or LSTM layers.

Figure 1.6: Sequence-to-Sequence model

Seq2Seq models offer the capacity to handle input and output sequences of vary-

ing lengths, which makes them ideal for applications like machine translation where

the input and output languages may have various sentence lengths and structures.

Their capacity to develop accurate representations of the input sequences is a fur-

ther benefit. These representations may subsequently be used for later tasks, such

sentiment analysis or named entity identification.

On a number of NLP tasks, Seq2Seq models have produced state-of-the-art re-

sults and have since become a crucial part of many NLP applications. Seq2Seq

models now perform better than ever because of recent developments in the field

such attention processes and transformer-based models, making them a viable sub-

ject for further study.
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1.9 Transformers

If we think of a machine translation application, in which the input sequence is a

sentence in English and we want to translate that sentence in Spanish. Simple trans-

lation of word by word in the order of appearance may result in an output that a

human speaker would consider grammatically incorrect. One of the main questions

in sequence transduction is the learning of representations for both the input and

output sequences in a robust manner, so that no distortions are introduced. Unlike

feed forward networks where one feature of the input is considered independent to

the other, to tackle the problem of sequences, RNNs or CNNs or LSTMs were used.

In an RNN network, each element is seen with respect to the prior element and thus

the output is influenced by previous features of the input. In machine learning, this

ability is termed as the ‘memory’ of the network.

Figure 1.7: Transformer Model

But it is observed that ‘memory’ is not enough in the model. Thus, transformers

were introduced. Transformers are a special type of artificial neural networks. As

the name suggests, they are responsible for the transformation of the input sequence

to the output sequence in our respective application. It uses ‘self - attention’ to help

further improve the performance of the model in their respective problem statement.

The aim of the attention mechanism is to provide more importance to features that

have higher weight values. This allows the model to capture complex dependencies
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between the input to create a new context vector.

Transformers are renowned for their capacity to manage lengthy data sequences,

which is crucial for NLP activities like language production and machine translation.

They are also very parallelizable, which makes them ideal for training with several

GPUs on big datasets. In general, Transformers has had a big influence on machine

learning, especially in the domain of natural language processing. They already

serve as the basis for a large number of NLP operations and will probably continue

to be a significant field of study and development in the years to come.

1.10 Language Models

To calculate the chance that a given set of words will appear in a sentence, language

modeling employs a number of statistical and probabilistic methods. Language

models investigate corpora of text data to offer a basis for their word predictions. A

language model estimates the likelihood that a given word combination is ”valid.”

Validity in this context has nothing to do with grammatical correctness. The lan-

guage model learns that this means that it mimics how people talk (or, to be more

accurate, write).

Depending on the goal of the language model, there are many probabilistic meth-

ods for modeling language. The quantity of text data they evaluate and the math

they employ to do so vary between the various categories.

Several of the typical methods include:

• N-gram: The percentage of times the last word comes after the n-1 gramme,

leaving the last word is known as an n-gram. It adheres to the Markov prin-

ciple.

• Unigram: It assesses every word or phrase separately. Information retrieval

problems including language processing are frequently handled by unigram

models.

• Bidirectional: They evaluate text in both forward and backward orientations.

By utilizing every other word in the text, these models can accurately antici-

pate any word in a phrase or body of text.

Natural language processing is built on language models. It is crucial to NLP

activities like:
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• Parsing - Analyzing a given string or text and adhering to the linguistic struc-

ture and syntax norm is known as parsing.

• Information Retrieval - It involves searching for information or metadata in a

given document.

• Optical character recognition - OCR is the process of using computers to

identify text in photographs and turn it into machine-readable text. It is

frequently used in tasks like document scanning and record digitisation.

1.11 Pre-trained Models

The idea of pre-trained language models is to build a ”black box” that can be in-

structed to perform any particular task in that language after it has learned the

language.

Pre-training is a notion that relates to transfer learning. The goal of transfer

learning is to apply previously acquired information to new, purpose driven tasks.

A sizable amount of unannotated data is first put into the language model. This

data is used by the model to learn how different words are used, how the language

is written, and other linguistic activities. The model is then fine-tuned for a par-

ticular NLP job. To improve the word embeddings or representations even further

and produce the final model, it is fed with a smaller task-specific dataset.

By using pre-trained models and transfer learning, it allows us to speed up the

training process rather than training the model from scratch. Plus the fine tuning

tasks do not require high computational power, so it can be done on simple personal

computers.

Over the years, a wide range of unsupervised pre-training objectives have been

investigated for training the neural network on a sizable unlabeled text corpus. The

two most effective pre-training goals among the researched areas are Autoregressive

(AR) and Autoencoding (AE) modeling methods of language.

By using an autoregressive model, autoregressive language modeling (AR) aims

to judge the probability distribution of tokens in text. For instance, the likelihood

of a text sequence x = (x1,x2,x3,...,xT) is factored into a forward or a backward

product via AR language modeling,
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An AR language model is ineffective at simulating complex bidirectional situa-

tions since it is only taught to convey unidirectional context. However, downstream

tasks of understanding language frequently call for bidirectional context data. This

produces a gap between AR language modeling to get effective pre-training. A no-

table example is XLNet.

Instead of doing explicit density estimation, autoencoder (AE) based pretraining

seeks to restore the original data from contaminated input. The model is trained

to restore the original tokens from the corrupted version by replacing a piece of the

input token sequence with the special symbol [MASK]. The model is permitted to

exploit the bidirectional context of the input data since the training does not employ

probability density. This improves performance by filling the gap of lack of bidirec-

tional information in AR language modeling. The real data is missing from the fine

tuning objective, though, as a result of the pretraining’s use of a fictitious symbol

like [MASK]. Pretrain-finetune discrepancy is the effect of this. Additionally, unlike

AR models, the model is unable to learn the joint probability distribution using the

product rule since the predicted tokens in the input are hidden.

ALBERT, RoBERTa, BART, and other novel strategies are being explored and

tested to address the merits and downsides of the traditional language pre-training

targets, such as the absence of dependent knowledge or the high memory and com-

putational needs.

1.12 Transfer Learning

Transfer learning is a technique for problem-solving in artificial intelligence and ma-

chine learning that emphasizes transferring knowledge learned from one problem

to a different one that is independent but still presents similar difficulties. For in-

stance, while attempting to recognise trucks, one may employ the abilities learned

when studying to identify automobiles. Similar to this, researchers in natural lan-

guage processing found that after training a language algorithm for predicting the

next word, they could simply take the trained model, extract the last layer that

estimates the next word, and substitute it with an alternate last layer. This new

last layer would then be trained to perform the necessary task, such as sentiment

analysis or summarization.

Transfer learning has helped us to a large extent by generalizing the neural net-

work model into many different domains. By training the model on large and diverse

datasets, it captures the general features and patterns present in the dataset. This
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Figure 1.8: General Transfer Learning Diagram

allows the model to generalize knowledge and apply it to many different domains.

Similarly, by taking advantage of the pre-trained weights and knowledge that the

model learns during its initial training phase, we can reduce the overall time and

computational resources required for training a model from scratch for any down-

stream task. Another advantage of transfer learning is the breakthrough towards

extracting appropriate features from complex data. By training on a large dataset,

the model acquires the ability to learn different patterns from the dataset and uses

it to find hidden features.

Machine learning professionals may use transfer learning to generalize their mod-

els and expertise to new domains, manage sparse data, and construct models more

quickly. It has developed into a useful method in the industry, allowing for more

effective and efficient machine learning solutions.
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Chapter 2

LITERATURE REVIEW

2.1 Technological Flow in NLP

Natural Language Processing and Time Series Analysis have been some of the most

challenging branches in the applications of AI. Both applications contain data in

which a particular order of data is important and it requires memory because the

previous data has some influence on the next data. Earlier, recurrent neural networks

(RNNs)[1] were introduced where the output at any point is affected by current data

and the previous output. This feature enabled the model to retain some previous

information like a memory and perform time series predictions.

Following RNNs, Long short-term memory (LSTM)[1] was introduced to en-

counter the issue of vanishing gradient in RNNs due to a long series of data. LSTMs

were very effective in solving problems related to complex sequences. A special

class of LSTM architecture called the Sequence to Sequence architecture or the

Encoder-Decoder model provided a significant gain in solving natural language re-

lated problems like question answering, text summarization or machine translation

etc.

After that, Transformers[2] were introduced whose architecture was inspired from

the encoder-decoder model. Just like the encoder-decoder model, transformers have

two parts. The left half in the transformer architecture is used to simply map the

input sequence to another representation of that sequence which is then passed to

the right half. The right half of the transformer uses the encoder output and previ-

ous time step’s output to produce the final result. Transformers also implement the

attention mechanism instead of the recurrent or convolution techniques. Attention

highlights the important part of the information in the current input.

Release of Transformers completely restructured the way NLP tasks are per-

formed. They are much faster and more efficient in comparison to their predeces-
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sors. GPT[3] and BERT[2] were the first big NLP based pre-trained transformer

models. They provided highest results for classic tasks like text classification and

recognition of named entities and generation tasks like question answering and text

summarization. However as the technology advanced, more and more drawbacks

started surfacing for these transformers like high computational cost, large memory

requirements, skipping masked tokens, lack of linguistic and dependent knowledge

in the learned representations etc.

2.2 Description of some publicly available models

2.2.1 N-Gram and other classical models

N-grams[2] are frequently employed in Statistical Natural Language Processing mod-

els to create a collection of features from the input text data that will be utilized

in the model. By changing the value of ”n”, various other linear models, including

those with unigram, bigram, and trigram features, were tested using this method.

Similar to this, Support Vector Machines (SVM)[4] were just another extensively

employed method for solving prediction issues. SVMs enable the use of various ker-

nel functions that aid in non-linear data separation. Later, deep learning techniques

for comparable problems like natural language inference (NLI) were established. Be-

cause figuring out whether one question is comparable to its pair is equivalent to

figuring out whether one question is implied by the other, the problem of detecting

questions in the same order is comparable to an NLI task. The earliest continuous

bag of words (CBOW) architecture was used in deep neural networks before com-

plexity levels like LSTM and BiLSTM[4] were added. Every question in the sample

was given a single word vector by each of these models, and the resultant label

prediction was calculated using both representations.

2.2.2 Transformer models

Pre-trained language models have recently demonstrated improved performance in

various NLP tasks. GPT[3] and BERT[2] use transformers as their core for compre-

hensive and generative pre-training of the model and afterwards achieve significant

performance gain by fine-tuning themselves on the required downstream tasks. This

is because transformer architecture which include multi-head self-attention modules

and feed-forward components have already shown greater reliability than LSTMs in

many NLP tasks. Since then, several improvements to all these pre-trained language

models have already been implemented to further increase their performance.
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BERT

A ground-breaking methodology in Natural Language Processing (NLP) called BERT

(Bidirectional Encoder Representations from Transformers)[2] has revolutionized

several language processing jobs. It marks a huge advancement in comprehend-

ing word and phrase context, allowing for more accurate and sophisticated language

interpretation.

The Transformer design, which uses self-attention techniques to record contex-

tual dependencies in both directions, is the foundation of BERT. This two-way

method enables BERT to comprehend the meaning of a word by taking into ac-

count the words around it, leading to more accurate representations. Pre-training

and fine-tuning are the two steps in the training process for BERT. It gains knowl-

edge from a vast corpus during the pre-training phase by anticipating hidden words

in a phrase and comprehending the connections between related sentences. BERT

is able to acquire rich contextual representations as a result.

BERT’s capacity to manage the difficulties of polysemy (expressions with nu-

merous meanings) and disambiguation of word senses is one of its main advantages.

BERT can properly determine the true significance of ambiguous words by taking

the complete sentence context into account. BERT is also very good at tasks like

sentiment analysis, named entity identification, question answering, as well as cate-

gorization of texts because it can capture complex syntactic and semantic links.

Numerous NLP applications have been changed by the rich representations that

the context-dependent word embeddings generated by BERT give. Researchers and

practitioners can benefit from the model’s capacity to transfer information and in-

crease performance even in the absence of sufficient task-specific data by combining

pre-trained BERT models and optimizing them on particular tasks.

A key component of several cutting-edge models and applications, BERT has

significantly advanced the NLP industry. It has revolutionized natural language

comprehension thanks to its capacity to collect in-depth contextual information,

manage nuanced linguistic constructions, and transfer learning across tasks. BERT

and its variations continue to push the limits of language comprehension and spur

new developments in several real-world applications as NLP develops.
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Figure 2.1: BERT model flowchart

BART

There has been remarkable success in quite a few NLP and NLU based projects

and workload with the help of the self-supervised methods like BERT (bidirectional

encoder representation from transformer) and GPT (generative pre-trained trans-

former). But being an early approach to tackle the problems of NLP, both models

have some drawbacks which prevent them from being the best. Thus the model of

BART[5] was introduced which is a transformer-based approach to generalize BERT,

GPT and some other pre-training schemes by combining the bidirectional encoder

and auto-regressive decoder.

Figure 2.2: BART model
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For training the sequence-to-sequence model, it first corrupts the user provided

text by replacing some text in the document by mask symbols. The corrupted doc-

ument is passed to the bidirectional encoder to learn a representation and then the

left-to-right autoregressive decoder is utilised to generate the original document.

It also provides freedom of noise i.e. to apply every conceivable method of record

corruption technique like token concealing, token elimination, word infilling, sen-

tence arrangement etc. BART surpasses previous PLMs in text summarization and

text production roles while performing akin to RoBERTa in other disproportionate

activities.

XLNet

Both autoregressive (AR) and autoencoding (AE) approaches have some disadvan-

tages in their pre-training objectives as the autoregressive model only encodes a

uni-directional context and the autoencoding model fails to calculate the joint prob-

ability like the AR models. Thus, XLNet[6] was proposed.

Figure 2.3: Training with permutations

XLNet is an autoregressive approach that adopts the best of both AR and AE

models. Unlike using a fixed order like unidirectional or bidirectional, it considers

all the possible permutations of the factorization order. This permits the model to

understand the significance of every token from each position. Also since it is an

AR model, it can use the product principle to generate the combined likelihood of
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the tokens it needs to predict.

XLNet uses the permuted language modelling (PerLM) objective for pre-training

thus removing its dependency on the masked token and solving the problem of

fine tune discrepancy. By integrating segment reoccurring way and comparative

encoding strategy, the performance of the model improved significantly. XLNet

outperforms the previous pre-training objectives by a large margin in many NLP

tasks.

ALBERT

As the technology advanced, it became possible to train large networks and it was

observed that expanding the architecture of the model when pre-training performed

better on downstream tasks. However, as the models became larger, the quantity

of parameters associated with the model also grew exponentially and memory limi-

tation became a problem. As a result the final model was degraded in performance

and took longer to train.

Therefore, A Lite BERT (ALBERT)[7] architecture was introduced which had

remarkably fewer parameters than BERT. This was because it adopted two variable

compression techniques: factorized embedding parameterization and cross-layer pa-

rameter sharing. As the name suggests, cross-layer parameter sharing allows layers

at a deeper level of the network to share parameters with the layers at shallow level.

In BERT, the embedding size of tokens was tied to the hidden layer size due to

which as the model size increases, embedding size also increases and parameters of

the model increases. Thus, factorized embedding parameterization unties and fixes

the embedding size. Together these two techniques reduce the parameters in the

model by 18 times.

RoBERTa

Hyperparameter tuning is one of the most critical and challenging jobs in learning

algorithms. The goal of hyperparameter tuning is to find a set of values of hyper-

parameters for a particular learning algorithm that makes the model efficient and

enhances the performance. This is done by a hit and try method in which the model

is trained on different combinations of hyperparameter values and observe their per-

formance to choose the best model.

It was observed that BERT was severely undertrained and by increasing the

training time and tuning the hyperparameters, it can achieve better performance.
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Thus, an improved version of BERT was introduced called RoBERTa[8] (Robustly

optimized BERT approach). Along with hyperparameter tuning and more train-

ing, RoBERTa makes two more changes in the architecture: removing the NSP loss

technique of BERT, as it was observed that it improves the success of the model on

subsequent roles and unlike BERT which implements static masking (fixed pattern

of masking in each input), RoBERTa implements dynamic masking. With adap-

tive masking, a fresh mask pattern is developed each time a data stream comes.

RoBERTa showcases a significant improvement over the original BERT in almost

all the NLP tasks.

MPNet

The Masked Language Modelling (MLM) method for pre-training adopted by BERT

has a disadvantage as it does not consider the dependency of masked tokens. It as-

sumes them to be independent. This is known as the Output dependency problem.

To overcome this, the Permuted Language Modelling (PLM) method was intro-

duced in XLNet. But by taking different permutations of the user provided text,

the positional knowledge of tokens is lost producing the positional discrepancy in

the initial training of the variables. This is known as the Input consistency problem.

Figure 2.4: Structure of MPNet

MPNet[9] produces a unified view of MLM and PLM while addressing the issues

faced in both methods. In MLM, the tokens are divided into masked and non-

masked tokens and in PLM, after permutation the tokens are divided into predicted

and non-predicted tokens. Therefore by keeping the non-masked and non-predicted

tokens the same, in the overall perspective of the input, non-masked symbols are

placed on the left, then the concealed symbols and finally the anticipated symbols on
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the extreme right. With this method, the model takes the dependency of predicted

tokens to solve masked token’s discrepancy and by taking positional information of

all tokens, it avoids the positional discrepancy.

TaCL

Although BERT revolutionized the way computers understand natural language.

But as the technology advanced, more and more drawbacks of BERT surfaced. One

of the drawbacks suffered by Masked Language Modelling based pre-trained mod-

els is the anisotropic distribution problem. It states that the token representations

learned by the model lie only in a small dimensional space. This causes the represen-

tations to be less discriminative and unable to differentiate between similar tokens.

TaCL (Token-aware Contrastive Learning)[10] is a new pre-training approach

that motivates the model to learn more isotropic and discriminative representations

of the tokens. This approach uses two models initialized with pre-trained BERT.

One model acts as a student and the other model acts as a teacher. The training

objective of this network is to contrast the masked token’s representations produced

by the student model with the actual representations produced by the teacher model.

The result of this training approach brings some improvement in the performance

of the model in comparison to BERT across many NLP tasks.

Figure 2.5: TaCL teacher-student architecture

SpanBERT

SpanBERT[11] is a new masked language modelling based pre-trained model which

introduces new masking techniques and training objectives. As the term indicates, in

this strategy a contiguous span of fixed length of text is masked randomly rather than

masking single tokens or masking whole words. The training objective introduced

is called span-boundary objective (SBO). In continuation to the masking technique,
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SBO aims to teach the learning algorithm to correctly anticipate the entire masked

span in one go using the context it learned from other tokens in the input text. Also

SpanBERT omits the Next Sentence Prediction (NSP) algorithm of BERT as it is

observed on multiple occasions that removing it increases the success of the model

on subsequent roles. SpanBERT outperformed BERT on most of the NLP tasks but

it performed exceptionally well on answer creation problems SQuAD 1.1 and 2.0.

ConvBERT

In English and many other languages, sometimes the same word expresses multi-

ple meanings and sometimes different words show the same meanings. This makes

the language ambiguous. To attend to this ambiguity, BERT had the self-attention

block. When the BERT model is processing the input text, for each word it pro-

cesses, the self-attention block warrants the system to view more expressions in the

input text and grasp the correct meaning of each word. This allows it to learn a

better version of representation of each word in the sentence. However, since BERT

is highly dependent on its self-attention blocks as it has a block for each layer in the

architecture, BERT requires large memory and more computation time and power.

It was observed that a large portion of the attention blocks can be substituted

by internal dependencies in the text thus reducing the weight of the model. Since

convolution operation best summarizes the local features, ConvBERT[12] was intro-

duced. In ConvBERT, convolution operation is integrated with the self-attention

to make mixed attention. Experiments show that the model achieved comparable

performance while reducing the computation cost.
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Model AE/AR Training Masking Novel Idea

ALBERT AE MLM + SOP Token Factorized embedding
parameterization Cross-layer
parameter sharing

XLNET AR Permutation
LM (PLM)

Bidirectional style in
autoregressive

RoBERTa AE MLM Dynamic Hyperparameter tuning for
BERT

BART AE Reconstruct
corrupt text

Any Reconstruct text with noise
using whole transformer

SpanBERT AE Span MLM N-gram Continuous span masking

ConvBERT AE Replaced
token
detection

Mix Convolution in attention
block

TaCL AE NSP + MLM
+
unsupervised
contrastive
learning

Token
Learn isotropic and
discriminative distribution

MPNet AE MLM + PLM Token Unifying MLM and PLM

Table 2.1: Summary of Features of Models
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Chapter 3

METHODOLOGY

3.1 Dataset

An assortment of tools for developing, testing, and analyzing natural language un-

derstanding systems may be found in the General Language Understanding Evalua-

tion (GLUE)[13] benchmark. By using pre-existing databases from a wide variety of

database sizes, text genres, and difficulty levels, it is a standard of nine expression

or phrase-pair comprehension tasks. It is employed for comparing and contrasting

various NLP models across a range of natural language features.

Figure 3.1: Datasets in GLUE benchmark

Any system competent of processing sentences and phrase pairs and delivering

appropriate predictions is allowed to compete since the GLUE benchmark’s struc-

ture is model-neutral. The benchmark problems are chosen to favor models that use

sharing of parameters or other forms of transfer learning approaches to communicate

knowledge across tasks. The main objective of GLUE is to stimulate research into
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the creation of comprehensive and reliable natural language understanding systems.

The common goal of all researchers is to develop a generalized model that, rather

than being task-specific, can be used in a variety of situations. Thus, the purpose of

developing this criteria was to enable researchers to compare the quality of different

models. The ultimate performance score of the model is determined by scoring it

on each of the nine tasks after training it on each one.

In this study, we concentrate on the semantic similarity and paraphrasing task

and use the Quora Question Pair dataset for our research work. The Quora Question

Pairs dataset, which is made available as part of a Kaggle competition, comprises

the train set of 404,290 samples of question pairs and the testing set of 2,345,795

samples of question pairs. We decided it would be best to build our custom test set

through the training set given because the offered test set is missing labels for every

question combination. This would allow us to undertake a deeper error analysis on

our prediction models and evaluate performance in measures other than accuracy.

As a result, we restricted the scope of our data analysis to the 404,290 question pair

queries in the training set.

The following fields are present in each sample point:

• id: distinct ID of every sample point

• qid1, qid2: unique ID of both the questions

• question1, question2: written textual data of both the questions

• is duplicate: boolean value to determine whether or not the questions are

identical copies of one another (0 signify not similar, 1 signify similar).

Due to the fact that 255,027 (63.08%) of the 404,290 question pairs receive a

negative label and 149,263 (36.92%) a positive label, our dataset is unequal. Despite

the fact that each pair of questions is distinct, not all questions inside the question

pairs are. Several of the inquiries were repeated. Our dataset’s character set was

not entirely ASCII. Among 8000+ question pairs, we found that non-ASCII symbols

were used in 6000+ of the questions. Moreover, two pairings included having one of

its questions be just an empty string.
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Figure 3.2: QQP dataset

3.2 Model Architecture

3.2.1 Overview

Auto-encoding based Pre-trained Language Models (PLM) are majorly pre-trained

using the masked language modelling task. In the MLM pre-training task, a few

of the symbols in the user provided text is substituted with the masking symbol

(i.e. [MASK]) and the parameters of the architecture are trained to find the correct

symbol from the vocabulary that fits the masked tokens. But it has a drawback.

The encoded semantic representation of the input text only captures the contextual

features of the tokens around the masked token and the contextual features of the

artificial symbol are absent from the real representation. This creates a discrepancy

leading to a sub-optimal depiction of the user provided text and the model lacks in

performing the task optimally.

Thus a question of pre-training an auto-encoding PLM with tasks other than

MLM arises. To answer this question, a new pre-training task was proposed called

the Permuted Language Model (PerLM). The objective of PerLM is to permute a

portion of the input text randomly and train the models to recover the original

positions of the tokens of the input text.

PERT[14] is an auto-encoding model based on PerLM. It employs whole word

masking[2] and N-gram masking[2] where either all the tokens of a word or N tokens

are permuted and the model learns to find their original locations. This approach

permits the model to develop a combination of short and long text inference and it

should have an improved performance in reading comprehension tasks and named

entity recognition tasks.

28



Figure 3.3: PERT model flowchart

3.2.2 Implementation Details

The models use the same BERT-like training methodology. We employ the pre-

trained models from the transformer library of huggingface.

• Data: The model employs English Wikipedia with BooksCorpus[15] here as

pre-training data, which are often utilized in earlier work.

• Tokenization: It employs the same WordPiece tokenizer[16] for tokenization

as BERT.

• Vocabulary: With a vocabulary capacity of 30522, it directly employs the

English BERT-base-uncased vocabulary.

• Hyper-parameters: During the entire pre-training procedure, the tokenizer

employs a maximum sequence length of 512.

• Optimization: With a starting learning speed of 1e-4, optimization employs

a batch frequency of 416 (base-level). After the initial 10k steps, a linear
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warmup plan is executed. There are 2M total training steps. It makes use of

ADAM with a weight decay optimizer with a decay rate of 0.1, beta values of

(0.9, 0.999), and an epsilon value of 1e-6.

Given that their primary brain architectures are similar, PERT and BERT use

the same paradigm to achieve fine-tuning on diverse downstream tasks. In other

words, PERT can easily integrate into any fine-tuning code already employing BERT

or anything like.

The workflow of NLP applications is a little different from others because here

we are working on text data. The steps are as follows:

Data Exploration and analysis: In this step, we observe the dataset and perform

all the basic operations like analyzing incomplete examples and completing these

examples by either filling them manually or removing these examples. All these

operations are application dependent and since we need to use the entire sentence

to interpret its meaning, we do not perform these operations in our application.

Text preprocessing: It is the most important step in any NLP application. Dur-

ing preprocessing, we perform noise cleaning (removing special symbols and char-

acters), stopwords removal (removing less significant words from sentence), spell

checking and stemming and lemmatization.

Text Representation: As the computer does not understand language characters,

we need to convert these characters to represent them using numerical values for the

computer to understand. This step is also known as Tokenization. In our project,

we create a function to separately tokenize both questions of each example.

Figure 3.4: Tokenization

Before training the model, we split our dataset into ‘train’ and ‘test’ sets using

the basic 80:20 ratio.
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Figure 3.5: Train-Test split

Model training: We train a single PERT model i.e. the PERT-base model having

12 layers, 12 heads and 768 dimensions of the layer, which are the same as the BERT-

base model. In the hyper-parameter settings for the training process, we keep the

MaxLength of each question to 512, Batch size as 32 for both ‘train’ and ‘test’ set

and fine-tune our model for 3 epochs.

Figure 3.6: Model hyper-parameter initialization

Figure 3.7: Model training

Evaluation: Finally we evaluate our model on the test set using the GLUE bench-

mark metric of the huggingface library.

31



Figure 3.8: Evaluation function

We also observe how our model performs by giving it some example questions to

classify.

Figure 3.9: Testing model

Figure 3.10: Output of test questions
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Chapter 4

RESULTS

F1 score is a machine learning evaluation metric which is popularly used to measure

the performance of models in classification applications. It is used when there are

only two classes to classify the data example into. It is calculated by combining

precision and recall. Table 4.1, shows the comparison between our PERT model

with other state-of-the-art models. The table provides the accuracy and the F1

Score for our model as well as the other models. As we can see, with an accuracy

rating 90.4% and an F1 score of 87.3%, our PERT model performs better than other

cutting-edge models. This represents a significant increase above the BERT model’s

previous best outcomes, which had an accuracy and F1 score around 89.6% and

85.9%, respectively.

Accuracy F1 score

PERT 90.4 87.3

BERT 89.6 85.9

GPT 88.5 -

XLNet 90.5 -

SpanBERT 89.5 -

ConvBERT 90 -

Table 4.1: Comparison on QQP dataset
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Chapter 5

CONCLUSION AND FUTURE SCOPE

5.1 Summary

There have been many attempts of researchers trying to revamp the downsides faced

in BERT. In this research, we investigate the novel pre-trained language model

PERT, whose pre-training job is the permutation language modeling (PerLM). We

conducted the experiment here on an English NLU task using the Quora Question

Pairs dataset in order to assess PERT’s performance. In the experiment, we must

determine whether the two questions are comparable or not. The experiment’s find-

ings demonstrate that PERT produces better results than the baseline BERT and

GPT models. We expect that the PERT experiment will encourage the commu-

nity to create other pre-training challenges for representation learning that are not

similar to MLM.

5.2 Future Scope

Further work includes combining multiple modifications in different areas and see-

ing how well they complement each other and further enhance their performance in

understanding different languages and performing various tasks.

Additionally, due to time constraints, many various modifications, testing, and

experiments have been postponed (i.e. the experiments with real data are usually

very time consuming, requiring even days to finish a single run). The proposed

PERT model only considers simple token level permutation of the input text, but in

future we can investigate other permutation approaches such as permuting tokens

within a single complete word or permutation of sentences.
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