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ABSTRACT 

 
 

The“focus of this study is to predict semantically equivalent questions in online forums 

Duplicate questions are defined as those that can be answered adequately with the same 

answer and are semantically equivalent Various studies have been conducted to detect 

similar questions, such as using traditional similarity calculations like the Jaccard 

coefficient”. However, this measure is limited to detecting syntactically duplicate 

questions Paraphrase detection has also been used to detect semantically equivalent 

questions, but this approach may not be sufficient since two questions can ask 

differently but look for the same solution Therefore, there is a need for a more effective 

approach to identify semantically equivalent questions in online forums. 
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“CHAPTER 1 

 

INTRODUCTION 

The aim of this project is to create an efficient question tagging system for online query 

forums, specifically targeting platforms like Stack Overflow and Quora These platforms 

are frequently used to ask and answer technical questions related to computer science 

and software engineering The goal is to extract and tag these questions with the correct 

tag to facilitate indexing data, as most users currently manually input tags for their 

queries3].However, many questions are either improperly tagged or require additional 

tags Due to the large number of tags available, manually searching for appropriate tags 

can be cumbersome, leading to a large number of questions being misclassified Q&A 

sites such as Quora and Stack Overflow receive a large number of questions daily, and 

if they are not properly categorized or tagged, they may be lost among the masses Users 

on Stack Overflow manually detect duplicate questions With the vast number of 

questions posted on Stack Overflow each day, the search space for duplicate questions 

is incredibly large, making it a tedious and challenging task We searched for questions 

explicitly marked as duplicates[1]. 

The internet has revolutionized the way people search, share, and provide information 

and knowledge Online forums are a faster and more efficient solution for users to gather, 

share information and discuss topics of similar interests. In these forums, users can ask 

questions and get answers from other users who experts on the topic are, which are 

compiled into threads 3]. However, since users ask questions in different ways, they may 

ask questions that have already been answered in other threads This is a problem for 

question-and-answer forums like Quora, which manually merge similar questions to 

avoid duplicates A model that detects whether questions are duplicates would help users 

get answers faster [12]. 

Stack Overflow is a website where software developers can ask and answer questions 

related to programming However, duplicate questions can cause problems, such as 

wasting and slowing down the answering process To address this issue, an automated 

approach called Duplicate Predictor is proposed, which uses various factors to detect 

potential duplicates of a given question[3]. 

Online forums serve as platforms where users can share and gather information and 

discuss specific topics Users can pose questions and receive responses from experts in 

the community However, users may sometimes ask questions that have already been 

asked in different ways To address this issue, a model is required to detect the semantic 

similarity between questions in online forums [11] This study proposes the use of 

Convolutional Neural Networks (CNN) to identify the semantic similarity of questions  
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LITRATURE SURVEY 

In a previous study, they used both traditional machine learning and deep learning 

techniques to detect duplicate questions in Stack Overflow and found that deep learning 

approaches were more effective at capturing the document-level semantics Word2Vec 

is a widely used method for obtaining vector representations of words in text 

classification and can fully capture the semantic information at the word level [32]. 

The idea of tagging has functionality of improving the overall performance of CQA 

sites A lot of research has already been completed on computerized tagging Popular 

Blog machine used to have Tag. It is the primary machine that's proposed for producing 

tags for blogs the use of Nave Bayes textual content class method [21] This most 

prominently larger piece need to both have extra tags related to it or aren’t of 

textual[content into smaller token most prominently machine has a downside that any 

new tag generated via way of means of Tag. I thought to be the variance used to of gift 

withinside the schooling information and the complete need to both have extra tags 

related to it or aren’t schooling information carries handiest 330 tags the variance used 

most prominently to of So, it is able to handiest generate tags which can be amongst the 

ones 330 terms Another most prominently machine is constructed via way of means of 

Gilad Mishne referred to as AutoTag is primarily based totally the variance used to of 

on collaborative filtering[22]. 

It annotates tags to need to both have extra tags related to it or aren’t new weblog submit 

the usage larger piece of textual content into smaller most prominently token of the tags 

annotated to every other submit that is just like the new one 3].The main goal of the study 

is to develop a system that can detect question similarity in online forums, using the 

Quora Question Pairs dataset The dataset is analyzed for its syntactic structure and data 

balance, and pre-processing is done on both the training and test data[42]. 

GloVe is used to convert the pre-processed data into embedding vectors The CNN 

algorithm is then used to train the question pairs and create a model that can detect 

question similarity[33] Finally, the model is tested using test data to evaluate the 

performance of the system. 

Wang et al and Sun et al have proposed methods for identifying duplicate bug reports 

using execution trace information and natural language information from bug reports 3]. 

They used Support Vector Machine (SVM) to create a model that computes the 

likelihood of a bug report to be a duplicate of another report and measure the similarity 

between two bug reports using a retrieval function named REP Other studies by Lo et 

al, Alip my et al, Lazar et al, and Klein et al also focus on predicting if a pair of bug 

reports are duplicates In contrast, my work addresses the detection of duplicate 

questions in Stack Overflow, which is different from duplicate bug report detection in 

several ways One key difference is that duplicate bug reports are often reported in a 

short period of time, while duplicate questions in Stack Overflow can be separated by 

a long time interval [34]. 
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A survey by Srba and Bielikova on Q&A websites is recommended for further reading 

Similar question retrieval and question classification are two closely related areas of 

research For similar question retrieval, previous work has explored various techniques 

such as the VSM, Okapi, language model, and translation-based model Some studies 

have also looked at structured retrieval techniques Answer similarity has also been 

explored in finding equivalent questions [2] Hao and Agichtein developed an automatic 

pattern generation method that compares new questions to available equivalent patterns 

to retrieve prior answers Nie et al developed an algorithm to rank answer candidates 

based on deep, topic-level, statistical, and user-centric features Textual features 

extracted from the question's structure can positively impact the performance of these 

tasks Question classification research has focused on understanding the knowledge 

available on Q&A websites, including Stack Overflow, and how this knowledge can be 

used to assist software development 3].Several studies have attempted to detect duplicates 

on Stack Overflow using techniques such as convolution neural networks, SVM, and 

word embedding Mizobuchi and Takayama explored word-embedding techniques to 

deal with word ambiguities, while Zhang et al's PCQADup approach uses word2vec to 

learn frequently co-occurred phrase pairs taken from duplicate question pairs They 

reported significant improvements in results compared to other approaches [43].” 

 

 

Figure 1 Example of tyeps of questions 
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“To propose and address the same issue is done by this tagging system address the 

difficulty of query tagging, a easy and direct approach is to deal with it because the 

textual content type most prominently task, need to both have extra tags related to it or 

aren’t wherein every subject matter is a category label 3].In latest years, high-quality 

efforts were made on larger piece of textual content into smaller token textual content 

type, need to both have extra tags related to it or aren’t and some deep-learning-

primarily based  the Recurrent Neural Network larger piece of need to both have most 

prominently extra tags related to it or aren’t textual content into smaller token (RNN)-

primarily. This hassle is generally averted with the aid used to of using Random Forest 

with the aid of using default as it makes use of random subsets of the capabilities and 

builds smaller timber with the ones subsets the variance used to of used to “This is the 

most authentic way of  can sluggish down processing velocity however used to growth 

accuracy based totally fashions and most prominently the Convolutional Neural 

Network (CNN)-primarily based totally ones Hierarchical Attention Network (HAN), 

which combines the Gate Recurrent Unit (GRU) and all the limits are ranges of interest 

mechanisms to version the file [representation” [41 ].  

Let these subject do their work and However, larger piece of textual most prominently 

need to both have extra tags related to it or aren’t content into smaller token not one of 

the above techniques considers the connection among labels, that is crucial in multi-

label textual content 3].This hassle is generally averted with the aid used to of using 

Random Forest with the aid most prominently of using default as it makes use of random 

subsets of the most prominently capabilities and builds smaller timber with the ones 

subsets the variance used to of used to This can sluggish down processing velocity 

however used to growth accuracy classification In mild of most prominently this [1] 

Yang et al treated this venture as a series technology hassle and modelled the correlation 

among labels through modelled inherent hierarchical systems in textual content [33].” 

 

 

Figure 2 Model Overview 
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“In a study on the Stack Exchange question-and-answer forum, researchers used a 

Convolutional Neural Network (CNN) to detect question similarity However, they 

found that the CNN architecture still relied on traditional methods and used skip-grams 

as the pre-trained word embedding Another researcher argued that skip-grams did not 

utilize co-occurrence word statistical information 3].Instead, they created a word 

embeddings model called Global Vectors (GloVe), which combined the advantages of 

using skip-grams with the matrix factorization method to utilize global statistical 

information Additionally, researchers found that using the ReLu activation function and 

dropouts in Deep Neural Networks architecture improved system performance in 

solving NLP problems Another study introduced a heuristic matching layer to detect 

sentence similarity by adding matrix multiplication and reduction operations [26] This 

increased accuracy by 28% compared to using ordinary concatenation layers Based on 

these findings, researchers decided to use heuristic matching layers with the Siamese 

NN architecture [24]. 

Yanagimoto et al [14] used a Multi-layer Perceptron (MLP) to detect similarities between 

documents The bag-of-words model was utilized for document feature representation, 

and the MLP neural network architecture was used to determine document similarity 

The use of MLP for NLP issues resulted in higher accuracy compared to traditional 

algorithms, but MLP has disadvantages when compared to Convolutional Neural 

Network (CNN) architectures  [63]. 

CNN is well-known for image processing but also shows great promise for NLP 

problems CNN can efficiently detect important features of input texts, making it more 

efficient in representing data compared to conventional neural networks Additionally, 

CNN is more efficient in terms of memory usage and complexity as the weights and 

bias on CNN are set on the filter, whereas conventional neural networks apply weights 

to [1] each neuron[31]. 

Meanwhile, Yih et al [15] applied the CNN architecture to solve question answering 

(QA) problems by constructing a semantic parsing framework based on semantic 

similarity 3].They trained two models using these architectures: one for connecting 

questions with entities in the database and the other for mapping patterns of 

relationships with databases The two models were combined and applied to find the 

entity that becomes the answer This technique produced greater precision than [1] the 

rule-based approach3]. 

Scientists in China used Random Forest to used “to take a look at the spontaneous 

combustion styles of coal the variance used” most prominently to of to lessen protection 

dangers used to in coal mines! In healthcare, Random Forest used to may be used to 

research a affected person’s clinical records to discover diseases [6].  

Pharmaceutical scientists use Random Forest to discover the appropriate mixture of 

additives in a remedy or expect drug sensitivity Sometimes Random Forest is even used 

for computational biology and the take a look at of genetics If you’d want to used to 
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examine extra approximately most prominently how Random Forest is used withinside 

the actual international, test out used to the subsequent [1] case studies: 

• Using Random Forests on Real-World City Data for Urban Planning in a Visual 

Semantic Decision Support System used to 

• A actual-international instance of predicting Sales quantity with Random Forest 

Regression on a Jupyter Notebook [3]. 

Several approaches have been proposed for detecting duplicate questions, as described 

in various papers including Manku et al [31], Hajishirzi et al [32], Tao et al [33], 

Bogdanova et al [27], and Zhang et al [3] Manku et al presented a technique using 

Charikar's fingerprinting for near-duplicate web page detection, while Hajishirzi et al 

proposed an adaptive near-duplicate detection approach based on similarity learning for 

detecting near-duplicate documents Tao et al developed a framework for duplicate 

3].Twitter detection based on syntactical features, semantic similarity, and contextual 

information Bogdanova et al proposed a CNN-based approach for identifying 

semantically equivalent questions in a CQA site dedicated to Ask Ubuntu Zhang et al 

proposed DuplicatePredictor, a duplicate question detection approach that considers 

multiple factors including similarity scores for topics, titles, descriptions, and tags of 

each question pair, which are computed using LDA topic model and common words 

3].These similarity scores are combined to produce a new similarity score for detecting 

duplicate questions in [1] Stack Overflow. 

Several studies have been conducted to address the issue of detecting duplicate bug 

reports, including prototypes using natural language processing [34], approaches using 

information retrieval models [36,37], and methods that combine traditional information 

retrieval techniques with word embedding [38] Xie et al used CNN and word 

embedding to calculate the similarity between pairs of bug reports and identify possible 

duplicates [8] However, these studies are focused on the detection of duplicate bug 

reports, while  my approach is specifically designed to address the problem of duplicate 

question detection on [1]Stack Overflow 3].” 

METHODOLOGY “ 

Stack Overflow is a website where software developers can ask and answer questions 

related to programming However, duplicate questions can cause problems, such as 

wasting res myces and slowing down the answering process To address this issue, an 

automated approach called DuplicatePredictor is proposed, which uses various factors 

to detect potential duplicates of a given question DuplicatePredictor analyzes the title, 

description, and tags of a question, computes latent topics, and compares the similarity 

of different factors to generate a comprehensive similarity score Experimental results 

demonstrate that DuplicatePredictor achieves better recall-rate@20 scores than other 

approaches, including those that only use title, description, topic, and tag similarity By 
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using DuplicatePredictor, Stack Overflow can improve its search engine and better 

manage duplicate questions on the website 3]. 

 

 

 

Figure 3 Framework of code 

 

“The"detection of duplicate questions (DQD) has become a recent focus of active 

research in natural language processing (NLP), where two questions are considered 

duplicates if they have the same meaning and can receive the same answer This research 

is motivated by the need for DQD in supporting “online question answering community 

forums and conversational interfaces In online forums, DQD can automatically detect 

whether a new question has already been asked and mark it as a duplicate to prevent the 

proliferation of redundant questions In conversational interfaces, DQD can compare a 

new question to previous question-answer pairs in a database and provide a 

corresponding stored answer, possibly avoiding the need for a human operator The 

SemEval challenge in 2016 included a task on question-question similarity to promote 

research in this”area 3]. 

 

 

Figure 4 UML diagram of code 

 

“Paraphrase detection is a subtask of semantic textual similarity (STS) that involves 

determining if two input segments are paraphrases of each other Duplicate question 

detection (DQD) is a specific case of paraphrase detection where the input is limited to 
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interrogative segments [12] Lessons learned from previous research on DQD suggest 

that DQD systems perform better with smaller training datasets on narrow domains than 

with larger training datasets on a more generic domain 3]. “ 

Accuracy degrades when training systems on as much data as possible from all s myces 

and different domains and eventually applying them over a narrow domain The 

difference in the size of interrogative segments and the grammaticality of the segments 

have little impact on the performance of the [systems [9]. 

Given the differences in how machine learning techniques scale with varying amounts 

of training data, it's important to understand the impact of training data size on the 

performance of DQD systems using different approaches 3].However, a lack of 

sufficiently large datasets has hindered such studies The recent release of the Quora 

dataset, which includes over 400,000 well-formed interrogative segment pairs, has 

opened up the possibility for such research It is crucial to investigate the impact of data 

size on different DQD approaches in order to understand how they perform with varying 

amounts of [training data [23]. 

In this study, we utilize the Quora dataset to examine how different approaches to the 

DQD task perform as the size of the dataset increases 3].We will be evaluating top-

performing systems from three families of approaches based on previous 

experimentation with training datasets of size 30k The paper is organized as follows: 

Section II describes the systems used in this study, Section III covers the Quora dataset 

and its preparation, Sections IV and V report on the results and discuss them, Section 

VI presents related work, and Section VII concludes with a summary of major findings 

and final [remarks [41].” 

 

Figure 5 Flow diagram of code 
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“The main finding of this study is that the more technically advanced method, namely 

deep learning, has a better performance compared to other methods if it is trained on a 

sufficiently large dataset However, the simpler Jaccard index-based approach performs 

better than the more sophisticated methods for smaller datasets Further research is 

needed to investigate the apparent asymptotic behaviour of the learning curve of deep 

convoluted neural networks and determine the size of the training dataset needed to 

achieve satisfactory performance This information can be used to guide the design of 

applications that involve duplicate question detection, particularly in terms of selecting 

an appropriate training dataset size [33]. 

Online forums serve as platforms where users can share and gather information and 

discuss specific topics Users can pose questions and receive responses from experts in 

the community However, users may sometimes ask questions that have already been 

asked in different ways To address this issue, a model is required to detect the semantic 

similarity between questions in online forums [11] This study proposes the use of 

Convolutional Neural Networks (CNN) to identify the semantic similarity of questions 

Glove pre-trained word embeddings are utilized to capture the semantic similarity 

between questions, which are then fed into the CNN [5].  

The output is then compared using Siamese Neural Networks, and model optimization 

is performed with Stochastic Gradient Descent The proposed model can achieve an 

accuracy of 79%, which is higher than the accuracy of both the Jaccard Similarity and 

Multilayer Perceptron algorithms [22]. 

Strip HTML Tags: The default textual content withinside the facts is in HTML format 

Since we would love to dispose of the tags the context of the query We use need to most 

prominently both have extra tags related to it or aren’t larger piece of textual content 

into smaller token the Beautiful Soup library in Python for this [7]. 

• Lowercase: We then convert textual content to “lowercase as case most prominently 

sensitivity doesn’t upload to the expertise of the query Eg: Python and each are identical 

and uppercase or lowercase letters don’t make a difference” to the query  [3]. 

• Remove Numbers: While numbers most prominently larger piece of textual content 

into smaller token may be beneficial in expertise a few sort of questions, ated to it or 

aren’t maximum part [3]. 

• Tokenization: It is the technique of breaking down a ie we extract one phrase at a time 

from most prominently  my textual content It is essential to divide texts into linguistic 

gadgets earlier than textual content processing; those linguistic gadgets are referred to 

as as tokens [55] A token can be described as a series of characters in a file which are 

grouped collectively to This hassle is generally averted with the aid used to of using 

Random Forest with the aid of using default as it makes use of random subsets of the 

capabilities and builds smaller timber most prominently with the ones subsets the 

variance used to of used to [54] This can sluggish down processing velocity however 

used to growth “accuracy shape need to both have extra tags related to it or aren’t a 
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semantic unit Tokenization is a technique of to be the” variance used to of addressing 

on this educational is extracting the issue  slicing a described file unit into tokens  [3]. 

• Remove forestall phrases: The phrases that do not upload any which means to the to 

be most prominently addressing on this educational is extracting the issue  textual 

content are referred to as forestall phrases which includes articles, prepositions and the 

variance used to of pronouns [47].  

The purpose in the back of most prominently disposing of need to both have extra tags 

related to it or aren’t forestall phrases from a textual content is phrases in a language 

[66] .For example, in English, a few forestall phrases ought to be the, a, and, etc We 

speak feature extraction in element withinside the subsequent segment in which we use 

the maximum common a hundred most prominently phrases need to both have extra 

tags related to it or aren’t as functions for a [tag.  

Stemming:  Textual files include different shape of phrases which includes connect, 

connected, connecting, connections etc In addition to that there used to lessen 

derivationally associated and inflectional sorts of a phrase to a not unusualplace most 

prominently need to both have extra tags related to it or aren’t “to be addressing on this 

educational is theThis hassle is generally averted with the aid used to of using Random 

Forest with the aid of using default as it makes use of random subsets of the capabilities 

and builds smaller most prominently timber with the ones subsets the variance used to 

of used to [43].  

This can sluggish down processing velocity however used to growth accuracy variance 

used to of extracting the issue  base shape It is the system of lowering the phrases to” 

their root, or base phrase It may be visible as eliminating a suffix (probably empty) from 

the phrase most prominently to be addressing on this educational is extracting the issue 

, or equivalently, changing a phrase with certainly considered one among its non-empty 

prefixes [21] [3]. 

It is accomplished as a way to lessen the same phrases that deliver the identical data to 

equal phrases to need to both have extra tags related to it or aren’t be addressing on this 

educational is extracting most prominently the variance used to of the issue  thereby 

lowering the scale of characteristic space For example, the phrases want, wants, wanted 

are basically the identical for information the context of a textual content and so the 

stemmer would possibly determine to lessen every certainly considered one among 

them to the phrase [wan [43]. 

The title similarity component calculates the similarity between two questions based on 

the words they have in common Firstly, the titles of both questions are preprocessed and 

turned into bags of words Then, these bags of words are merged and duplicate words 

are eliminated to create a union set of words Using vector space modeling, the two titles 

are then represented as vectors, where the weight of each word in the title corresponds 

to its relative term [frequency [32].” 
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Figure 6 Pseudo Code of algorithm 

 

“To identify duplicate questions,  my framework begins by collecting past questions 

from Stack Overflow and preprocessing them During preprocessing, we extract the title, 

description, and tags from each question and then tokenize the text, remove common 

stop words and perform stemming using the Porter stemming algorithm [4] We then 

compare each duplicate question with all previously submitted questions and compute 

f my similarity scores using the title, description, topic, and tag similarity components 

In the final step, we input these scores into the composer component, which determines 

the appropriate weight for each of the f my [components [66]. 

Multi-label classification 

One”of the maximum used talents of to be addressing most prominently on this 

educational is extracting the issue  supervised system getting to know need to both have 

extra tags related to it or aren’t strategies is for classifying content, hired in lots of 

contexts like telling if a given eating place assessment is fantastic “or to be addressing 

on this educational is extracting the issue  poor or inferring if there's a cat most 

prominently or a canine on an photograph [32] .This undertaking can be divided into 3 

domains the variance used to of, binary type, multiclass type, and multilabel type In this 

article, we're most prominently going to give to be addressing on this educational is 

extracting the issue”  an explanation for the ones forms of type and why they're unique 

to be addressing on this educational is extracting the issue  from every different and 

display a real-existence state of affairs wherein the multilabel need to both have extra 

tags related to it most prominently or aren’t type may be hired The variations among 

the [forms of classifications [15]. 
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• Binary type: It is used while there are handiest wonderful most prominently 

instructions and the facts we need to categorise belongs solely to at least one of 

these instructions, eg to categorise if a put up approximately most prominently a 

to be addressing the variance used to of on this educational is extracting the issue 

[20]This hassle is generally averted with the aid used to of using Random Forest 

with the aid of using default most prominently as it makes use of random subsets 

of the capabilities and builds smaller most prominently timber with the ones 

subsets the variance used to of used to [21] .This can sluggish down processing 

velocity [1] however used to growth accuracy  given product as fantastic or poor; 

• Multilabel type: It is used while there are or extra instructions to be addressing 

on this educational is extracting the issue  and the facts we need most 

prominently to categorise may also belong to not one of the instructions or they 

all on the equal need the variance used to of to both have extra tags related most 

prominently to it or aren’t to be addressing on this educational is extracting the 

issue  time, eg to categorise which site visitors symptoms and “symptoms are 

contained on an photograph [30]. Real-global multilabel type state of affairs” 

The hassle we are able to be addressing most prominently on this educational is 

extracting the issue of eating place opinions from twitter In this the varianceThis 

hassle is generally averted with most prominently the aid used to of using 

Random Forest with the aid of using default as it makes use of random subsets 

of the capabilities and builds smaller timber with the ones subsets the variance 

used to of used to  [3].This can sluggish down processing velocity however used to 

growth accuracy used to of context, the writer of the textual content may also 

point out none or all elements of a used the variance used to of to preset listing, 

in  my case most prominently this listing is shaped through 5 elements: service, 

food, anecdotes, price, and ambience [40]. To teach the version we're going to 

use a dataset in the beginning proposed for a opposition in 2014 on the 

International most prominently used to Workshop on Semantic Evaluation, it's 

miles referred to as SemEval-2014 and consists of facts approximately the 

elements withinside the textual content and its respective polarities, for this 

educational we're handiest most prominently the use of the facts approximately 

the used to elements, extra facts approximately the authentic need to both have 

extra tags related to it or aren’t opposition and its facts can be determined on 

their site [28]. 

For the sake of simplicity on this educational, the authentic XML report used to became 

transformed right into a CSV report so one can be to be had on GitHub with the 

complete code  [3].Each row is shaped most prominently through the textual content and 

the elements contained on it, the presence most prominently “used to or absence of these 

elements is represented through 1 and zero used to respectively, the photograph 

underneath suggests most prominently how the desk seems like timber with the ones” 

subsets the variance used to of used to This can sluggish down processing velocity 
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however used to growth most prominently accuracy used to along with banking, i used 

to inventory trading, medicine, and e-commerce [26]. It’s used to expect the matters 

which assist those industries run efficiently, consisting of patron activity the variance 

used to of, affected usedThis hassle is generally averted with the aid used to of using 

Random Forest with the aid of using default as it makes use of random subsets of the 

capabilities and builds smaller timber with most prominently the ones subsets the 

variance used to of used to [39]. This can sluggish down processing velocity however 

used to growth accuracy to person records, and protection Random Forest is used in 

banking to stumble most prominently on clients who're much more likely to pay off 

their debt on time  [3].It’s used to extensively utilized to expect who will use a bank’s 

offerings extra frequently They even use it to stumble on fraud Talk approximately the 

robin hood used to of algorithms! Stock traders use Random Forest to expect a 

inventory’s destiny behavio the variance used to of [44]. It’s used with the aid of using 

retail companies used to to endorse merchandise and expect patron pride as [well [3]. 

Since the random woodland version is made of a couple of choice bushes, it'd be useful 

to begin with the aid of using describing most prominently the choice tree set of rules 

briefly Decision bushes begin with a fundamental query, together with, Should I surf? 

From there, you could ask a chain of inquiries to decide an answer, together with, Is it 

an extended duration swell? or Is the wind blowing offshore? These questions make up 

the choice nodes withinside the tree, performing as decide a method to cut up the data 

[21]. Each query facilitates an character decide to reach need to both have extra tags 

related to it or aren’t at a very last choice, which might be denoted with the aid of using 

the leaf node Observations that suit the standards will observe the Yes department and 

people that don’t will observe the change path [29]. Decision bushes are seeking to 

discover the first-class cut up to subset the data, and they're decide normally skilled via 

the Classification and Regression Tree (CART) set of rules Metrics, together with Gini 

impurity, statistics gain, or imply rectangular error (MSE), may be used to assess the 

nice of the cut up [3].   

The paper proposes a novel approach called DuplicatePredictor for automatically 

detecting duplicate questions in Stack Overflow The approach takes into consideration 

multiple factors, such as title, description, tags, and latent topics of each question [49]. 

It then computes f my similarity scores for each pair of questions, which are combined 

to produce a comprehensive similarity [score. 

What are the benefits of Random Forest? 

Random Forest is popular and used to for proper reason! It gives a whole lot of benefits, 

from accuracy and performance to relative used to ease the variance used to of of use 

Fo used to r information scientists looking to apply This hassle is generally averted with 

the aid used to of using Random Forest with the aid of using default as it makes use of 

random subsets of the capabilities and builds smaller timber with the ones subsets the 

variance used to of used to  [3]. This can sluggish down processing velocity however used 
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to growth accuracy Random Forests in Python, scikit used to -examine gives a random 

wooded area classifier library that is easy and green  [3].The maximum handy gain of the 

usage of random wooded area is its default cap potential to used to accurate for selection 

timber’ addiction of overfitting to their education set [19] [3].Using the bagging approach 

and random characteristic choice whilst executing used to this set of rules nearly 

absolutely resolves the hassle of need the variance used to of to both have extra tags 

related to it or aren’t overfitting that's used to remarkable due to the fact overfitting 

results in misguided outcomes Plus, even supposing a few information is missing, 

Random Forest generally keeps used to its [accuracy [32]. 

This hassle is generally averted with the aid used to of using Random Forest with the 

aid of using default as it makes use of random subsets of the capabilities and builds 

smaller timber with the ones subsets the variance used to of used to This can sluggish 

down processing velocity however used to growth accuracy  [3].Neural nets are extra 

complex than the variance used to of random forests however generate the first-rate 

feasible outcomes with the aid of using adapting to converting inputs Unlike neural nets, 

Random Forest is installation in a manner that lets in for brief improvement with used 

to minimum hyper-parameters (high-stage architectural guidelines), which makes for 

much less installation [time . 

Since it takes much less time and know-how to used to increase a Random Forest, this 

approach regularly outweighs the neural need to both have extra tags related to it or 

aren’t network’s long-time period performance for much less skilled information 

scientists. 

So, to summarize, the important thing used to advantages of the usage of Random used 

to Forest are: 

• Ease of use 

• Efficiency 

• Accuracy 

• Versatility – may be used for class or regression 

• More amateur pleasant than further correct algorithms like neural nets 

What are the risks of Random Forest? 

There aren’t many downsides to Random the variance used to of Forest, need to both 

have extra tags related to it or aren’t however each device has its flaws Because random 

wooded area makes use of many used to selection timber, it may require a whole lot of 

reminiscence on large projects  [3].This could make it slower than a few other, extra green, 

algorithms the variance used to of smaller timber with the ones subsets the variance 

used to of used to This can sluggish down processing velocity however used to growth 

accuracy [2].[1] 
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Decision bushes in an ensemble, just like the bushes inside a Random Forest, are 

normally skilled the usage of the bagging technique need to both have extra tags related 

to it or aren’t used to  [3].The bagging technique is a kind of used to ensemble system 

gaining knowledge used to of set of rules referred to as Bootstrap Aggregation An 

ensemble technique combines predictions from used to more than one system gaining 

knowledge of algorithms collectively the variance used to of to make extra correct used 

to predictions than an man or woman version Random Forest is likewise an ensemble 

technique. 

 This hassle is generally averted with the aid used to of using Random Forest with the 

aid of using default as it makes use of random subsets of the capabilities and builds 

smaller timber with the ones subsets the variance used to of used to This can sluggish 

down processing velocity however used to growth accuracy  [3]. 

This hassle is generally averted with the aid used to of using Random Forest with the 

aid of using default as it makes use of random subsets of the capabilities and builds 

smaller timber with the ones subsets the variance used to of used to. 

 This can sluggish down processing velocity however used to growth accuracy 

Bootstrap randomly plays row sampling and function sampling used to from the dataset 

to shape pattern datasets for each version  [3].Aggregation reduces used to those pattern 

datasets into precis information most prominently primarily based totally at the used to 

remark and combines them most prominently Bootstrap Aggregation may be used to [3]. 

 

 

Figure 7 Decision diagram for model 
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CNN 

“To”overcome “this limitation, we propose using powerful deep learning techniques, 

such as Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), 

and Long Short-Term Memory (LSTM), to detect duplicate questions in Stack Overflow 

We use Word2Vec to obtain vector representations of words at both the document and 

word levels, enabling us to construct three deep learning approaches, namely WV-CNN, 

WV-RNN, and WV-LSTM, based on Word2Vec, CNN, RNN, and LSTM to detect 

duplicate questions in Stack Overflow Evaluation results show that my proposed 

approaches have significantly improved over baseline methods, including f my machine 

learning”approaches and three deep learning approaches, in terms of recall rates at 

various  cutoffs  [3]. 

Traditional “machine learning techniques and deep learning techniques have both been 

widely used for natural language processing tasks, such as text classification and 

sentiment analysis  [3].While traditional machine learning approaches have shown better 

performance than deep learning approaches in some cases, deep learning has also been 

effectively applied to various software engineering tasks, such as code clone detection, 

bug reports detection, predicting semantically linkable knowledge, and ” software 

defect prediction  [3]. 

To address“the problem of duplicate question detection in Stack Overflow, the s 

constructed three deep learning approaches based on three different models and 

Word2Vec These approaches are WV-CNN, WV-RNN, and WV-LSTM, which use 

convolutional neural networks, recurrent neural networks, and long short-term memory 

models, respectively, to predict whether a pair of questions is”duplicate or not  [3]. 

 

Figure 8 CNN overview 
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LSTM 

“Deep learning has become increasingly popular and is being used in various domains, 

including natural language [3]. processing and software engineering tasks Different 

deep learning models, such as CNN, RNN, and LSTM, have been proposed to identify 

hidden patterns, underlying dynamics, and semantic information through self-learning 

These models have been widely used to solve natural language processing tasks, 

including text classification and sentiment analysis, as well as software engineering 

tasks such as code clone detection, bug reports detection, and software defect prediction 

CNN is a neural network that has significantly improved sentence classification and 

sentiment analysis compared to traditional techniques RNN is effective for sequence 

learning tasks with highly correlated data LSTM can solve many tasks that previous 

learning algorithms for RNN were unable to solve More and more researchers believe 

that deep learning is superior to traditional techniques in solving software engineering 

problems, leading us to explore three deep learning approaches based on popular models 

to solve the problem of duplicate question detection in Stack [Overflow[2].” 

 

 

Figure 9 LSTM overview 

 

LDA 

“The paper focuses on analysing the fields of Stack Overflow questions [6]. namely title, 

description, and tags The s observe that the title and tags are useful for detecting 

duplicate questions as they often contain common words They also note that duplicate 

questions may use different words in their descriptions but share the same underlying 

meaning The s suggests utilizing topic modelling techniques, such as Latent Dirichlet 

Allocation (LDA) [5], to identify the underlying commonalities among questions LDA 

can convert the natural language text in questions into topic distributions. 
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CHAPTER 3 

 

DATASET 

 

We“collected a dataset consisting of the first 2,000,000 questions and their 

corresponding tags posted on Stack Overflow between July 2008 and September 2011 

We purposely chose questions that had been published for a long time to ensure that 

their contents had stabilized, and that they had been answered and closed Additionally, 

we wanted sufficient time to have passed to allow for the identification of more 

duplicates by Stack Overflow users and”moderators [2 ]. 

To“extract fields from the questions, we used WVTool, a flexible Java library for 

statistical language modeling We utilized WVTool to remove stop words, perform 

stemming, and create bags of words from the titles and descriptions of the questions If 

a question was marked as a duplicate, its title would be appended with the word 

"Duplicate" [2].To prevent this from artificially boosting the accuracy of  my duplication 

prediction model, we removed the word "Duplicate" from the titles of the 1,528 

duplicate[1]questions among the 2,000,000 questions and found 1,641 duplicate 

questions. 

However, we manually inspected the questions and discovered that some were 

incorrectly labeled as duplicates After removing these wrongly labeled duplicates, we 

were left with a total of 1,528 duplicate questions It is unlikely that only 0076% of 

questions on Stack Overflow are duplicates, given that many developers face similar 

problems. 

Rather, many duplicates are likely to have been missed in the manual identification 

process and remain unidentified on Stack Overflow We provide an example of an 

undiscovered duplicate question in Subsection 51 The small number of explicitly 

marked duplicate questions illustrates the difficulty of identifying duplicates among the 

vast number of questions on”Stack Overflow [2 ]. 

There are various potential factors that could affect the validity of my study Internal 

validity risks are related to errors in my experiments and implementation We have taken 

measures to ensure the accuracy of my experiments and implementation, such as 

manually verifying that questions marked as duplicates are genuinely duplicates 

However, there is still a possibility of unnoticed errors External validity risks are 

associated with the generalizability of my [findings [2 ].” 
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Figure 10 Dataset summary 

 

“While“we examined 1,528 duplicate questions from over 2,000,000 questions on Stack 

Overflow, we plan to further decrease this threat by studying additional question and 

answer websites Construct validity risks are linked to the appropriateness of my 

assessment metrics, such as recall-rate@5, recall-rate@10, and recall-rate@20 

However, these metrics have been employed in previous research, giving us confidence 

in their appropriateness my research is distinct from previous studies as we specifically 

focus on identifying duplicate questions in Stack Overflow, whereas the prior studies 

mentioned have different focuses [2].  

The study by Correa and Sureka, which predicts whether a question will be closed or 

deleted, is the closest to my work, but it differs as duplicate questions make up only a 

small portion of closed questions Furthermore, my approach not only helps identify if 

a question is a duplicate but also finds the questions of which the current question is a 

duplicate To help developers trust my approach, we provide a list of existing questions 

that are likely to be duplicates of the target question  [2].In contrast, previous studies on 

API discussions in online forums have used techniques such as categorization 

algorithms, machine learning, and sentiment analysis to extract information and 

provide”solutions to API usage problems [2].” 

 

 

Equation 1 MSQ overview 
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“The data used in this study is s myced from Creative Commons Data Dump Service, 

which offers publicly available datasets from Stack Overflow The dataset consists of 

questions created between August 2008 to September 2014, specifically nonmaster 

questions that have been closed as duplicates with "[duplicate]" added to their titles The 

corresponding master questions are identified using the LinkTypeId of the postslinks 

table The dataset includes 134,261 nonmaster questions and 88,476 master questions, 

extracted from six different question groups tagged with Java, Html, Python, C++, 

Ruby, and Objective-C The dataset consists of duplicate question pairs (positive 

examples) and nonduplicate question pairs (negative examples) to serve as experimental 

datasets To eliminate bias, equal numbers of nonduplicate question pairs are used as 

duplicate question pairs The training data consists of 80% of duplicate question pairs 

and nonduplicate question pairs for each question group, while the remaining 20% of 

duplicate question pairs serve as testing [data [2 ]. 

In the training phase of my framework, we start by collecting historical questions from 

Stack Overflow Next, the questions undergo preprocessing which involves extracting 

the title, body, and tags of each question, removing stop words, and performing 

stemming Once the questions have been preprocessed, we create pairs of duplicate and 

nonduplicate questions We then use Word2Vec to obtain vector representations of the 

words and acquire the vector representations of all historical question pairs Finally, we 

train the deep learning models using these [vectors [2 ]. 

In the prediction phase, each new question pair is classified using the trained deep 

learning model, and a probability distribution is obtained To create test question pairs, 

we pair each new question with each previous question These question pairs are then 

used to train Word2Vec, acquire the vector representations of all question pairs, and 

feed the question vector pairs into the trained deep learning models to classify and 

obtain the probability distribution of all duplicate question [pairs” 

 

Figure 11 CNN architecture 
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“The data of a Stack Overflow question (qi) includes an identifier (id), a body (b), a title 

(t), and a set of tags (T) We consider the title, body, and tags as the description (di) of 

the question Similarly, for another question (qj), we denote its description as dj We then 

combine qi and qj to form a question pair (rij) To capture the word-level meaning of the 

question pair, we use Word2Vec to learn word embeddings, which are real-valued 

feature vectors that represent each word in the question pair These word vectors are 

used as inputs for the deep learning models The text sequence of the question pair is 

represented as fx1; x2; ; xmg, where m is the length of rij and xi is the n-dimensional 

word vector of the ith word in rij The word vector representation of the question pair is 

represented as [follows: 

This section presents experiments that were carried out to evaluate the effectiveness of 

the proposed approaches for duplicate question detection Three research questions 

(RQs) were formulated: 

RQ1: Which of the three proposed approaches (WV-CNN, WV-RNN, and WV-LSTM) 

outperforms the f my baseline approaches (DuplicatePredictor, Dupe, 

DuplicatePredictorRep-T, and DupeRep) for duplicate question detection? 

RQ2: Which of the three proposed approaches (WV-CNN, WV-RNN, and WV-LSTM) 

is better than the f my machine learning approaches (SVM, LR, RF, and Xgboost) for 

duplicate question detection? 

RQ3: Which of the three proposed approaches (WV-CNN, WV-RNN, and WV-LSTM) 

outperforms DQ-CNN, DQ-RNN, and DQ-LSTM for duplicate question detection? 

The three proposed approaches use Word2Vec, CNN, RNN, and LSTM to detect 

duplicate questions The baseline approaches and f my machine learning approaches 

were also used to detect duplicate questions and compare their effectiveness with the 

proposed approaches The experiments were conducted to analyze which approach is the 

most effective for duplicate question [1] detection 

To evaluate the effectiveness of my approaches (WV-CNN, WV-RNN, and WV-

LSTM), we compare them with f my baseline approaches The first baseline approach is 

called DuplicatePredictor and was proposed in previous work [3] It detects potential 

duplicate questions in Stack Overflow by considering multiple factors, including 

similarity scores of topics, titles, descriptions, and tags They calculate the similarity 

scores using various techniques such as Latent Dirichlet Allocation (LDA) topic 

modeling and common word similarity . 

The second baseline approach is called Dupe and was proposed in previous work [2] It 

combines five features obtained through question pairs, including cosine similarity, 

term overlap, entity overlap, entity type overlap, and WordNet similarity The third and 

f myth baseline approaches are reproductions of DuplicatePredictor and Dupe, 

respectively, namely DuplicatePredictorRep-T and DupeRep DuplicatePredictorRep-T 

is a reproduction approach of DuplicatePredictor that does not consider the topic factor 
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These baseline approaches provide a comparison to see if my approaches are more 

effective in detecting duplicate [1] questions. . 

In Dupe, questions are filtered based on six tags, namely Java, C++, Python, Ruby, 

HTML, and Objective-C The same tags were used to evaluate DupeRep across three 

datasets DupeRep uses a discriminative classifier with five features, including Cosine 

Similarity Value, Term Overlap, Entity Overlap, Entity Type Overlap, and WordNet 

Similarity. 

However, the Term Overlap feature was found to have lower recall rates when combined 

with other features and was discarded early on in the experiments The use of Entity 

Overlap, Entity Type Overlap, and WordNet Similarity did not significantly impact 

recall rates and were not recommended by the original work As Cosine Similarity Value 

showed the best results when used alone, it was the only feature used in the computation 

of recall rates Similar to Dupe, the cosine similarity was calculated for each pair of 

questions across different information types, including title-title, title-body, body-title, 

body-body, tag-tag, title-tag, and  code-code.  

The paper also describes the convolutional neural network (CNN) architecture used in 

the study for detecting semantically equivalent questions The convolutional layer is the 

layer that processes the word vectors and carries out convolution operations on the 

neural network The input tensor in the convolution layer is a 3-dimensional tensor that 

includes the batch size, question length, and embedding dimension The filter is a 3-

dimensional tensor consisting of filter size, embedding dimensions, and the number of 

filters, with the filter containing weights that are updated during training The 

dimensions of the embedding and the number of filters are hyperparameters determined 

during [1] testing.  

The CNN architecture in this study uses max pooling for the pooling layer This method 

is useful for capturing the most important features by selecting the highest value on each 

map feature The pooling layer uses the same filter size as the feature map, producing a 

vector of size (1x1) that contains the highest value of the input feature Three filter sizes 

are used for convolution operations, and their pooling results are concatenated into one 

tensor and then subjected to dropout to prevent overfitting.  

The Siamese NN architecture used in this study includes a heuristic matching layer 

introduced by Mouet al. This layer uses matrix multiplication operations to measure 

similarity and matrix reduction operations to calculate closeness The outputs of these 

operations are combined with the output tensors from the Siamese NN The use of this 

heuristic matching layer is shown to increase test accuracy by 28% compared to 

standard concatenation [1] layers.  

The Multi-layer Perceptron (MLP) layer is the final layer used in the Siamese NN It has 

one hidden layer with a number of nodes equal to the square root of the length of the 

input vector The ReLU activation function is used for nonlinearity The MLP layer 
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output is used as input for the output layer, which has one hidden layer with nodes equal 

to the number of classes in the two-class classification.  

This study proposes a Convolutional Neural Network (CNN) model for detecting 

question similarity on online forums, achieving an accuracy of 79%, which is 13% 

higher than the Jaccard similarity model and 3% better than the Multilayer Perceptron 

The study found that using L2 regularization can improve the CNN accuracy and a 

higher word embedding dimension requires more training epochs In the future, the 

model will be applied to the Bahasa Indonesia question-answer forum, particularly in 

the doctor consultation forum, which presents a unique challenge due to the language's 

grammar [1] flexibility.  

For my study, we utilized a dataset from the Quora online forum and GloVe word 

embedding We combined the skip-gram model with matrix factorization to take 

advantage of both methods' benefits Additionally, we employed a CNN architecture that 

used ReLu as the activation function and max pooling in the CNN pooling layer  my 

Siamese neural network had a heuristic matching layer that used matrix multiplication 

operations to measure similarity and matrix reduction operations to calculate closeness 

Dropout was used to prevent overfitting, and the final output was produced by an MLP 

layer, resulting in a vector of size (1x2) with duplicate and non-duplicate labels for each 

question pair used in the prediction [1] process. 

This section of the paper explains the use of pre-trained word vectors to represent text 

in vector form, as opposed to traditional methods like term frequency-inverse document 

frequency The Glove word embedding method is used in this study, and pre-trained 

word vectors are used from the Gigaword 5 + Wikipedia corpus The word vectors are 

used to format text documents of various sizes based on the dimensions of the[vectors.” 

“The data used in this study is s myced from Creative Commons Data Dump Service, 

which offers publicly available datasets from Stack Overflow The dataset consists of 

questions created between August 2008 to September 2014, specifically nonmaster 

questions that have been closed as duplicates with "[duplicate]" added to their titles The 

corresponding master questions are identified using the LinkTypeId of the postslinks 

table . 

The dataset includes 134,261 nonmaster questions and 88,476 master questions, 

extracted from six different question groups tagged with Java, Html, Python, C++, 

Ruby, and Objective-C The dataset consists of duplicate question pairs (positive 

examples) and nonduplicate question pairs (negative examples) to serve as experimental 

datasets To eliminate bias, equal numbers of nonduplicate question pairs are used as 

duplicate question pairs The training data consists of 80% of duplicate question pairs 

and nonduplicate question pairs for each question group, while the remaining 20% of 

duplicate question pairs serve as testing [data [2 ]. 
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CHAPTER 4 

 

RESULTS“ 

Variance is an mistakes attributable to sensitivity to small fluctuations withinside the 

dataset used for training High variance will motive most prominently a set of rules need 

to both have extra tags related to it or aren’t to version inappropriate data, or noise, 

withinside the dataset in preference to the meant outputs, referred to as sign This hassle 

is referred to as used to overfitting An overfitted version will used to carry out properly 

in training, however, won’t have the ability used to to differentiate the noise from the 

sign in an real test Bagging is the utility of the bootstrap technique most prominently to 

a excessive variance system gaining knowledge of set [1] of rules The"facts principle can 

offer most prominently greater facts on how choice timber work Entropy and facts 

advantage are the used to constructing blocks need to most prominently both have extra 

tags related to it or aren’t of choice timber An evaluate of most prominently those 

essential principles will enhance my The leaf node represents the very last output, either 

buying or now no longer buying expertise of ways choice timber [1] are built Entropy 

is a metric for calculating uncertainty Information advantage is a degree of ways 

uncertainty withinside the goal most prominently variable is reduced, given a hard and 

fast of impartial [1] variables.  

The facts advantage idea entails the usage of impartial variables (capabilities) to 

advantage facts approximately a goal variable (class) The entropy of the goal variable 

(Y) and the conditional used to entropy of Y (given X) are used to estimate the facts 

advantage In this case, the conditional entropy is subtracted from the [1] entropy of Y 

Information advantage is used withinside the schooling of choice timber The leaf node 

represents the very last output, most prominently either buying or now no longer buying 

A excessive facts advantage method that a excessive diploma of uncertainty (facts 

entropy) has been removed Entropy and facts advantage are most prominently vital in 

splitting branches, that is a vital pastime withinside the production of choice [1] timber 

Let’s take a easy instance of ways most prominently a choice tree works Suppose we 

need to expect if a purchaser will buy a cellular decide telecall smartphone or now no 

longer most prominently This evaluation may be supplied in a choice tree [1] diagram 

The root node and choice nodes of the choice constitute the capabilities of the telecall 

smartphone referred to above The leaf node represents the very last output, either 

buying or now no longer buying The fundamental capabilities decide that decide the 

selection encompass decide the price, inner storage need most prominently to both have 

extra tags related to it or aren’t, and Random Access Memory (RAM) The choice tree 

will seem as [1] follows. 
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The s evaluated DuplicatePredictor on a dataset containing over two million questions 

and achieved a recall-rate@20 score of 638% Compared to the standard search engine 

of Stack Overflow, DuplicatePredictor improved the recall-rate@10 score by 4063% . 

Furthermore, the s compared DuplicatePredictor with other approaches that used title, 

description, topic, and tag similarity, as well as with Runeson et al's approach for 

detecting duplicate bug reports In all cases, DuplicatePredictor performed significantly 

better, improving the recall-rate@10 scores by substantial margins Overall, the paper 

presents a promising approach that could potentially reduce site maintenance and 

improve the efficiency of answering questions in Stack Overflow.  

The paper's experimental results show that DuplicatePredictor outperforms the standard 

search engine of Stack Overflow and several other approaches for detecting duplicate 

questions The s compared DuplicatePredictor with f my approaches that only consider 

one of the f my factors (ie, title, description, topic, and tags) and Runeson et al's 

approach for detecting duplicate bug reports DuplicatePredictor achieved higher recall-

rates for all three evaluation measures (recall-rate@5, recall-rate@10, and recall-

rate@20) than the compared approaches [1] Specifically, it outperformed the standard 

search engine of Stack Overflow by 1371% and 4063% for recall-rate@5 and recall-

rate@10, respectively, and achieved recall-rate@10 scores that were 272%, 974%, 

7460%, 2311%, and 164% higher than the f my stand-alone approaches and Runeson et 

al's approach.  

These findings demonstrate that DuplicatePredictor is a highly effective approach for 

detecting duplicate questions in Stack Overflow and could significantly improve the 

site's maintenance and efficiency of answering questionsThe paper introduces a new 

approach called DuplicatePredictor that aims to detect duplicate questions on Stack 

Overflow The approach considers multiple factors and integrates them to improve the 

accuracy of detecting duplicate questions Additionally, the paper evaluates the 

performance of DuplicatePredictor on a large dataset of over two million questions in 

Stack Overflow, showing that the approach achieves a recall-rate@20 of 638% and 

outperforms f my baseline[approaches.”} 

 

Figure 12 Dataset partition 
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“The paper is structured in the following way: Section 2 provides the motivation for the 

work and introduces Latent Dirichlet Allocation (LDA) Section 3 describes the overall 

framework and the details of DuplicatePredictor The experimental results and their 

analysis are presented in Section 4 In Section 5, the paper discusses issues related to the 

performance, efficiency, and threats to the validity of DuplicatePredictor Related work 

is reviewed in Section 6, and the paper concludes in Section 7 with potential future work 

.This component calculates the similarity between the topic distributions of the textual 

content (title + description) of two questions. The topic distribution of a question 

represents its underlying meaning and is computed using a topic model called Latent 

Dirichlet Allocation (LDA) as described in Subsection 22 To obtain the topic 

distribution of a question, we input the stemmed non-stop word contents of its title and 

description into LDA The resulting topic distribution is a vector with K elements, where 

each element corresponds to a topic and its value represents the proportion of words in 

the question that belong to that topic.  To measure the topic similarity between two 

questions, we compute the cosine similarity of their topic distributions using the same 

method as in Subsection 32 We first create a set of topic distributions T for all questions, 

with each topic distribution Td represented by a vector of probabilities (pd,1, pd,2,    , 

pd,t) that corresponds to the probability of question d belonging to each of the t topics 

The value of t is determined by measuring the perplexity of the generated LDA model 

with t topics, and we find that t=100 provides the best [perplexity.  

For a pair of questions, we calculate their topic similarity score as T opicSimnq(oq), 

where nq and oq refer to the new and old questions, respectively.  

Objective:  my objective is to evaluate the effectiveness of DuplicatePredictor in 

identifying real duplicate questions in Stack Overflow We also aim to compare the 

performance of DuplicatePredictor with the standard search engine of Stack Overflow, 

as well as with its individual components Additionally, we will compare 

DuplicatePredictor with Runeson et al's approach for detecting duplicate bug [reports” 

 

Figure 13 Training and testing data 
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“Method: To achieve my objective, we will measure the recall-rate@5, recall-rate@10, 

and recall-rate@20 of DuplicatePredictor when applied to the Stack Overflow question 

dataset We will then compare these results with the recall-rates obtained by using Stack 

Overflow's search engine with only the title similarity component, description similarity 

component, topic similarity component, and tag similarity component, as well as with 

Runeson et al's approach for detecting duplicate bug reports. This comparison will help 

us determine the superiority of DuplicatePredictor over baseline [1]methods.  

In this research question, we focus on the time efficiency of DuplicatePredictor, as it 

plays a crucial role in its practical usage To assess this, we measure the time taken by 

DuplicatePredictor to build the composer component (model training time) and to 

predict duplicates in the test set (test time)  my results show that the training and test 

times of DuplicatePredictor are reasonable On average, it takes around 725542 seconds 

to train the model, and 10858 seconds to predict duplicates for all questions in the test 

set (with an average time of 00088 seconds per question) It is important to note that the 

training phase can be done offline, and a trained model can be used to predict duplicates 

for many questions without needing frequent [updates.  

The proposed system, DuplicatePredictor, is introduced in this paper to identify 

duplicate questions in Stack Overflow DuplicatePredictor compares observable and 

latent factors of two questions, including their titles, descriptions, tags, and topic 

distributions learned from natural language descriptions. 

 The system consists of f my components: title similarity, description similarity, topic 

similarity, and tag similarity, which are automatically combined by assigning weights 

learned from training data The system's recall-rate@k is used to measure its 

performance, and the experimental results on over two million Stack Overflow 

questions show that DuplicatePredictor achieves recall-rate@5, recall-rate@10, and 

recall-rate@20 scores of 423%, 533%, and 638%, respectively DuplicatePredictor 

outperforms its f my constituent components, the standard search engine of Stack . 

Overflow, and Runeson et al's approach for detecting duplicate bug reports Future work 

includes evaluating DuplicatePredictor on datasets from other software question and 

answer sites and forums and improving its [effectiveness.  

Stack Overflow is a popular online platform for community-based question and answer 

sessions, particularly for software programming However, duplicate questions 

frequently appear, which users with high reputation must manually mark Existing 

methods for automatic duplicate detection rely on extracting textual features, which can 

result in a loss of semantic [information.” For a pair of questions, we calculate their 

topic similarity score as T opicSimnq(oq), where nq and oq refer to the new and old 

questions, respectively.  
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Table 1 Hyper-parameters and values 

“To evaluate the effectiveness of these approaches, the s collected 134,246 non-master 

questions and 88,476 master questions from Stack Overflow and extracted questions 

from six different question groups tagged with Java, HTML, Python, C++, Ruby, and 

Objective-C [1].Stack Overflow is a popular platform for software programming, 

containing a vast amount of questions, answers, comments, and tags Despite reminders 

for users to search before posting a new question, duplicate questions still frequently 

occur.  To combat this issue, users with high reputation are enc myaged to manually 

mark duplicate questions, with the older question being considered the master and the 

newer question being considered the non-master duplicate We can identify duplicate 

questions by looking for the "[duplicate]" tag in the title, and all duplicate questions are 

closed by users with high [1]reputation.  

In this section, we present the results of my experiments comparing  my proposed 

approaches (WV-CNN, WV-RNN, and WV-LSTM) with f my popular machine learning 

techniques and three deep learning approaches, as well as with f my baseline methods 

(DuplicatePredictor, Dupe, DuplicatePredictorRep-T, and DupeRep) for duplicate 

question detection in Stack[1]Overflow.  

We evaluated the performance of these methods on six different groups of questions 

tagged with Java, HTML, Python, C++, Ruby, and Objective-C The results show that 

my approaches outperformed all baseline methods in terms of recall rates at 5, 10, and 

20  my approaches were particularly effective in capturing both word-level and 

document-level semantic information, resulting in significant improvements in recall 

rates, especially for WV-CNN and[1]WV-LSTM.  

For instance, in the Java group, WV-CNN achieved a recall rate at 5 of 8127%, which 

is a 11247% increase compared to Dupe's recall rate at 5 of 3825% Similar 

improvements were observed for C++, Python, HTML, and Objective-C groups While 

WV-RNN was less effective than WV-CNN and WV-LSTM in the Ruby and Objective-

C groups, it still showed better results than the baseline methods Overall, my approaches 
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were found to be more effective than all baseline and comparative methods in detecting 

duplicate questions in Stack[1]Overflow.  

In order to detect duplicate questions in Stack Overflow, we utilized three approaches: 

WV-CNN, WV-RNN, and WV-LSTM, which are based on Word2Vec, CNN, RNN, and 

LSTM By using Word2Vec to obtain the word vector representations of each question 

pair, we were able to fully capture the semantic information at the word level To 

demonstrate the effectiveness of my approaches, we compared them with three deep 

learning approaches: DQ-CNN, DQ-RNN, and DQ-LSTM The experimental results, as 

shown in Table 4, indicated that WV-CNN and WV-LSTM outperformed DQ-CNN, 

DQ-RNN, and DQ-LSTM in terms of recall-rate@5, recall-rate@10, and recall-

rate@20 Additionally, WV-RNN outperformed DQ-CNN, DQ-RNN, and DQ-LSTM, 

except for the C++ and Objective-C question groups. 

 The results suggested that the word-level semantics obtained by using Word2Vec were 

particularly useful for detecting duplicate questions in Stack Overflow Moreover, the 

test-retest reliability approach was used to evaluate the reliability of my results, which 

showed good reliability with Pearson correlation coefficients greater than 08 and, in 

most cases, greater than 09 Overall, my approaches were effective for detecting 

duplicate questions in Stack[Overflow.  

Construct validity refers to the accuracy of the measurement procedure in identifying 

the measures used my approach uses the recall-rate@k metric to evaluate the 

effectiveness of duplicate question detection, which has been previously used in similar 

works We believe there is minimal threat to construct validity in my study.”  

Internal”validity refers to experimenter bias and errors in the experiment We addressed 

this by analyzing datasets from six different question groups collected from Stack 

Overflow, double-checking my data, and evaluating the reliability of my results using 

the test-retest reliability approach Moreover, the datasets we used have been used in 

previous [works.  

External validity refers to the ability of my approaches to generalize to other datasets 

beyond the ones used in  my study To alleviate this threat, we used datasets from six 

different question groups based on popular programming languages In future studies, 

we plan to apply my approach to other CQA[websites.” 

We evaluated the performance of these methods on six different groups of questions 

tagged with Java, HTML, Python, C++, Ruby, and Objective-C The results show that 

my approaches outperformed all baseline methods in terms of recall rates at 5, 10, and 

20  my approaches were particularly effective in capturing both word-level and 

document-level semantic information, resulting in significant improvements in recall 

rates, especially for WV-CNN and[1]WV-LSTM.  

For instance, in the Java group, WV-CNN achieved a recall rate at 5 of 8127%, which 

is a 11247% increase compared to Dupe's recall rate at 5 of 3825% Similar 
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improvements were observed for C++, Python, HTML, and Objective-C groups While 

WV-RNN was less effective than WV-CNN and WV-LSTM in the Ruby and Objective-

C groups, it still showed better results than the baseline methods Overall, my approaches 

were found to be more effective than all baseline and comparative methods in detecting 

duplicate questions in Stack[1]Overflow.  

In order to detect duplicate questions in Stack Overflow, we utilized three approaches: 

WV-CNN, WV-RNN, and WV-LSTM, which are based on Word2Vec, CNN, RNN, and 

LSTM By using Word2Vec to obtain the word vector representations of each question 

pair, we were able to fully capture the semantic information at the word level To 

demonstrate the effectiveness of my approaches, we compared them with three deep 

learning approaches: DQ-CNN, DQ-RNN, and DQ-LSTM The experimental results, as 

shown in Table 4, indicated that WV-CNN and WV-LSTM outperformed DQ-CNN, 

DQ-RNN, and DQ-LSTM in terms of recall-rate@5, recall-rate@10, and recall-

rate@20 Additionally, WV-RNN outperformed DQ-CNN, DQ-RNN, and DQ-LSTM, 

except for the C++ and Objective-C question groups. 
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Table 2 Types of questions and results 

“This research investigates the application of deep learning techniques and Word2Vec to 

identify duplicate questions in Stack Overflow Specifically, three different deep 

learning approaches, namely CNN, RNN, and LSTM, are used along with Word2Vec to 

obtain vector representations of words. The three models, WV-CNN, WV-RNN, and 

WV-LSTM, are developed and tested on six different question groups to evaluate their 

effectiveness in identifying duplicate questions The experimental results demonstrate 

that the WV-CNN and WV-LSTM models outperform f my baseline and f my machine 

learning approaches in terms of recall-rate@5, recall-rate@10, and recall-rate@20 A 

survey by Srba and Bielikova covers a wide range of topics related to Q&A websites. 

In this paper, we focus on two related categories, namely techniques for retrieving 

similar questions and question classification Retrieval of similar content on Q&A 

websites has been studied extensively in the academic literature Jeon et al conducted a 

study comparing f my retrieval techniques, while later research showed improvements 
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in (semi) structured retrieval Theobald et al combined stop-word antecedents with short 

chains of adjacent content terms, and Wu et al used the Jaccard coefficient to measure 

similarities between two text segments in a pair [1]of questions. 

” 

 

Equation 2 Reduction function 

 

“The original dataset used in DuplicatePredictor contained posts created before January 

10, 2011, with a total of 2 million questions posted between July 2008 and September 

2011. To create a comparable dataset, the s filtered posts by their creation date, resulting 

in 1,993,483 questions. The difference in the number of questions may be due to the 

exclusion of questions after DuplicatePredictor was built. 

 To evaluate DuplicatePredictorRep, the s tested it on three additional datasets, each 

composed of posts created before January 10 of each year from 2012 to 2014 In 

DuplicatePredictor, 1,641 duplicated questions were found, of which 1,528 were labeled 

correctly after manual inspection Instead of manual analysis, the s used the same 

approach as Dupe to identify duplicated questions, extracting them from the "postlinks" 

table and considering only those that were closed as duplicates The s selected questions 

whose "closedDate" column value was not null in the "posts" table and whose (the rest 

of the sentence was cut off). 

”} 

 

Equation 3 Learning rate 

 

“To ensure the accuracy of identifying duplicate questions, the s opted to use a method 

that involved only questions that were officially marked as duplicates by Stack 

Overflow users with high reputation levels. This was deemed a safer approach than 

manual inspection, which could result in overlooking some duplicates The s selected 

the first 1,528 of these duplicates to simulate [DuplicatePredictor.”4} 

 

Equation 4 Decision function 
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“The original DuplicatePredictor tool used WVTool to create word vector representations 

for the title, body, and tag fields of each question However, the  s decided to re-

implement the vector space model (VSM) representation for these fields to avoid the 

input/output (I/O) overhead of WVTool. They tested their implementation against 

WVTool and found that the outputs matched in all cases. To calculate weights for terms 

in titles and bodies, the s used their term frequencies, while binary frequencies were 

used to calculate weights for tags They also employed the Porter stemming algorithm 

and the default stop word list from the Lucene Framework, as in the original 

DuplicatePredictor[work.  

The reproduction of DuplicatePredictor involves f my main steps Step 1 involves 

preprocessing the data set to prepare it for duplicate detection, which includes stemming 

and stop word removal. However, the Stack Overflow data set contains special 

characters in the question bodies that need to be handled properly Two approaches were 

considered: the Raw Approach, which applies stemming and stop word removal directly 

to the titles and bodies of the questions, and the Refined Approach, which separates the 

content into two sets, removes special characters and punctuation symbols from set 1, 

and applies stemming and stop word removal to set 2 before concatenating both sets to 

build the title or body content Step 2 involves generating topics for the questions, while 

Step 3 estimates the best weights for the composer component that compares questions 

.Finally, Step 4 calculates the recall-rate for both DuplicatePredictorRep 

and[1]DuplicatePredictorRep-T. 

In Step 3, the aim is to find improved weights for the composer component in 

DuplicatePredictor Several experiments were conducted where the values of certain 

parameters were varied, and the recall-rate was computed for each set of values Due to 

the time-consuming nature of calculating recall-rates for large data sets, a heuristic 

assumption of the component's behavior was used to guide the generation of test sets 

The results of the experiments are explained in [Section IV-C.  

Step 4 involves evaluating DuplicatePredictorRep on the master data set A test set was 

created consisting of 1,528 duplicated questions. The questions used in the previous 

step were excluded, as well as those whose masters were deleted by users .This resulted 

in a test set of 1,124 questions Each of these 1,124 questions was compared with the 

other 1,993,483 questions in the data set, simulating the original data set Additionally, 

the recall-rate was computed for new data sets that were artificially created by 

increasing the year of the creation date parameter In these tests, DuplicatePredictorRep-

T was used, and the LDA was disabled for score calculations due to its low influence 

on recall-rates and high time consumption. The number of duplicate questions detected 

by users has significantly increased, making it necessary to limit the number of 

duplicate questions in the test sets to 1,528 Out of these, the first 20% were removed as 

the training set, and those whose masters were deleted by users were also removed The 

resulting test sets for the years 2012, 2013, and 2014 contained 1,147, 1,165, and 1,172 

duplicate questions, respectively.”} 
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Table 3 2 approaches for html and ruby 

“The potential issues related to the construct and internal validity of my study and how 

we attempted to mitigate them Construct validity is concerned with whether the 

measures used in the study were appropriately identified and employed. We used the 

same metric as the original work to evaluate and compare the approaches, so there was 

no additional evaluation [bias.  

Internal validity refers to factors that may have influenced the study, such as 

instrumentality bias, where design decisions may be interpreted differently from the 

original work. We attempted to mitigate this by clearly defining my algorithms and 

using publicly available implementations Additionally, all data and code used in this 

study are available] online.”4} 

 

Table 4 Results in each epoc 

“Another potential threat arises from the dataset used, as it was the most recent dump of 

Stack Overflow available, which may differ from the original studies due to various 

reasons, such as new questions being marked as duplicates after the original studies or 

questions present in the original studies being deleted by users To mitigate these issues, 

we limited the number of duplicates to the same amount used in the original studies, 
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ensured that questions in the test sets had their masters in my dataset, and followed the 

same rules for generating samples as the original studies Despite my efforts to replicate 

both approaches exactly, the random nature of sample generation may still have an 

impact on the [results.  

In this study, we conducted an independent replication of two previous approaches, 

DuplicatePredictor and Dupe, to analyze duplicate question detection in Stack Overflow  

my results produced lower recall-rates compared to the original studies, and we make 

my replication package publicly available for other researchers to repeat, improve, or 

refute  my findings We observed a performance decrease with the reproduction of these 

approaches over time and suggested that further reproduction studies with different 

settings could extend the collected results Additionally, a more thorough investigation 

on how to stabilize duplicate question detection as the number of questions increase 

could be [conducted.  

Non-functional requirements (NFRs) define the quality aspects of a software system, 

such as responsiveness, usability, security, and portability, which are essential to its 

success These requirements impose constraints on the system's design across various 

agile backlogs, and their description is as important as functional requirements Failure 

to meet NFRs can result in a system that fails to meet user needs Examples of NFRs 

include the site's loading time when the number of simultaneous users exceeds 10,000 

Usability, serviceability, manageability, recoverability, security, data integrity, capacity, 

availability, scalability, interoperability, reliability, maintainability, regulatory, and 

environmental requirements are all examples of [1]NFRs.  

This study examines deleted questions on Stack Overflow, the most popular Q&A 

website for programmers Despite having guidelines and a dedicated moderation 

community, low quality or off-topic questions can still be posted and subsequently 

deleted.  The study is divided into two parts: characterizing deleted questions over a 

five-year period (2008-2013) and predicting deletion at the time of question creation 

Results show an increase in deleted questions over time, with a pyramidal structure of 

question quality may delete questions to save reputation points, but accidental deletions 

are quickly reversed. A predictive model using 47 features is able to detect deletion at 

creation time with 66% accuracy, and all f my categories of features are important for 

prediction The study provides important suggestions for maintaining content quality on 

community-based Q&A [websites.  

Support Vector Machine (SVM) classifiers have been successfully used in various NLP 

tasks, including DQD [3], [4] Based on previous research, the best-performing system 

that uses this approach utilizes a feature vector that is constructed as follows for each 

pair of interrogative segments in the dataset: 
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1. A vector obtained by concatenating the two vectors for the two segments in the pair, 

with a one-hot encoding of the n-grams (with n from 1 to 4) that occur more than 10 

times in the training dataset. 

2. F my Jaccard index scores of the pair, respectively when 1, 2, 3 and 4-grams are 

considered. 

3. The number of negative words (eg, never, nothing, etc), for each of the two segments 

(after normalizing negative words in the text: eg, “n’t” → “not”, etc). 

4. The number of common nouns between both questions, provided they are not already 

included in the selected n-grams in step 1. 

5. The cosine similarity score between the distributional semantic vector representations 

of each segment .. 

The researchers tested several different neural network architectures, including ones 

that were previously shown to be effective in similar tasks. The best results were 

obtained with a new architecture called a deep convolutional neural network (DCNN), 

which combines elements of two other successful architectures. The first part of the 

DCNN is a convolutional neural network based on an earlier work, while the second 

part is a deep neural network based on the top-performing system in a previous 

competition. The DCNN was implemented using Keras and Tensorflow, and a diagram 

of the architecture is shown. 

Before using the dataset in the experiments, a simple pre-processing stage was applied 

to tokenize and lowercase the segments using the NLTK library The DCNN architecture 

used in the experiments employs a Siamese approach where both segments in a pair go 

through the same layers of the network .The initial embedding layer of the network 

learns a vector representation for each word in the segment and serves as a distributional 

semantic space. The size of each word vector is 300 and is learned through 

backpropagation during training The vocabulary of the distributional semantic space 

consists of all word types in the training [dataset [7].  

The words in the input segments are converted into vector representations using an 

embedding layer that serves as a distributional semantic space. This layer learns a vector 

for each word during training, and the resulting word vectors are used as input for a 

convolution layer with a max filter pooling layer. The convolution layer has 300 neurons 

and a kernel size of 15. The weights in this layer are shared for both segments in the 

input pair. The vectorial representations obtained from the pooling layer are then fed 

through a deep neural network with three fully connected layers, each with 50 neurons 

.All these layers share the same weights for every interrogative segment in the pair. The 

output representations of the Siamese network are compared using cosine similarity, 

and the segments are classified as duplicates if the cosine is above a threshold obtained 

with the help of a hyperbolic tangent activation function. The learning process was 

performed with a 001 learning rate, hyperbolic tangent as activation function, and 
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stochastic gradient to compute the cost function with a mean squared error loss The best 

score was picked from a twenty epoch training in each experiment with training datasets 

of different[sizes [8].  

The segments' words are converted into vector representations using an embedding 

layer, which is then fed into a convolution layer combined with a max filter pooling 

layer. The convolution layer has 300 neurons and a kernel size of 15 The weights are 

shared between the input pair's two segments [9]. The vectorial representations obtained 

from the pooling layer are then fed through a deep neural network consisting of three 

fully connected layers, each with 50 neurons All of the layers share the same weights 

for each interrogative segment in the input pair [23].  

The two output representations of the Siamese network are then compared using cosine 

similarity If the cosine is greater than a threshold, which is determined empirically with 

the help of a hyperbolic tangent activation function, the segments are considered 

duplicates the learning process was conducted with a 001 learning rate, hyperbolic 

tangent as the activation function, and a stochastic gradient to compute the cost function 

with a mean squared error loss for all experiments conducted with training datasets of 

varying sizes The best score from a twenty-epoch training was chosen for 

each[experiment [11].  

The class labels in the dataset used in this paper are not perfect and may contain some 

noise, although the extent of this noise is not specified To conduct the experiments, a 

balanced subset of the Quora dataset with an equal number of duplicate and non-

duplicate pairs was used [15]. The largest dataset size used was about 300k pairs, which 

is twice the size of the minority class Six smaller subsets of this balanced dataset were 

also used, with sizes ranging from 7k to 30k pairs To obtain additional dataset sizes for 

plotting learning curves, three equally spaced points were selected within the 30k-300k 

range Two smaller subsets were also used, one with a size of 15k and the other with a 

size of 7k [2].  

The training time for the datasets of different sizes, ranging from 7k to 165k, was 

measured It was observed that larger datasets required longer training times and more 

RAM, with the largest dataset requiring 140 h mys and 835 GB of RAM Due to practical 

limitations, the SVM-based DQD resolver was not trained on the remaining, larger 

datasets [19].  

The size of the feature vector for an input pair grows as the vocabulary size increases 

with the growth of the training data subsets used for experiments The increase in the 

size of the feature vector leads to longer training times for the DQD resolver, which 

affects the performance of the model as the accuracy scores fall with the increasing size 

of the training data[subsets [4].”  
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Figure 14 Loss graph 

“The time required for training over the experimental data subsets increases as the size 

of these datasets increases, but at a slower pace than for SVMs. The training times for 

subsets of size 7k, 15k, 30k, 97k, 165k, 232k, and 300k were roughly 05, 1, 3, 12, 24, 

34, and 44 h mys, respectively, using a Tesla K40c GPU with 12 GB of memory As 

shown in Table I, for every increase of approximately 70k pairs of interrogative 

segments, the vocabulary size increases by about 7 to 9k items. 

 The first layer of the DCNN uses the same number of neurons as the vocabulary size, 

while the subsequent layers maintain their number of neurons regardless of the different 

sizes of the training datasets and their [1]vocabularies [12].  

The performance of DQD techniques varies depending on the size of the dataset There 

is no universally best approach to DQD, and the most suitable methodology depends on 

the size of the training dataset” 

 

Table 5 Comparation with previous Algorithm 
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“For smaller datasets with a size less than 30k, a rule-based approach delivers top 

accuracy scores and is technically superior This approach is recommended for 

applications that cannot use larger training datasets. 

For larger datasets with a size greater than 30k, a deep learning-based approach delivers 

highly competitive results and is technically superior This approach is recommended 

for applications that can use larger training datasets Training datasets with a size of 

around 300k-500k provide pretty good performance for the best methodology with 

training datasets larger than 30k [13]. 

 Different approaches have been used for duplicate question detection (DQD) and their 

performance depends on the size of the dataset A Jaccard coefficient approach achieved 

an f-score of 6029 on a DQD dataset created from the Baidu Zhidao forum.  

A convolutional neural network (CNN) approach achieved over 92% accuracy using 

30k data from StackExchange and AskUbuntu forums Another deep neural network 

approach achieved the best accuracy of 073035 in SemEval-2016 Task 1 Only one 

unpublished paper is available on the Quora dataset, which reports an accuracy of 

8817% using a multi-perspective matching model [7] Other draft results based on 

natural language inference have been posted on [blogs.” 

 

 

Figure 15 Results 

 

 

 



48 
 

 

CONCLUSION 

 

Duplicate Predictor is a system that assesses the similarity between two questions by 

examining their observable factors (titles, descriptions, and tags) and their underlying 

factors (topic distributions derived from the question descriptions). It comprises four 

components: title similarity, description similarity, topic similarity, and tag similarity. 

These components are combined using learned weights from training data. The 

performance of Duplicate Predictor was evaluated using a dataset of over two million 

questions from Stack Overflow, with the metric being recall-rate@k. The results 

demonstrated that Duplicate Predictor achieved recall-rate@5, recall-rate@10, and 

recall-rate@20 scores of 42.3%, 53.3%, and 63.8% respectively.  

In comparison to its constituent components, the standard search engine of Stack 

Overflow, and Runeson et al.'s approach for detecting duplicate bug reports, Duplicate 

Predictor showed significant improvement, enhancing the baselines' performance by 

10.2% to 717.9%.  

This research investigates the use of three different deep learning techniques, CNN, 

RNN, and LSTM, for the purpose of detecting duplicate questions on Stack Overflow. 

Word2Vec is employed to generate vector representations of words. Based on 

Word2Vec, CNN, RNN, and LSTM, three deep learning models named WV-CNN, WV-

RNN, and WV-LSTM are developed to identify duplicate questions on Stack Overflow. 

These models effectively capture both the semantic information at the word-level and 

document-level for each pair of questions.  

Through experiments conducted on six different question groups, it is evident that our 

WV-CNN and WV-LSTM approaches outperform the four baseline methods 

significantly. Although it is still not clear why our results differ from the original ones 

because we have different implementions and different datasets, we make a replication 

package public available to enable other researchers to repeat, improve, or refute our 

results.  

Moreover, we observed a performance decrease with the reproduction of those two 

approaches over time, as the number of question increases. Further reproduction studies, 

with different settings, could extend the collected results. A more thorough investigation 

on how to stabilize duplicate question detection as the number of questions increase 

could also be conducted. 
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