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ABSTRACT 
 

 
Photovoltaic (PV) systems have been emerged as promising source of energy. The 

optimal operation of a photovoltaic (PV) system is essential for maximizing power 

extraction from the PV source. To achieve this, a maximum power point tracking 

(MPPT) algorithm is employed in conjunction with a DC-DC converter. However, 

two key challenges arise when using a converter: (1) locating the maximum power 

point (MPP) and (2) ensuring reliable performance of the PV model under varying 

weather conditions. Therefore, the design of the converter plays a crucial role. This 

research focuses on two objectives related to non-isolated boost converters. Firstly, it 

involves determining the values of specific parameters such as input capacitor, output 

capacitor, and inductor. Secondly, it employs state-space modeling with averaging 

techniques to derive governing equations. 

 

Secondly, Identifying the different global peak tracking (GPT) algorithms for tracking 

peak power of PV array along with their comparison. Various MPPT methods have 

certain merits and demerits.  Under non-uniform shading conditions, which involves 

change in environmental conditions like irradiance, many tracking techniques abort to 

track the global peak power (GPP) under partial shading conditions (PSC). Therefore, 

investigations are done under non uniform shading conditions considering 

conventional MPPT techniques compared with the modified MPPT algorithms to 

highlight the performance of different techniques. Simulation results comparing the 

effectiveness of the conventional Particle Swarm Optimization (PSO), Adaptive PSO 

and Hybrid PO-PSO, Modified Hybrid PO & PSO have been done and it indicates that 

algorithms discussed here achieve global peak. A simulation model for 250W and 500 

W maximum power with a practical boost converter along with MPPT controller is 

used for investigation using MATLAB Simulink.
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CHAPTER 1 

 

 INTRODUCTION 
 

 

1.1 Background 
 

Photovoltaic panels are extensively employed in decentralized power 

generation. However, the performance of these systems can be significantly 

affected by partial shading conditions, which can result in decreased energy 

yield and efficiency. This is mainly due to the mismatch between the 

maximum power point and the operating point which varies with shading 

conditions. The PV system characteristics are greatly dependent on the 

environmental conditions[30]. The PV arrays are exposed to shaded 

conditions due to the surroundings such as buildings, tree shade etc. Under 

such circumstances, the P-V characteristics manifest multiple powers [1] due 

to different environmental factors such as shading etc. Different cells in the 

modules work according to different shading patterns. Hierarchy of the PV 

array shown in Fig. 1 presents multiple PV cells forms a module and a 

collection of modules form an Array. The efficiency of a PV device is 

dependent on the spectral distribution of solar radiation upon these cells. 

 

Fig. 1.1. Hierarchy in PV Array  

 Different converter configurations are utilized to link these energy sources 

with the power grid. However, these converters are typically designed for 

operation with a steady voltage source. Consequently, when connected to a 

variable voltage source such as a photovoltaic panel, their performance may 

deviate from the intended behavior. This project revolves the study about the 

investigations done using different algorithms for maximizing power via 
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MPPT coming from Manufacturer specifications typically do not include 

certain details about photovoltaic (PV) panels. 

Firstly, using the dynamic modelling of a practical boost converter model is 

designed for PV panels, with the effects of varying duty cycle are examined 

via frequency response by deriving the transfer functions via SSA. 

Additionally, the impacts of temperature and partial shading on the PV 

panel's output are investigated. Subsequently, a boost converter is 

specifically designed for the PV panel, positioned between the panel and the 

load, to enable control through a maximum power point tracking (MPPT) 

controller. The PV system characteristics are greatly dependent on the 

environmental conditions. The PV arrays are exposed to shaded conditions 

due to the surroundings such as buildings, tree shade etc. Under such 

circumstances, the P-V characteristics manifest multiple powers [1].  To 

solve the issue of partial shading, several maximum power point tracking 

(MPPT) techniques were proposed to track the maximum power from each 

PV module and optimize the energy yield of the system [1]-[8].  

 

Some classic MPPT algorithms, such as the Perturb and Observe (P&O) 

method and Incremental Conductance, cannot distinguish between local 

maximum points and global maximum points. Therefore, it is not possible to 

track the GMPP using conventional methods under conditions of partial 

shading. The hybrid technique proposed in [17] has the advantage of having a 

reduced tracking time, however its main disadvantage is the fact that it needs 

a voltage reference controller. Nevertheless, in order to address the 

challenges posed by traditional algorithms, numerous investigations have 

been conducted to apply MPPT techniques using computational intelligence 

algorithms. These include approaches utilizing fuzzy logic [9], evolutionary 

algorithms [10], particle swarm optimization [11], and the shuffled frog 

jumping algorithm [12]. All these techniques, it concludes global maximum 

power point tracking (GMPPT) is a promising approach that can identify the 

global MPP of the entire PV system, even in the presence of partial shading 

[7]. A comparative analysis of different GMPPT techniques for partial 

shading conditions is presented. The performance of the techniques is 

evaluated under different shading conditions. The comparison is made among 
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the particle swarm optimization (PSO) techniques with the conventional PSO 

[11], modified versions of PSO like hybrid PO-PSO[13] and adaptive 

PSO[8]. The literature contains the conventional PSO and some improved 

versions that are used to track the GMPP in PV systems subjected to partial 

shading [13]-[15]. In [16], it has been seen that the disadvantage of PSO is 

the high tracking time and the large search space. 

 

The simulation results show that the GMPPT techniques outperform the 

conventional MPPT techniques in terms of energy harvest. Specifically, the 

PSO based GMPPT techniques improve the energy harvest of the PV system 

as compared to conventional MPPT techniques.  Therefore, the proposed 

study suggests that GMPPT techniques, particularly the non-linear 

optimization-based algorithm, are promising for designing efficient and cost-

effective PV systems.  
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1.2 PV System 
 

 

 
Fig. 1.2. Generalized diagram of PV system 

 

The solar photovoltaic (PV) system, also known as solar PV, has been 

developed to harness the sun's energy and convert it into electricity using solar 

panels. This technology offers numerous advantages such as environmental 

friendliness, safety, and the generation of clean energy without contributing to 

pollution. Photovoltaic systems are available in different sizes and find 

applications in various areas including solar water heating, ventilation, 

lighting.  

Three main categories of solar PV systems exist: grid-connected, hybrid, and 

off-grid. These systems utilize different techniques to convert the sun's energy 

into solar power and supply electricity to customers. 

1. Grid-connected PV systems: Also known as utility-interactive PV 

systems, these modules use a grid-tied inverter. The PV solar energy is 

converted into AC power through the inverter, reducing overall electricity 

consumption. Grid-connected systems allow for the possibility of feeding 

excess energy back into the grid. 

2. Hybrid PV systems: These modules are an adapted variant of grid-

connected systems and incorporate a battery backup. They are designed to 

work in conjunction with diesel generators, allowing for the conversion of 

energy into AC or DC voltage. Hybrid systems provide the advantage of 

stored energy for use during periods of low sunlight or power outages. 

3. Off-grid PV systems: These systems are suitable for individuals or 

locations where grid connection is not feasible due to geographical 

constraints or high costs. Off-grid systems function independently and 
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incorporate batteries to store excess energy for use when sunlight is 

limited.  

By offering different features and capabilities, these solar PV 

systems cater to various energy needs and address specific requirements 

based on grid availability, backup power requirements, and geographical 

limitations[29]. 

The PV system is showed in Fig. 1.2. The components presented are as 

follows: 

1. PV source: A Source contains PV modules which are formed from stack 

of cells that absorb irradiance. The group of modules stacked either in 

Series or parallel form an Array. On a commercial scale, modules present 

are either Monocrystalline or Polycrystalline. 

2. Power converter: Depending on the specific need, the power converter 

can be configured as DC to AC, DC to DC, AC to DC, and so on. DC – 

AC is used for Grid connection, DC – DC is used for Stepping up or down 

voltage at the output. 

3. MPPT control:  For maximum power point tracking, algorithms are used 

by taking Temperature (T), irradiance (G), Voltage (V) or current (I) as 

inputs. In this thesis, we have taken Current and Voltage as an input which 

is compared with the reference current thus providing a duty cycle which is 

passed to the switch for controlling the output. 

4. Filters: Filters are used in electrical systems to selectively allow or reject 

certain frequencies or frequency ranges in signals. They are designed to 

remove unwanted noise, harmonics, or interference and to ensure the 

integrity and quality of the desired signals. In Solar PV system, DC link 

capacitor is used to store and smooth energy in a DC power system. It acts 

as an energy reservoir, supplying power during transient periods and 

maintaining stable voltage levels in the DC link. 

1.3 MPPT Concept 
 

MPPT is a technique used in PV systems to continuously track and 

operate the solar panels at their maximum power point, ensuring efficient 

energy conversion. Solar panels have a nonlinear voltage-current 

characteristic, and their maximum power point (MPP) varies with 
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changing environmental conditions such as sunlight intensity, temperature, 

and shading. The MPPT algorithm dynamically adjusts the operating point 

of the PV system to extract the maximum available power from the panels 

under varying conditions. 

By employing MPPT, the system operates at the voltage and 

current combination that maximizes the power output. This optimization 

allows for increased energy harvesting and improved overall system 

performance. MPPT algorithms utilize various methods such as perturb 

and observe (P&O), incremental conductance, and hill climbing to 

continuously monitor and adjust the operating voltage or current to track 

the MPP. 

The MPPT algorithm typically measures the PV panel's voltage (V) 

and current (I), and based on these measurements, calculates the power 

output. It then compares the calculated power with the previous value to 

determine the direction to adjust the operating point for reaching the MPP. 

This process is repeated continuously to adapt to changing environmental 

conditions and maintain the PV system's operation at its peak efficiency.  

 

 

 

Fig. 1.3 Schematic for MPPT controller 

 

The algorithm takes inputs such as PV voltage and PV current, 

irradiance and temperature, or a combination of these factors. It produces 

outputs in the form of d, Vpv, or Ipv. 

When implementing direct duty ratio control, the duty ratio that is 

calculated is transmitted to the pulse width modulation (PWM) system to 

generate pulses responsible for controlling the converter. 

To summarize, the MPPT control algorithm can take different inputs 

(V, I) depending on the available parameters, and it produces output in the 

form of duty ratio or reference voltage/current. The generated duty ratio is 
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used for pulse generation in direct duty ratio control, while in voltage or 

current reference control, a PI controller is employed to compare the reference 

values with the PV voltage/current, with the PWM utilizing the PI controller's 

output to generate pulses.  

 

1.4 Main Objective of Research 
 

The main objective of this work includes: 

1. Design and Modelling of the PV System. The design of PV system 

will involve two stages as designing of converter for a specified rating, 

check for its stability in different conduction modes and secondly, 

applying MPPT controller for maximizing output of PV power. 

2. Design and modelling of Boost converter. We will use a practical 

Boost converter for stepping up the voltage level. The converter can 

operate in two different modes of operation with its applicability. The 

study for ideal & practical boost converter will be done by deriving 

Small Signal Analysis model to see the changes of Voltage (V) and 

Current (I) with respect to Duty cycle (d) 

3. MPPT control techniques and Algorithms. After designing of 

converter, we will learn about different MPPT techniques used in PV 

systems. We will shift towards the Global MPPT techniques for non-

uniform shading pattern or partial shading and explore the algorithms 

and its usage. 

4. Investigation via different GMPPT algorithms with MATLAB-

Simulink Implementation. With the help of design parameters that are 

calculated and MPPT control algorithms, output waveforms will be 

obtained and further we will draw a comparison table between our 

studied methods to reach on a conclusion based on our research. The 

study is done on MATLAB-Simulink version 2020a 

 

1.5 Outline of dissertation 
 

The dissertation consists of the following chapters: 

Chapter 1: This chapter will give an outline for the PV system and its 

components. Also, the concept of MPPT along with the step procedure of 
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major objective of our research  

Chapter 2: This chapter includes the literature survey of the project 

“Investigations on Different Global Peak Tracking Algorithms for extracting 

maximum power from Photovoltaic systems”. This chapter gives outline about 

Algorithms which have been used in MPPT for partial shading. 

Chapter 3: This chapter will provide the first work which involve 

designing of boost converter along with its stability analysis by varying duty 

cycle. It includes the modelling via Small Signal Analysis and deriving 

transfer function for ideal & practical converter and finding out its frequency 

response using bode plots and step response. 

Chapter 4: This Chapter will give insights about the MPPT controller 

and different algorithms used in it. Three algorithms which have been 

discussed as Conventional Particle Swarm Optimization (PSO), Adaptive 

Particle Swarm Optimization (APSO) and Lastly Hybrid Perturb and Observe 

combined with PSO. 

Chapter 5: In this chapter, the simulation results will be displayed 

done via MATLAB Simulink will be presented here. The output waveforms 

for Voltage, Power, Duty cycle will be explained here. Also, the comparison 

analysis of all three discussed algorithms will be done form their output 

waveform results.  

Chapter 6: In this chapter, conclusion drawn from our performed 

study will be presented here. The future scope of the work will the challenges 

will be explained there.
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    CHAPTER 2 

 

LITERATURE REVIEW 
 

 
 

2.1 Introduction 
 

The growing need for sustainable energy sources has driven notable 

progress in solar photovoltaic (PV) systems. Optimizing power generation from 

PV systems is essential for effective energy conversion. This review summarizes 

the existing studies on global maximum power point tracking (MPPT) methods 

for solar PV systems and explores the practical application of boost converters in 

these systems 

2.2 Overview Boost Converters in Solar PV Systems: 

 

 
Fig 2.1. Schematic diagram for PV system with converter and MPPT controller 

 

Fig 2.1 shows the Schematic diagram for PV system with converter and 

MPPT controller. Boost converters are extensively employed in solar PV systems 

to effectively convert and regulate the voltage output from solar panels. These 

converters play a vital role in increasing the low-voltage DC output from the 

panels to a higher voltage level suitable for various applications like grid 

connection or battery charging. Here is an overview of boost converters utilized 

in solar PV systems: 

1. Operational Principle: Boost converters consist of key components such as an 
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inductor, diode, switch (typically a MOSFET), and capacitor. During the 

switch's ON state, energy is stored in the inductor by creating a magnetic field. 

When the switch turns off, the stored energy is released, causing the inductor 

voltage to reverse and deliver current to the load through the diode. By 

controlling the switch's duty cycle, the output voltage is regulated. 

2. Voltage Step-Up: Boost converters offer the capability to increase the voltage, 

enabling the output voltage to exceed the input voltage. This is achieved by 

storing energy in the inductor during the switch's ON period (Ton) and 

transferring it to the load during the switch's OFF period (Toff). 

3. Maximum Power Point Tracking (MPPT): Boost converters are frequently 

combined with MPPT algorithms to achieve the highest power extraction from 

solar panels. These algorithms continually monitor the solar panel's maximum 

power point by adapting the duty cycle of the boost converter to align the panel's 

impedance with the load impedance. This guarantees optimal performance of the 

solar panel, enabling it to generate maximum power output. 

4. Efficiency and Non-Idealities: Boost converters in solar PV systems address 

non-idealities such as switching losses, conduction losses, and parasitic elements 

to achieve high conversion efficiency. Techniques like soft switching, 

synchronous rectification, and careful component selection are employed to 

minimize losses and enhance overall system efficiency. 

5. Protection and Safety: Boost converters used in solar PV systems incorporate 

protective measures to safeguard against overvoltage, overcurrent, and short-

circuit conditions. These protective features help prevent damage to system 

components and ensure safe operation. 

Buck and buck-boost converters have their applications in other 

power electronics systems, boost converters are the preferred choice in PV 

systems due to their ability to step up the voltage, compatibility with 

MPPT algorithms, better voltage regulation, higher energy efficiency, and 

alignment with the specific requirements of PV system design. 

Comparison table is drawn in table I for disadvantages.  

 

 

 

 

 



11 
 

 

TABLE I. COMPARISION OF VARIOUS DC-DC CONVERTERS [28] 

 

CONVERTER OUTPUT DISADVANTAGE 

 

 

Buck 

 

 
Vo = DVI 

 

Discontinuous input 

current, high input 

voltage ripple, high 

stress 

across device. 

 

 

Boost 

 

Vo =
Vi

(1-D)
 

 

Discontinuous output 

current, high ripple in 

input voltage, high 

stress 

across device. 

 

 

Buck-Boost 

 

Vo =
DVi

(1-D)
 

 

High ripple in input 

voltage, high stress 

across device, 

negative 

output voltage 

 

*Vo = Output Voltage, Vi = Input Voltage,  D = Duty Ratio 

2.3 Overview of Solar PV with mismatching conditions 

2.3.1 Uniform shading conditions  

 

Fig 2.2. Generalized model of PV cell 

In a uniform condition, when all the modules in a photovoltaic (PV) 

system are interconnected in series, they demonstrate identical electrical 

characteristics. The configuration depicted in Figure 2.2 illustrates a 

system composed of Nss modules connected in series and Npp strings 

connected in parallel. Therefore, the equation representing the system can 

be adjusted accordingly. Equation of current I can be written as (2.1). 

Solving the value of I in (2.2), we can obtain the I -V characteristics for the 
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PV module. The 3 points in the curve such as Maximum power point 

(mpp), Open circuit Voltage (Voc) and Short circuit Current (Isc) are 

defined. At OCV, V = Voc and I = 0. Whereas at SCC, V = 0 and I = Isc. 

At Mpp, maximum power can be drawn from PV module. Plots for P – V 

and I -V can be seen in figure 2.3 (a) and 2.3 (b). 

𝐼 = 𝐼𝑝ℎ 𝑁𝑝𝑝 −  𝐼𝑟 𝑁𝑝𝑝{𝑒𝑥𝑝 (
𝑞(𝑉 − 𝐼𝑅𝑠

𝑁𝑠𝑠

𝑁𝑝𝑝
)

𝑎𝑘𝑇𝑁𝑠 𝑁𝑠𝑠
)  −  1}  −  

𝑉 − 𝐼𝑅𝑠
𝑁𝑠𝑠

𝑁𝑝𝑝

𝑅𝑝
𝑁𝑠𝑠

𝑁𝑝𝑝

         (2.1) 

         𝐼 = 𝐼𝑝ℎ −  𝐼𝑟 {𝑒𝑥𝑝 (
𝑞(𝑉 − 𝐼𝑅𝑠)

𝑎𝑘𝑇𝑁𝑠
)  −  1}  − 

𝑉 − 𝐼𝑅𝑠

𝑅𝑝
         (2.2) 

 

   

                                                                                             
Figure 2.3(a) I – V characteristics, 2.2(b) P -V characteristics of PV module  

  

In equation 2.2, The output voltage (V) of the PV module and the output current 

(I) of the PV module are denoted by V and I, respectively, while k represents the 

Boltzmann constant and q represents the charge of an electron. 

 

2.3.2 Mismatching conditions 
 

Mismatching conditions in solar PV systems occur when the 

electrical characteristics of the photovoltaic modules are not uniform or 
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well-matched. These conditions can arise from various factors such as 

manufacturing variations, aging differences, shading, soiling, or module 

damage [10]. The presence of mismatched modules can have significant 

consequences for the performance and power output of the solar PV 

system. In a series-connected configuration, the weakest module sets the 

limit for current flow, reducing the overall system performance. In a 

parallel-connected configuration, voltage differences among the modules 

lead to imbalanced currents and decreased power output. 

To address mismatching conditions, a new approach has been 

discussed in [11]. These include carefully selecting and grouping modules 

with similar characteristics, performing regular maintenance to minimize 

shading and soiling, and utilizing bypass diodes to mitigate shading 

effects. Advanced techniques like maximum power point tracking (MPPT) 

algorithms can optimize power output by continuously adjusting the 

operating point of each module based on its characteristics. Addressing 

mismatching conditions is crucial for maximizing the efficiency and 

reliability of solar PV systems.  

 

2.4 MPPT concept and types 
 

The ability to extract the maximum power from a PV source is 

influenced by various factors, including irradiance (G), temperature (T). 

The concept of maximum power point tracking (MPPT) aims to align the 

operating point of the PV array with the power converter to achieve 

maximum power output. To achieve this, the effective resistance of the PV 

module is adjusted to match the resistance at the maximum power point 

[12]. However, due to changing environmental conditions and nonlinear 

characteristics, tracking the MPP presents challenges. 

The I-V characteristics of a photovoltaic (PV) system demonstrate 

a maximum power point tracking under uniform irradiance conditions. 

However, this optimal point varies with changes in G and T, requiring the 

development of maximum power point tracking (MPPT) algorithms 

capable of accurately capturing the maximum power under diverse 

atmospheric conditions [27]. In situations where mismatching conditions 

occur, resulting in multiple peaks in the P-V curve, different methods have 
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been proposed to effectively track the maximum power. These methods 

vary in terms of their flexibility, cost, speed, and complexity of 

implementation. A proficient MPPT algorithm should demonstrate high 

precision, quick tracking speed, low complexity, minimal sensor 

dependencies, the capability to track the global peak with minimized 

oscillations. 

Various MPPT algorithms have been discussed for tracking 

Maximum Power such as Perturb and Observe [13] where step size is 

considered for tracking time. Larger the step size, less time will be taken 

to track. A Table II is drawn for conclusion for change in perturbation 

with respect to change in power 

TABLE II. PERTUBATION TABLE FOR P &O 

 

Perturbation(old) ∆P Perturbation(new) 

+ve +ve -ve 

+ve -ve +ve 

-ve +ve +ve 

-ve -ve -ve 

 

Incremental conductance involves the study the slope on PV curve at 

MPP point. 

dP

dV
 =  0 ;  𝐴𝑡 𝑀𝑃𝑃           (2.3) 

dP

dV
 >  0 ;  𝐴𝑡 Right of 𝑀𝑃𝑃         (2.4) 

dP

dV
 <  0 ;  𝐴𝑡 Left of 𝑀𝑃𝑃          (2.5) 

dP

dV
 =

d(IV)

dV
= I + V

dI

dV
≅  I + V

∆P

∆V
     = 0        (2.6) 

In [14], Incremental conductance with sliding mode control have been 

discussed which comes under the perturbation techniques. Methods such 

as Artificial Techniques which involves Artificial Neural Network [15] 

and Fuzzy logic [16][17] are more AI based which has faster tracking 

speed, higher accuracy but has higher complexity. For populated search 

space, Particle Swarm Optimization is preferred, where a collection of 

particles, also referred to as individuals, is utilized. Each particle 

represents a candidate solution. The particles mimic the success of their 
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neighboring particles while aiming to achieve their own success. The 

movement of each particle is guided by the performance of the most 

successful particle in the entire system. Additionally, the particle's 

position is established according to the optimal solution found by that 

particular particle. This calculation is carried out according to the equation 

(2.7). 

𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘 + 𝑣𝑖
𝑘+1         (2.7) 

The velocity component, represented by vi, indicates the step size. 

Equation (2.8) provides the expression for calculating this velocity 

component 

  𝑣𝑖
𝑘+1 = 𝑤𝑣𝑖

𝑘+1 + 𝑐1𝑟1{𝑃𝑏𝑒𝑠𝑡,𝑖  −  𝑥𝑖
𝑘}  −  𝑐2𝑟2{𝐺𝑏𝑒𝑠𝑡, −  𝑥𝑖

𝑘}    (2.8) 

The acceleration coefficients, c1 and c2, along with the inertia weight, 

w, play a crucial role in this algorithm. Random numbers, r1 and r2, within 

the range of 0 and 1, are utilized in the calculations. The personal best of 

each particle, Pbest,i and the best particle in the entire system, Gbest,i 

contribute to the determination of particle positions. A smaller value of w 

amplifies the particle's ability to explore local solutions, whereas a larger 

value of w accelerates the search for global solutions. 

 In a study mentioned in [18], an improved PSO algorithm is proposed 

that incorporates an exponential parameter control technique is employed 

to improve the performance of the traditional PSO algorithm. Another 

research [19] introduces a PSO algorithm that integrates a window-based 

search technique, which aims to minimize the search space and improve 

the convergence speed of the algorithm. Moreover, it addresses power 

oscillations during the transient phase. The paper also presents an 

algorithm specifically designed to distinguish between uniform and 

mismatching conditions in a solar PV system. 

2.5 Conclusion 
 

The study done for the PV system connected with a boost converter 

with the application of different MPPT technique studied are presented in 

this chapter is presented in “Investigation of various Global peak tracking 

algorithms” in detail. The literature review is studied to analyze design of 

boost converter along with the studies done on various tracking algorithms 
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their advantages and disadvantages. Among various MPPT techniques 

discussed, PSO provides fastest tracking time and is more suitable for 

global peak tracking for non-uniform shading. In the next chapters, design 

of boost converter with its modelling along with 3 Global peak tracking 

techniques along with conventional P&O are discussed. 
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CHAPTER 3 

 

DESIGN OF SOLAR PV AND BOOST CONVERTER 

 

 
3.1 Introduction 

 

In this chapter, study of Solar PV characteristics and its current 

equations are been presented along with the characteristics of effect of 

changes in environmental variations. Further, the Design of Boost 

converter modes have been studied. Modelling of practical boost converter 

using Small Signal modelling and the effect of change in duty ratio on 

current and voltage have been discussed using Frequency Response 

Analysis. The values for the components of boost converter are evaluated 

for different duty cycles and   final value are decided from the conclusion 

based on the values obtained. 

 

3.2 Modeling of Solar PV  
 

The modelling of solar PV systems is a critical aspect that involves 

creating mathematical and computational models to understand how these 

systems behave, perform, and interact with their environment [10]. These 

models capture the electrical, thermal, and optical characteristics of the 

system, enabling analysis, design, and optimization. 

 

Fig 3.1. Electrical Model of Solar PV 

Solar PV system modelling includes various components such as the 

PV array, power electronics, energy storage, and control systems. 

Mathematical equations are used to represent the PV array, considering 

factors like irradiance and temperature, series and parallel connections, 

and shading effects. Power electronics components like inverters and 
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converters are also modelled to understand their electrical behaviour and 

control mechanisms. The work utilized the equivalent circuit presented in 

[5] that is depicted in Fig. 3.1. A model of PV array consisting a 

dependent current source Iph which depends on irradiance, anti-parallel 

diode, MOSEFT switch with a body diode, input and output capacitor, 

inductor and resistor load as shown in figure 3.1.  

The equation for the PV current can be represented as,  

𝐼 = 𝐼𝑝ℎ – 𝐼𝑠  (𝑒𝑥𝑝
𝑞(𝑉+𝑅𝑠𝐼)

𝑎𝐾𝑇𝑁𝑠
− 1) −

(𝑉+𝐼𝑅𝑠)

𝑅𝑠
                  (3.1) 

Where Iph (3.1) is defined as [2], 

𝐼𝑝ℎ = (𝐼𝑠𝑐 + 𝐾𝑖(𝑇 –  298.5))
𝐺

1000
        (3.2) 

And, Is (3.3) is written as [2], 

𝐼𝑠 =
𝐼𝑠𝑐 + 𝐾𝑖(𝑇−298.15)

𝑒𝑥𝑝(𝑞((𝑉𝑜𝑐+𝐾𝑣(𝑇−298.15))/𝑎𝐾𝑇𝑁𝑠))−1
      (3.3) 

The changes in environment factors can alter the power characteristics. 

`These factors can be as follows: 

A) Effect of Solar Irradiation 

 

Fig 3.2. Effect of Solar irradiation on I - V and P – V curve 

  Figure 3.2 shows the Effect of Solar irradiation on I - V and P – V 

curve. The I -V curve, which illustrates the electrical behaviour of the PV 

module under various conditions, is directly affected by changes in solar 

irradiation levels. As solar irradiation intensifies, more photons interact 
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with the PV module, leading to an increased generation of electron-hole 

pairs within the semiconductor material. This results in a higher 

photocurrent flowing through the PV module. Consequently, the I - V 

curve shifts upward, indicating a rise in the current output of the PV 

system. Moreover, solar irradiation also impacts the open-circuit voltage 

(Voc) and the maximum power point voltage (Vmpp) of the PV system. Voc 

represents the voltage across the PV module when no current is present 

and is influenced by the energy of the incident photons. With higher solar 

irradiation, more energetic photons are absorbed, leading to an increase in 

Voc. Similarly, Vmpp, which represents the voltage at which the PV system 

operates at maximum power output, is also influenced by solar irradiation. 

As the incident irradiation increases, the Vmpp of the I - V curve shifts 

towards higher voltages, indicating an elevation in the optimal operating 

point of the PV system. A small change in irradiation pattern can bring 

around 2-5V difference in voltage and consequently current changes. 

B) Effect of Temperature Variation 

 

 

Fig 3.3. Effect of Temperature variation on I - V and P – V curve 

Fig 3.3 represents I -V and P – V curve under change in Temperature. 

Changes in temperature can significantly impact the electrical 

performance and efficiency of PV modules. The effect of temperature 

variation is particularly evident in the current output of the PV system. As 
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temperature rises, the internal resistance of the PV module tends to 

decrease, resulting in an increase in current. Conversely, as temperature 

drops, the internal resistance increases, leading to a decrease in current. 

This behaviour is clearly observed in the IV curve, where current 

decreases with rising temperature and increases with decreasing 

temperature. 

Temperature variation also affects the voltage characteristics of the 

PV system, specifically the open-circuit voltage (Voc). Voc shows an 

inverse relationship with temperature, decreasing as temperature rises and 

increasing as temperature drops. This phenomenon is reflected in the I - V 

curve, where voltage decreases with increasing temperature and increases 

with decreasing temperature. 

Additionally, temperature fluctuations have an impact on the 

maximum power point (MPP) of the PV system. The MPP represents the 

voltage and current combination at which the PV system operates with 

maximum power output. With increasing temperature, the MPP voltage 

tends to decrease, resulting in a lower power output. Conversely, 

decreasing temperature leads to an increase in MPP voltage and higher 

power output. These variations are depicted in the PV curve, where the 

MPP voltage shifts downward with rising temperature and upward with 

decreasing temperature 

C) Effect of Partial Shading 
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Fig 3.4. a) P – V plot b) I -V plot for solar PV due to partial shading 

Fig 3.4 (a), (b) shows P – V and I – V characteristics of Solar PV in 

case of partial shading Partial shading has a notable impact on the 

operation of solar photovoltaic (PV) systems. When certain sections of a 

PV module or array are shaded, it creates an uneven distribution of 

sunlight across the system. This shading can be caused by factors like 

nearby buildings, trees, or other obstructions. The consequences of partial 

shading on a solar PV system are twofold. Firstly, it results in a decrease in 

the amount of solar irradiation reaching the shaded areas. As a result, the 

shaded PV cells or modules receive less sunlight and generate less 

electricity, leading to a reduction in the overall power output of the system. 

Secondly, partial shading can create a mismatch in operating conditions 

between shaded and unshaded cells or modules within the PV array.  This 

mismatch causes a phenomenon known as the "partial shading effect" or 

"multiple peaks effect." Instead of the typical single peak associated with 

uniform illumination, the IV curve of the system exhibits multiple peaks. 

Partial shading has a considerable role in determining the output power. 

When irradiation received on a PV panel i.e. shaded cells is different to 

irradiation received on the unshaded cells, then Iunshaded > Ishaded.  Then, this 

mismatch turns shaded cells to act as a sink. This power loss in the shaded 

cells leads to hot spot effect [6]. In order to bridle the issue, bypass diodes 

are connected in anti-parallel with PV sub-module. To simulate the effect 

of shading, the string having four modules in series along with bypass 

diode in parallel is considered. Under uniform irradiation, the bypass 
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diodes do not operate as it is reverse biased. Bypass diode gets forward 

biased under partial shading conditions and irradiated cells will engage in 

generating power [2].  

The partial shading effect causes a complex behavior in the IV curve, 

where different local maximum power points (MPPs) exist. Traditional 

maximum power point tracking (MPPT) algorithms may struggle to 

accurately track the global MPP due to the presence of shaded and 

unshaded areas operating at different voltage levels.  

 

3.3 Modelling of Ideal Boost converter 
 

The modeling of a boost converter is an essential step in understanding 

its behavior and characteristics. By developing accurate mathematical 

equations and circuit models, engineers can gain valuable insights into the 

converter's performance under different conditions. The process begins 

with assuming ideal conditions, where all components and switching 

operations are considered perfect. However, practical considerations are 

also taken into account by incorporating non-idealities such as resistances, 

voltage drops, and switching losses. These non-idealities have a significant 

impact on the converter's efficiency and overall performance. By 

simulating the boost converter using tools like SPICE or 

MATLAB/Simulink, engineers can assess its behavior, analyze the effects 

of non-idealities, and optimize its design.  The small signal analysis is used 

to derive the transfer functions of the boost converter as follows: 

   

Fig 3.5. Schematic diagram of ideal boost converter with Input and Output capacitor 

 

Mode 1: the switch S1 is turned ON. Source Vpv is attached to the 

circuit with switch closed and Ipv current flows. During this mode the energy 

is stored in the inductance L, and the Ipv current gradually increases. The 

diode S2 is in OFF state. Two voltages, namely the source voltage and 
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inductor voltage, will be present at the output. Additionally, there will be 

additional voltages on the output side. Similarly, as the current flows through 

the capacitor, it results in the charging of the capacitor. Therefore, the 

modeling can be accomplished using the concept of state space modeling. The 

first step involves formulating the equations that describe the system's 

behavior, considering variables such as the inductor current (iL) and the 

photovoltaic voltage (Vpv). These equations capture the dynamics and 

relationships within the system. Subsequently, the averaging of these equations 

is performed, and the transfer function for the control parameters, namely the 

duty cycle (d) and photovoltaic voltages (VPV), is derived. In this study, the 

state variables iL and VPV are utilized, and VPV is identified as the output 

variable. Fig 3.6 shows the Boost converter in ON state. 

 

Fig 3.6. Schematic diagram of ideal boost converter in ON state 

The State Space modelling is done as the inductor equation in written 

as, 

iL =  iPV - iCi   (3.4) 

Ci =
dVpv

dt
=  -  

Vpv

Rpv
 - iL  (3.5) 

The -ve sig represents that the load is a source and Ri is the source 

Resistance. 

VPV =  -  
VPV

CiRpv
-  

iL

Ci
   (3.6) 

L
diL

dt
 =  VPV (From KVL)  (3.7) 

iL =
1

L
VPV    (3.8) 

𝑖𝐿̇

𝑣𝑝𝑣̇
 = [

0
1

𝐿

−
1

𝐶𝑖
−

1

𝐶𝑖𝑅pv

] [
𝑖𝐿

𝑣𝑃𝑉
]  +  [

0
0

] 𝑣𝑜 (3.9) 
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 Mode 2: When the switch is turned off, the current changes its path 

to flow through the diode. This causes a reverse current to flow in the 

inductor, resulting in the presence of two currents: Ipv and Ici. At this 

point, the inductor current (iL) can follow two different routes. One 

portion of the current (ico) passes through the output capacitor (co), while 

the remaining portion (Io) flows through the load resistor (RL) as 

illustrated in Figure 3.7 

 

Fig 3.7. Schematic diagram of ideal boost converter in OFF state 

. 𝑖𝐿 =  𝑖𝑃𝑉  +  𝑖𝐶𝑖    (3.10) 

𝑑𝑉𝑝𝑣

𝑑𝑡
=  − 

𝑉𝑝𝑣

𝐶𝑖𝑅pv
 −  

𝑉𝑃𝑉

𝐶𝑖𝑅pv
  (3.11) 

The -ve sig represents that the load is a source and Ri is the source 

Resistance. 

𝑉𝑃𝑉 =  − 
𝑉𝑃𝑉

𝐶𝑖𝑅pv
− 

𝑖𝐿

𝐶𝑖
  (3.12) 

𝐿
𝑑𝑖𝐿

𝑑𝑡
 =  𝑉𝑃𝑉  −  𝑉𝑜 (From KVL) (3.13) 

𝑖𝐿 =
1

𝐿
𝑉𝑃𝑉  −  

𝑉𝑜

𝐿
   (3.14) 

From equations (3.13) and (3.14) 

𝑖𝐿̇

𝑣𝑝𝑣̇
 = [

0
1

𝐿

−
1

𝐶𝑖
−

1

𝐶𝑖𝑅pv

] [
𝑖𝐿

𝑣𝑃𝑉
]  +  [

−
1

𝐿

0
] 𝑣𝑜 (3.15) 

A̅  =  A1d +  A2(1-d)    (3.16) 

𝐴̅  =  [
0

1

𝐿

−
1

𝐶𝑖
−

1

𝐶𝑖𝑅pv

] 𝑑 +  [
0

1

𝐿

−
1

𝐶𝑖
−

1

𝐶𝑖𝑅pv

] (1 − 𝑑)

 (3.17) 
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𝐴̅  =  [
0

1

𝐿

−
1

𝐶𝑖
−

1

𝐶𝑖𝑅pv

]    (3.18) 

Similarly, to calculate B matrix 

B̅  =  B1d +  B2(1-d) ̀    (3.19) 

B̅  =  [
0
0

] d +  [
-

1

L

0
] (1-d)   (3.20) 

𝑖𝐿̇

𝑣𝑝𝑣̇
 = [

0
1

𝐿

−
1

𝐶𝑖
−

1

𝐶𝑖𝑅pv

] [
𝑖𝐿

𝑣𝑃𝑉
]  +  [−

−(1−𝑑)

𝐿

0
] 𝑣𝑜

 (3.21) 

(3.20) and (3.21) can be written as, 

𝑖𝐿̇ =
1

𝐿
𝑉𝑃𝑉  −  

(1−𝑑)

𝐿
𝑉𝑜  (3.22) 

𝑣𝑝𝑣̇ = −
1

𝐶𝑖
𝑖𝐿  −  

1

𝐶𝑖𝑅pv
𝑉𝑝𝑣  (3.23) 

Introducing state variables,  

𝑖𝐿 =  𝐼𝐿 + 𝑖𝐿̂, 𝑣𝑜 =  𝑉𝑜 + 𝑣𝑜̂, 𝑑 =  𝐷 + 𝑑̂, 𝑣𝑝𝑣 =  𝑉𝑝𝑣 + 𝑣𝑝𝑣̂ (3.24) 

𝐿
𝑑𝑖𝐿

𝑑𝑡
 =  𝑉𝑃𝑉  − (1 − 𝑑)𝑉𝑜  (3.25) 

𝐿
𝑑𝐼𝐿+𝑖𝐿̂

𝑑𝑡
 =  (𝑉𝑝𝑣 + 𝑣𝑝𝑣̂)  − (1 − (𝐷 − 𝑑)) (𝑉𝑜 + 𝑣𝑝𝑣)̂  (3.26) 

By equating the DC and AC quantities and focusing on AC quantities 

while disregarding second-order quantities, the analysis can be 

continued. 

𝐿
𝑑𝑖𝐿̂

𝑑𝑡
 =  𝑣𝑃𝑉̂  −  𝑑̂𝑉𝑜 − 𝐷𝑣𝑂̂     (3.27) 

Since, (1-D) vô= 0; 

𝐿
𝑑𝑖𝐿̂

𝑑𝑡
 =   𝑣𝑃𝑉̂  −  𝑑̂𝑉𝑜                         (3.28)  

𝑖𝐿̂̇ =
𝑣𝑝𝑣̂(𝑠)

𝑠𝐿
 +  

𝑑̂(𝑠)

𝑠𝐿
𝑉𝑜                       (3.29) 

  From equation 3.30   

𝑐𝑖
𝑑𝑉𝑝𝑣+𝑣𝑝𝑣̂

𝑑𝑡
 =  −(𝑉𝑝𝑣 + 𝑣𝑝𝑣̂)

1

𝑅pv
 − (𝐼𝐿 −  𝑖𝐿)̂          (3.30)     

𝑐𝑖
𝑑𝑣𝑝𝑣̂

𝑑𝑡
 =  −𝑣𝑝𝑣̂

1

𝑅pv
 −  ( 𝑖𝐿)̂                (3.31)   

Taking Laplace on both sides in 3.31, we get 

 s𝑐𝑖𝑣𝑝𝑣̂  =  −𝑣𝑝𝑣̂(𝑠)
1

𝑅pv
 −  ( 𝑖𝐿)̂               (3.32)  
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Finally we get our transfer function as (
𝑣𝑝𝑣̂

𝑑
), control duty cycle (d) to 

Photovoltaic voltage (𝑣𝑃𝑉) 

    
𝑣𝑝𝑣̂

𝑑
 =  

𝑉𝑜

𝑠2𝐿𝐶𝑖+
𝑠𝐿

𝑅pv
+1

             (3.33) 

 By Substituting vpv in equation 3.29 from 3.32, we get transfer function 

as (
𝑖𝑝𝑣̂

𝑑
), control duty cycle (d) to Photovoltaic Current (𝑖𝑝𝑣) 

𝑖𝑝𝑣̂

𝑑
 =  

𝑉𝑜(𝑠𝐶𝑖+
1

𝑅pv
)

𝑠2𝐿𝐶𝑖+
𝑠𝐿

𝑅pv
+1

             (3.34) 

 Also, we know, 

     𝑅pv = (1 − 𝐷)2 𝑅𝐿   (3.35) 

 The value of transfer function in equation (3.33) and (3.34) is calculated 

for different duty cycle d at 0.3, 0.4, 0.5, 0.6 respectively to arrive at the 

point to check the stability of the converter i.e. up to what value of d can 

converter remain stable. 

A) At d=0.3 

 

B) At d=0.4 
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C) At d=0.5 

 

D) At d=0.6 

 

E) At d=0.7 
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Fig 3.8. Bode plots for 
𝑣𝑝𝑣̂

𝑑
, 

𝑖𝑝𝑣̂

𝑑
 for a) 0.3, b) 0.4, c) 0.5, d) 0.6, e) 0.7 

Finally, we obtain the transfer function for Frequency response 

analysis to check for stability. Conventionally, we can also approach 

towards the Circuit Averaging method shown in fig 3.8 to derive the 

transfer functions as addition of components like ESR of inductance and 

Capacitance is easy for derivation purpose and we can get solutions for 

different transfer functions. So, fir the Ideal Boost converter scenario, 

Small Signal Transfer Functions are derived from the circuit model as 

shown in Fig 3.9 

 

Fig 3.9 Circuit Diagram for Boost converter using Circuit Averaging 

Here R = RL, C= Co from previous derivation. Dependent sources 

are removed in DC analysis; Hence, we can calculate 𝐺𝑣𝑑 i.e. control duty 

to output transfer function as  

𝐺𝑣𝑑 =   
𝑣𝑜̂

𝑑̂
|

𝑣𝑝𝑣̂=0,𝑖𝑜̂=0
=  

1

𝐷′
𝑥

R

(1+𝑠𝑅𝐶)

[
𝑠𝐿

𝐷′+
𝑅

(1+𝑠𝑅𝐶)
]

𝑥 {𝑉𝑜 −
𝐼𝐿

𝐷′
𝑠𝐿} (3.36) 

𝐺𝑣𝑑 =  
𝑉pv{1−

𝑠𝐿

𝑅𝐷′2}

[
𝑠𝐿

𝑅
+𝐷′2+𝑠2𝐿𝐶]

              (3.37) 

Equation (3.37) has 2 poles and it is LOAD dependent and one 

zero lies on right half of the s -plane. Frequency analysis response for 
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𝐺𝑣𝑑is shown in Fig 3.10  

 

Fig 3.10 Bode plot and time response analysis for Gvd(s) 

Similarly, for 𝐺𝑣g, We can calculate its Transfer function as,  

𝐺𝑣𝑔 =   
𝑣𝑜̂

𝑣𝑝𝑣̂
|

𝑑̂=0,𝑖𝑜̂=0

=  
1

𝐷′

𝑅

(1+𝑠𝑅𝐶)

[
𝑠𝐿

𝐷′+
𝑅

(1+𝑠𝑅𝐶)
]
            (3.38) 

Equation (3.38) can be finally written as, 

𝐺𝑣g =
𝐷′2

[
𝑠𝐿

𝑅
+𝐷′2+𝑠2𝐿𝐶]

                       (3.39) 

Frequency analysis response for 𝐺𝑣g for d =0.5 is shown as in Fig 3.11

          

  



30  

 

Fig 3.11 Bode plot and time response analysis for Gvg(s) 

 By analyzing the Bode plot, all the poles and zeros of the transfer 

function are located in the left half-plane of the complex plane, it signifies 

the stability of the system. This implies that the boost converter will 

demonstrate stable and consistent performance across various duty cycle 

values. Conversely, for any poles or zeros are situated in the right half of 

the Bode plot, it indicates the possibility of instability in the boost 

converter. Unstable behaviour can result in oscillations, excessive ripple, 

or even failure of the system. So, for different values of duty ration the 

system is found to be stable. 

3.4 Modelling of Practical Boost converter 

The practical boost converter consists of key elements working in 

tandem to accomplish the voltage boosting process. The PV panels, as the 

primary energy source, generate DC voltage when exposed to sunlight.  the 

ESR of capacitors and inductors is an important parameter to consider in 

practical boost converters for solar PV systems.  

rsw

L
Rpv

Vpv

D

pulse
S1 RL

Co

RdVdd

rco

Ici

ipv

isw

idd

io

ic

 

Fig 3.12 Schematic diagram of Practical Boost converter with ESR 

 

Fig 3.12 shows the diagram of practical boost converter. By 
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accounting for the ESR, designers can ensure optimal performance, 

reduced power losses, and stable operation of the converter. An inductor is 

incorporated with an ESR (Equivalent Series Resistance) to store energy 

during the ON state of the switch and release it during the OFF state, 

regulating current flow and smoothing voltage ripples. ESR of the inductor 

influences the current ripple and the converter's ability to maintain a 

smooth and regulated output voltage.  The switch, commonly a power 

MOSFET or an IGBT, controls the current flow within the boost converter 

by rapidly switching ON and OFF, thus managing energy transfer from 

input to output. A diode acts as a one-way valve, enabling current flow in a 

single direction and providing a path for the inductor current during the 

switch's OFF state. A capacitor with a ESR value, connected in parallel to 

the load, aids in stabilizing and filtering the output voltage, ensuring a 

consistent and steady DC voltage.  

During operation, the switch allows energy storage in the inductor 

and current flow through the PV panels when ON. When OFF, the 

inductor's stored energy is transferred to the output through the diode, 

resulting in an increased output voltage surpassing the input voltage. The 

small signal modelling is performed just same as for the Ideal boost 

converter. Similarly, for the practical Boost converter, the transfer function 

can be derived as  

𝐺𝑣𝑑 =   
𝑣𝑜̂

𝑑̂
|

𝑣𝑝𝑣̂=0,𝑖𝑜̂=0
    (3.40) 

𝐺𝑣𝑑 =  
(1+sCorco)(1-D)

s2LCx+sCOCXRX+RLL+COrco(1-D)2+RLRx+(1-D)2  (3.41) 
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Fig 3.13 Bode and Time response plot for Gvg(s) at d =0.5 

Similarly, 𝐺𝑣g(s) is derived, and transfer function is as follows 

𝐺𝑣𝑔 =   
𝑣𝑜̂

𝑣𝑝𝑣̂
|

𝑑̂=0,𝑖𝑜̂=0

   (3.42) 

𝐺𝑣𝑔 =  
(1+𝑠𝐶𝑜𝑟𝑐𝑜)(1−𝐷)(−𝐼𝐿)(𝑟𝑠𝑤−𝑅𝑑)+𝑉𝑑𝑑+𝑉𝑜−

𝐼𝐿(𝑠𝐿+𝑅𝑥)

(1−𝐷)

𝑠2𝐿𝐶𝑥+𝑠𝐶𝑂𝐶𝑋𝑅𝑋+𝑅𝐿𝐿+𝐶𝑂𝑟𝑐𝑜(1−𝐷)2+𝑅𝐿𝑅𝑥+(1−𝐷)2
  (3.43) 

Where, 

𝑉𝑜 =
𝑉𝑝𝑣−𝑉𝑑𝑑(1−𝐷)2

𝑅𝐿𝑅𝑥+(1−𝐷)2
     (3.44) 

           𝐼𝐿 =
𝑉𝑝𝑣−𝑉𝑑𝑑(1−𝐷)𝑅𝐿

𝑅𝐿𝑅𝑥+(1−𝐷)2
    (3.45) 

𝑅𝑥 =  𝐷(𝑟𝑠𝑤 − 𝑅𝐷) + 𝑅𝐿 + 𝑅𝐷  (3.46) 

𝐶𝑥 =  𝐶𝑜(1 + 𝑅𝐿𝑟𝐶𝑂)    (3.47) 
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Fig 3.14 Bode plot for Gvd(s) at d =0.5 

The following Results shown above shows that the Frequency and Time 

response for the transfer function at d=0.5 is plotted. The bode plots shows 

that PM and GM are positive, hence the system is stable for d=0.5. In our 

previous investigations in Ideal case, we have drawn a conclusion that above 

d = 0.8, system goes into instability and gain drastically increases. Thus, it can 

be concluded for the system to perform efficiently, the voltage gain should be 

low in case of practical converter as shown in [28]. For small duty ratio, the 

converter works efficiently giving maximum performance with minimum 

losses.  

3.5 Boost converter parameter calculation for solar PV 

The DC/DC boost converter [3] requires four components for its 

operation: inductor, electronic switch like MOSFET or IGBT, a diode, 

output capacitor, and an input capacitor. In general, the converter can be 
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employed in the two modes. One known to be as Discontinuous Conduction 

Mode (DCM), responsible for low power operation and other as Continuous 

Conduction Mode (CCM) responsible for efficient power conversion. These 

modes depend on its switching period and energy storing capacity. 

However, for safe operation, it is generally recommended to operate boost 

converter in CCM mode only. 

1. Selection of Inductor value 

The large value of inductance increases the time constant while with the 

small value of inductance the converter goes into DCM. The boost inductor 

value is optimized to operate converter in the required range where we 

arrive at the concept of critical inductance [9].  

                                     𝐿𝑚𝑖𝑛 ≥  
𝑅∗(1−𝐷)2∗𝐷

2∗𝑓𝑠
                                    (3.48) 

From (1), Lmin is defined as the minimum amount of inductance required 

to keep a continuous current. It plays a vital role in determining the 

performance of a converter. If L>Lmin, then the converter operates in CCM, 

else it operates in DCM.  fs is the converter switching frequency. The value 

of the inductor computed is 3mH and its ESR is considered as 0.003 ohms. 

2. Selection of Input Capacitor 

To minimize the ripple in PV voltage, an input capacitor [6] is used to 

deliver current to the inductor with reduced ripple. The input current to 

capacitor is greater than zero, so the blue area in Fig. 3.15 is used to 

calculate the input capacitor value. 

 
 

Fig   3.15.  Current waveform of Cin 
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The PV voltage is given by (3.12). 

    ICin =  Cin
∆V

∆t
    (3.49) 

From (3.49), (3.50) is obtained, 

∆𝑉 =  𝐼𝑖𝑛
∆𝑡

𝐶𝑖𝑛
    (3.50) 

 From Fig.3.12.  ∆𝑉 is calculated using (3.50). 

     ∆𝑉 =  
∆𝐼𝐿

8∗𝑓𝑠∗𝐶𝑖𝑛
    (3.51) 

 

     𝐶𝑖𝑛  =  
∆𝐼𝐿

8∗𝑓𝑠∗∆𝑉
    (3.52) 

     The current in the ripple inductor is defined as [9]: 

     ∆𝐼𝐿  =  
𝑉∗𝐷

𝑓𝑠∗𝐿
    (3.53) 

 Substituting (3.53) in (3.52), (3.54) is obtained. 

     𝐶𝑖𝑛  =  
𝑉∗𝐷

8∗𝑓𝑠
2∗𝐿∗∆𝑉

   (3.54) 

  

where, Cin is input capacitance, V is PV voltage, fs is the switching frequency 

of the converter, D is the duty ratio and L is the inductance. The value of Cin is 

calculated by (3.54), where ΔV is considered as 1% of input voltage. Hence, 

(3.54) can be written as in (3.55). 

            𝐶𝑖𝑛 ≥  
𝐷

8∗𝑓𝑠
2∗𝐿∗0.01

                                      (3.55)                                                          

3. Calculation of Output Capacitance 

         The value is chosen from ripples present in output voltage [9]. 

During the turn-on time, the output current can be written as is given by (3.56). 

     𝐼𝑜 = 𝐶𝑜
∆𝑉

𝑇𝑂𝑁
    (3.56) 

In (3.56), TON is substituted as  𝐷 ∗ 𝑓𝑠, Therefore, 

     𝐶𝑂 =
𝐷∗𝐼𝑜

∆𝑉𝑜 ∗ 𝑓𝑠
    (3.57) 

For desired voltage ripple (say 1%), output capacitor can be written as: 

     𝐶𝑂 ≥
𝐷

0.01 ∗ 𝑓𝑠∗𝑅
    (3.58) 

          The load connected at the output, represented by R, is determined 

based on the output voltage and current. Using equation (3.58), the calculated 

capacitance value is 100µF, and an ESR (equivalent series resistance) value of 

0.03 ohms is taken into account.  
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3.6 Conclusion 
 

In this chapter, saw the small signal analysis for Ideal and Practical 

boost converter and derived the transfer function for the converter 

photovoltaic voltage to d and converter photovoltaic current to d. We saw the 

stability analysis checking frequency response analysis on different duty 

ratios. We observed that after duty ratio goes above 0.75 the converter goes 

out to stability as phase margin (PM) becomes negative.  

 As discussed in [10],  

The presence of the input capacitor and its equivalent series resistance (ESR) 

does not impact the stability of the system. Analysis using the Routh-Hurwitz 

criteria has confirmed that the system remains stable in an open-loop 

configuration, as all the poles and zeros are situated on the left half of the s-

plane.  

Thus, the Boost Converter parameters to be used in this work in shown in 

Table IV. PV Modules which are defined in Table III is considered for 

evaluation in this work. All three module with uniform irradiance at STC 

condition can generate the maximum power of 250 W. In the second 

experiment, multiple shading pattern consisting of Six PV modules with 

uniform irradiance at STC condition are simulated with different algorithms 

and it can generate the maximum power of 500 W. 

  TABLE III: CHARACTERISTICS OF USER DEFINED PANEL AT STC. 

PV parameters Variable Value 
Maximum power  Pmax 83.2824 W 

V/T. coefficient Vcoeff -0.339% /° C 

A/T. coefficient Icoeff  0.063%/° C 

Voltage at Max. power  Vmp 10.32 V 

Current at Max. power Imp 8.07 A 

Short Circuit Current  Isc 8.62 A 

Open Circuit Voltage  Voc 12.304 V 

Number of Cells in Series Ns 20 

TABLE IV: BOOST CONVERTER PARAMETERS FOR MPPT TRACKING 

Parameter Variable Value 
Inductor L 3.3 mH 

Inductor ESR rL 3 mΩ 

Input Capacitor  Cin 100 µF 

Cin, Cout ESR  rc 0.03 Ω 

Output Capacitor  Cout 100 µF 
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 Load R 30 Ω 

MOSFET  Vth 5.7 mH 

Internal Resistance  Ron 1 mΩ 

Diode Knee voltage Vn 0.7 V 

Switching Frequency fs 20kHZ 
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CHAPTER 4 

 

GLOBAL MPPT TECHNIQUE AND ALGORITHMS 

 

 
4.1 Introduction 

 

In this chapter GMPPT algorithms are discussed. Global peak tracking 

algorithms play a crucial role in maximizing power extraction from 

photovoltaic (PV) systems. Among these algorithms, Particle Swarm 

Optimization (PSO), Hybrid Particle Swarm Optimization with Pattern 

Optimization (Hybrid POPSO), and conventional PSO have shown 

promise in achieving efficient power extraction. Extensive research has 

been conducted to evaluate their performance and effectiveness under 

various operating conditions. This chapter provides a comprehensive 

review and comparison of these algorithms, highlighting their strengths, 

limitations, and potential for future advancements. 

 

4.2 Particle Swarm Optimization 
 

The PSO algorithm [31] utilizes a population of particles to search 

for the optimal solution. Each particle represents a candidate solution and 

adjusts its position based on the success of neighboring particles. The 

particle's position is determined by considering both its personal best 

solution and the best solution found by the entire swarm. The update 

equation for the particle's velocity incorporates an inertia weight (w) that 

ensures a balance between local and global search. The value of w 

emphasizes local exploration, while a higher value promotes global 

exploration. By iteratively updating particle velocities and positions, PSO 

aims to converge towards the optimal solution. Here is an overview of the 

equations and steps involved in the PSO algorithm: 

1. Initialization: 

• Initialize the population of particles with random positions and 

velocities. 

• Set the personal best position (𝑃𝑏𝑒𝑠𝑡,) for each particle as its initial 
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position. 

• Identify the global best position (𝐺𝑏𝑒𝑠𝑡 ) among all the particles. 

2. Update Particle Velocity: 

• Update the velocity of each particle using the following equation: 

𝑣𝑖
𝑘+1 = 𝑤𝑣𝑖

𝑘+1 + 𝑐1𝑟1{𝑃𝑏𝑒𝑠𝑡,𝑖  −  𝑥𝑖
𝑘}  −  𝑐2𝑟2{𝐺𝑏𝑒𝑠𝑡, −  𝑥𝑖

𝑘}     (4.1) 

 The updated velocity of particle i, denoted as 𝑣𝑖
𝑘+1}, is determined 

by various factors. These include the inertia weight (w), 

acceleration coefficients (c1 and c2), random numbers (r1 and r2), 

the personal best position of particle 𝑃𝑏𝑒𝑠𝑡,𝑖 , and the global best 

position 𝐺𝑏𝑒𝑠𝑡 . Update Particle Position. 

• Update the position of each particle using the following equation: 

𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘 + 𝑣𝑖
𝑘+1`       (4.2) 

 where 𝑥𝑖
𝑘+1 is the updated position of particle i. 

3. Evaluate Fitness: 

• Evaluate the fitness of each particle based on its position and 

objective function. 

4. Update Personal Best and Global Best: 

• Update the personal best position (𝑃𝑏𝑒𝑠𝑡)  for each particle if a 

better solution is found. 

• Update the global best position (𝐺𝑏𝑒𝑠𝑡 ) if a particle finds a better 

solution than the current global best. 

5. Repeat Steps 2-5: 

• Iterate through Steps 2 to 5 until a termination condition is met 

(e.g., maximum number of iterations or desired fitness level 

achieved). 
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Fig 4.1. Flowchart of Conventional PSO algorithm 

Flowchart of Conventional PSO is shown in fig 4.1. By repeatedly 

updating the velocities and positions of particles based on their own 

experiences and the best solutions found by the swarm, PSO optimizes the 

search process and aims to converge towards the optimal solution. Here is 

the flowchart for the conventional PSO algorithm. Reference [20] suggests 

an approach that recommends utilizing a particle swarm optimization 

(PSO) algorithm based on direct control for photovoltaic (PV) systems 

operating under mismatched conditions. In this method, three duty ratios 
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are employed as particles, and their initialization is based on the power-

duty ratio characteristics that correspond to changes in irradiance. In [20] 

further enhance the tracking capability by introducing a deterministic PSO 

technique that eliminates the use of random numbers in the acceleration 

factor of the velocity equation. This approach is implemented on a buck-

boost converter and compared to the Hill Climbing (HC) algorithm. 

Similarly, A modified PSO approach was suggested in reference [22] to 

track the global peak in scenarios where there are mismatches. This 

method builds upon the research conducted in reference [21]. This 

modification introduces the concept of a middle particle (dmiddle) positioned 

between the minimum (dmin) and maximum (dmax) duty ratios for 

optimization during tracking. These advancements aim to improve the 

performance of PSO algorithms in maximizing power extraction from PV 

systems when faced with varying and mismatched operating conditions. 

4.3 Adaptive Particle Swarm Optimization 
 

The flowchart for adaptive PSO [8] is shown in Fig. 4.3. When the PSO 

convergence criteria is satisfied, the position of the particle represents 

maximum power taken from the system is stored as dg. Next, a disturbance 

(Δd) is applied to duty cycle of the converter, and a new power is extracted 

from the PV system. Then, the fine adjustment is effectively carried out, in 

which the current power is more than the previous, the disturbance is kept in 

the similar direction. Above steps are repeated until the GMPP is tracked, or 

until the P and O convergence criteria is satisfied. The convergence 

criterion of is that the difference between the current and the previous 

power is less than the predefined limit as 1% using the relation mentioned 

in (4.3). In this application, the GMPP value generally changes with the 

environmental conditions. 

∆𝑃 =  
𝑃𝑚 − 𝑃(𝑚−1)

𝑃𝑚
 <  1%      (4.3) 

 The velocity of the algorithm is given by (). 

       =  { 𝑚𝑖𝑛 −(  𝑚𝑎𝑥 −   𝑚𝑖𝑛 )(𝑓 − 𝑓𝑚𝑖𝑛)

 𝑓𝑎𝑣𝑔 − 𝑓𝑚𝑖𝑛 
} , 𝑓 ≤ 𝑓𝑎𝑣𝑔          (4.4) 

       =  {𝑚𝑎𝑥}, 𝑓 ≥ 𝑓𝑎𝑣𝑔                               (4.5) 

In (4.4), f is particle’s current fitness; favg  is the average of whole 

set; fmin is least value &   min is 0.5,  max is 0.9. 
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The learning factor is introduced in the algorithm after same steps 

like PSO because each particle is different and changes dynamically 

according to its own fitness. As for the particle, the learning coefficient is 

given by (4.6) and (4.7).  

𝑐1(𝑘) = 𝑐1(𝑎1) + 𝑐1(𝑏1)𝑐𝑜𝑠
𝜋𝑘

𝑁𝑚𝑎𝑥
                  (4.6) 

𝑐2(𝑘) = 𝑐2(𝑎2)  −  𝑐2(𝑏2)𝑐𝑜𝑠
𝜋𝑘

𝑁𝑚𝑎𝑥
                 (4.7) 

Here, k is iteration number; Nmax is max iteration number. The 

coefficient c1 represents the individual cognitive factor, indicating how 

much a particle learns from its own best state. On the other hand, the 

coefficient c2 represents the social cognitive factor, indicating how much 

a particle learns from the global best particle. The value of c1 and c2 in 

this paper is taken as c1(b1) = c2(b2) = 1.2, c1(a1) = 1.8, c2(a2) = 2. 

where a1, a2, b1 and b2 are the value of coefficients assigned to c1 and c2 

taken from [8]. The conditions stated in (4.6) and (4.7) are used to identify 

reinitialization the APSO algorithm. 

 

 Fig. 4.3 Flowchart for Adaptive Particle Swarm Optimization  



43  

 

4.4 Hybrid P – O and Particle Swarm Optimization Technique  
 

The flowchart of Hybrid PO-PSO is presented in Fig. 4.4 [13] Firstly, 

perturb and observe algorithm is initiated to locate the nearest local 

maxima. Further, the PSO method is employed to locate the global 

maxima. The time required for convergence can be greatly reduced as the 

search space is reduced.  However, this technique cannot be used in the 

case of direct control of the converter duty cycle, as it uses the voltage of 

the photovoltaic system as a reference parameter, thus requiring a 

controller. Firstly, the complete search space is explored, and search is 

carried out in a reduced space until convergence. After a few calculation 

steps, it is possible to determine which particle is closest to the global 

maximum, then switches to the P & O algorithm [1]. Starting from the 

best particle, will perform an adjustment to find the GMPP. Every particle 

has a velocity and position in space. The particle positions are defined as 

the duty ratio of converter. The starting positions of the particles can be 

defined or assigned randomly in the search space. The particles that were 

initialized at equidistant positions in the interval [dmin, dmax], where dmin 

and dmax highlight the minimum and maximum duty ratio, respectively, of 

the energy converter. As for initial velocities of the particles, they are 

randomly assigned. 

 Next, the best individual and data related to global peak are 

updated. The power obtained is compared with the value of the vector 

Pm(i) as indicated in Fig.7. This vector is initially zero and is used to store 

the best result for each particle. If current power is greater, Pm(i) is 

updated and the duty cycle value is saved in the dp vector. In continuation, 

the current power is compared with the best global power value (Gm). If 

the current power value exceeds the Gm, the Gm vector is updated and the 

duty cycle value is stored in the dg variable. This process repeats until all 

particles have been evaluated. The next step, velocity and position of 

every particle in the swarm gets reconditioned. In conventional PSO 

algorithm, this update was given by previous step in which the inertial 

weight and the cognitive and social coefficients are constant. Whereas to 

accelerate convergence the velocity update is given by [13]. 



44  

𝑣𝑖
 (𝑘+1)

= 𝑤𝑘𝑣 𝑖
 (𝑘+1)

+ ∅1
𝑘𝑎1(𝑃𝑚 −  𝑥𝑖

𝑘) + ∅2
𝑘𝑎2(𝐺𝑚 − 𝑥𝑖

𝑘)             (4.8) 

The term 𝑤𝑘𝑣 𝑖
 (𝑘+1)

 determine the convergence behavior of the PSO. 

Initially, it is a common practice to set the foremost weight wk, is kept at 

high quantity for more convergence, moderately reduce it to obtain inertial 

weight,  

𝑤𝑘 = 𝑤𝑚𝑎𝑥 −
𝑘

𝑘𝑚𝑎𝑥
(∅1,𝑚𝑎𝑥 − ∅1,𝑚𝑖𝑛)                      (4.9) 

Where, wmax and wmin are the upper & lower threshold of weights 

respectively; k represents current iteration; kmax corresponds to the max 

allowable iterations; ∅1
𝑘  and ∅2

𝑘  that represent the cognitive and social 

actions are defined in (4.10) and (4.11), in that order. 

∅1
𝑘 =  ∅1,𝑚𝑎𝑥 −  

𝑘

𝑘𝑚𝑎𝑥
(∅1,𝑚𝑎𝑥 − ∅1,𝑚𝑖𝑛)                                   (4.10) 

∅2
𝑘 =  ∅2,𝑚𝑖𝑛 +  

𝑘

𝑘𝑚𝑎𝑥
(∅2,𝑚𝑎𝑥 − ∅2,𝑚𝑖𝑛)                                      (4.11)    

Where, ∅1,max , ∅1,min and ∅2,max , ∅2,min are upper and lower 

thresholds of ∅1 and ∅2. Completion of first part of algorithm, two 

convergence criteria are determined. Firstly, the difference in positions of 

the particles is less than a limit, and second, if the algorithm reaches the 

maximum number of iterations. So, convergence limit must be chosen 

carefully, or the algorithm may go into later stage before reaching the 

global peak. Thus, in this research, the power limit was set to 10%, which 

is sufficient for the first stage to identify the proximities of the GMPP. As 

per empirical analysis, a limit of ten iterations is set to the first part of the 

algorithm. When one of the PSO convergence criteria is satisfied, the 

position of the particle that presents the highest power extracted from the 

system is stored in the dg variable and transferred to the part of the hybrid 

algorithm that will perform a more refined adjustment. The second phase 

of the hybrid MPPT algorithm starts by applying the dg work cycle in the 

converter. The value of power extracted from the photovoltaic system is 

tracked [13]. 

  After applying a disturbance (Δd) to the duty ratio of the power 

converter, the new power is extracted from the PV system. Then, the fine 

adjustment is effectively carried out, in which the current power is more 

than the power obtained before to keep the disturbance same. Above steps 
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are repeated until the GMPP is tracked, or until the P and O convergence 

criteria is satisfied. The convergence criterion is the difference of current 

power and the previous one should be less than predefined limit (1%) 

using the relation mentioned in [13]. The GMPP value changes with 

environmental conditions and load conditions. Therefore, in order to 

enable the use of this PSO and P&O hybrid MPPT technique in dynamic 

situations, a power variation should be less than 10% or algorithm will 

reset the particle position and process repeats. 

 

  
Fig 4.4. Flowchart for PO -PSO based Hybrid PSO algorithm 
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4.5 Conclusion 
 

In this chapter, we have discussed the different Global peak tracking 

algorithm for tracking maximum power. According to complexity and 

implementation, Hybrid PO & PSO have more complexity and 

implementation as the algorithm has more logical approach for tracking 

different peaks at a particular point of time by setting the cognitive 

coefficient different than the conventional PSO. Whereas Adaptive PSO and 

Conventional PSO can be implemented with much more ease and also easy 

to understand. Thus, this Study has been concluded with the study of 

different tracking algorithm with a note that ease of implementation is kept 

as an essential point from the user’s perspective.    
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CHAPTER 5  

 

RESULTS AND DISCUSSION 

 
5.1  Introduction 

 

In this chapter, the results of the proposed Global tracking algorithms.  

This chapter is divided into two sections where first section includes the result 

of Conventional PSO based MPPT controller. The second section includes the 

result of Adaptive PSO based MPPT controller. The Third section includes the 

result of Hybrid PO - PSO based MPPT controller. Finally, the power results 

are then compared for calculating parameters tracking time, maximum Power 

output obtained and the Accuracy of the Algorithm. From the results we can 

draw the conclusion regarding which algorithm is suitable.  

 

5.2  MATLAB Simulation Results of Conventional Particle 

Swarm Optimization based MPPT controller 
 

In this section, the results of Conventional PSO based GMPPT is 

simulated in MATLAB-SIMULINK environment with the configuration 

shown below. Fig 5.1 represents the Boost converter with ESR with the MPPT 

controller. 

 

Fig. 5.1 PV Module set for Single shading pattern 
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Fig. 5.2 PV Module set for Multiple shading pattern 

5.2.1 Input & Output Power and Duty ratio 

 

a) Irradiation [1000 1000 1000] 

 
b) Irradiation [1000 800 600] 
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c) Irradiation [800 600 400] 

 
d) Irradiation [600 400 200] 

 
 

e) Irradiation for multi shading patterns [1000 1000 1000 1000 1000 1000] 
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f) Irradiation for multi shading patterns [1000 1000 600 600 200 200] 

       
g) Irradiation for multi shading patterns [900 900 700 700 300 300] 

 

Fig 5.2.1 Waveforms of Power and Duty at a)[1000 1000 1000], b) [1000 800 600], c) [800 600 400], 

d) [600 400 200], e)[1000 1000 1000 1000 1000 1000], f) )[1000 1000 600 600 200 200], g) )[900 

900 700 700 300 300] 
 

5.2.2  Input and Output Voltage 

 

a) Irradiation [1000 1000 1000] 
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b) Irradiation [1000 800 600] 

 
c) Irradiation [800 600 400] 

 
d) Irradiation [600 400 200] 
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e) Irradiation for multi shading patterns [1000 1000 1000 1000 1000 1000] 

 
f) Irradiation for multi shading patterns [1000 1000 600 600 200 200] 

 
g) Irradiation for multi shading patterns [900 900 700 700 300 300] 
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Fig 5.2.2 Waveforms of Voltage at a) [1000 1000 1000], b) [1000 800 600], c) [800 600 400], d) [600 

400 200], e)[1000 1000 1000 1000 1000 1000], f) )[1000 1000 600 600 200 200], g) )[900 

900 700 700 300 300]  

5.3 MATLAB simulation Results of Adaptive Particle Swarm 

Optimization based MPPT controller 

In In this section, the results of Adaptive PSO based GMPPT is 

simulated in MATLAB-SIMULINK environment with the configuration 

shown below.   

5.3.1 Input & Output Power and Duty ratio 

 

a) Irradiation [1000 1000 1000] 

 
b) Irradiation [1000 800 600] 
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c) Irradiation [800 600 400] 

    
d) Irradiation [600 400 200] 

 
e) Irradiation for multi shading patterns [1000 1000 1000 1000 1000 1000] 
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f) Irradiation for multi shading patterns [1000 1000 600 600 200 200] 

 
g) Irradiation for multi shading patterns [900 900 700 700 300 300] 

 

Fig 5.3.1 Waveforms of Power and Duty Ratio at a)[1000 1000 1000], b) [1000 800 600], c) [800 

600 400], d) [600 400 200], e)[1000 1000 1000 1000 1000 1000], f) )[1000 1000 600 600 200 200], 

g) )[900 900 700 700 300 300] 

5.3.2 Input and Output Voltage 

 

a) Irradiation [1000 1000 1000] 
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b) Irradiation [1000 800 600] 

     
c) Irradiation [800 600 400] 

 
d) Irradiation [600 400 200] 
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e) Irradiation for multi shading patterns [1000 1000 1000 1000 1000 1000] 

 
f) Irradiation for multi shading patterns [1000 1000 600 600 200 200] 

 
g) Irradiation for multi shading patterns [900 900 700 700 300 300] 
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Fig 5.3.2 Waveforms of Voltage at a)[1000 1000 1000], b) [1000 800 600], c) [800 600 400], d) [600 

400 200], e)[1000 1000 1000 1000 1000 1000], f) )[1000 1000 600 600 200 200], g) )[900 900 700 

700 300 300] 

5.4 MATLAB Simulation Results of Hybrid PO - Particle Swarm 

Optimization based MPPT controller 

In In this section, the results of Hybrid PO - PSO based GMPPT is 

simulated in MATLAB-SIMULINK environment with the configuration 

shown below.  

5.4.1 Input & Output Power and Duty Ratio 

 

a) Irradiation [1000 1000 1000] 

 
b) Irradiation [1000 800 600] 
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c) Irradiation [800 600 400] 

 
d) Irradiation [600 400 200] 

 
e) Irradiation for multi shading patterns [1000 1000 1000 1000 1000 1000] 
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f) Irradiation for multi shading patterns [1000 1000 600 600 200 200] 

 
g) Irradiation for multi shading patterns [1000 1000 1000 1000 1000 1000] for 

modified Hybrid PO PSO 

 
h) Irradiation for multi shading patterns [1000 1000 600 600 200 200] for 

modified Hybrid PO PSO 
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i) Irradiation for multi shading patterns [900 900 700 700 300 300] for 

modified Hybrid PO PSO 

 
j) Irradiation for multi shading patterns [900 900 700 700 300 300] 

 

Fig 5.4.1 Waveforms of Power and Duty Ratio at a)[1000 1000 1000], b) [1000 800 600], c) [800 

600 400], d) [600 400 200], e)[1000 1000 1000 1000 1000 1000], f) )[1000 1000 600 600 200 200], 

g) )[900 900 700 700 300 300], i) [1000 1000 1000 1000 1000 1000] for Hybrid PO PSO j)[1000 

1000 600 600 200 200] for hybrid PO PSO h) [900 900 700 700 300 300] for hybrid PO PSO 

5.4.2 Input & Output Voltage 

 

a) Irradiation [1000 1000 1000] 

 
b) Irradiation [1000 800 600] 
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c) Irradiation [800 600 400] 

 
d) Irradiation [600 400 200] 

 
e) Irradiation for multi shading patterns [1000 1000 1000 1000 1000 1000] 
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f) Irradiation for multi shading patterns [1000 1000 600 600 200 200] 

 
g) Irradiation for multi shading patterns [900 900 700 700 300 300] 

 
h) Irradiation for multi shading patterns [1000 1000 1000 1000 1000 1000] for 

modified Hybrid PO PSO 
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i)Irradiation for multi shading patterns [1000 1000 600 600 200 200] for 

modified Hybrid PO PSO 

  
j) Irradiation for multi shading patterns [900 900 700 700 300 300] for 

modified Hybrid PO PSO 

 

 

Fig 5.4.2 Waveforms of Voltage at a)[1000 1000 1000], b) [1000 800 600], c) [800 600 400], d) [600 

400 200], e)[1000 1000 1000 1000 1000 1000], f) )[1000 1000 600 600 200 200], g) )[900 900 700 

700 300 300], i) [1000 1000 1000 1000 1000 1000] for Hybrid PO PSO j)[1000 1000 600 600 200 

200] for hybrid PO PSO h) [900 900 700 700 300 300] for hybrid PO PSO 

5.5 Comparison Analysis of all Algorithms with Conclusion 
 

Three PV Modules which are defined in Table I is considered for 

evaluation in this work. All three module with uniform irradiance at STC 

condition can generate the maximum power of 250 W. The effectiveness of all 

the algorithms is evaluated in terms of accuracy as per (5.1) [8]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑃𝐺𝑀𝑃𝑃

𝑃𝑆𝑡𝑒𝑎𝑑𝑦 𝑠𝑡𝑎𝑡𝑒
𝑋100              (5.1) 

a) Power plots for irradiance [1000 1000 1000] 
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b) Power plots for irradiance [1000 800 600] 

 
c) Power plots for irradiance [800 600 400] 

 
d) Power plots for irradiance [600 400 200] 

 

Fig 5.5 Power Comparison results for Irradiance(a)[1000 1000 1000], (b) [1000 800 600], (c) [800 

600 400]  (d) [600 400 200] 

e) Power plots for irradiance [1000 1000 1000 1000 1000 1000] 
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f) Power plots for irradiance [1000 1000 600 600 200 200] 

 

g) Power plots for irradiance [900 900 700 700 300 300] 

 

Fig 5.5 Power Comparison results for Irradiance e)[1000 1000 1000 1000 1000 1000], f) )[1000 

1000 600 600 200 200], g) )[900 900 700 700 300 300] 

TABLE V: COMPARATIVE ANALYSIS FOR DIFFERENT TRACKING ALGORITHMS USED IN 

SIMULATION  

 

Algorithm Irradiation 

Set  

Duty 

ratio 
Psteady state 

(W) 

PGMPP(W) Accuracy (%) Transient 

Time (Ts) 

Conventional. 

PSO 

[1000 1000 

1000] 

[1000 800 600] 
[800 600 400] 

[600 400 200] 

0.6273 

 

0.530 
0.415 

0.525 

249.93 

 

166.49 
110.01 

69.70 

248.18 

 

164.423 
108.28 

67.61 

99.29% 

 

98.75% 
98.84% 

97.00% 

0.83s 

 

0.67s 
0.77s 

0.65s 

Adaptive PSO [1000 1000 

1000] 
[1000 800 600] 

[800 600 400] 

[600 400 200] 

0.641 

 
0.542 

0.625 

0.550 

249.93 

 
166.49 

110.01 

69.70 

247.65 

 
165.29 

107.22 

68.75 

99.03% 

 
99.27% 

97.74% 

98.63% 

0.57s 

 
0.63s 

0.55s 

0.67s 

Hybrid PO-

PSO 

[1000 1000 

1000] 

[1000 800 600] 
[800 600 400] 

[600 400 200] 

0.652 

 

0.549 
0.441 

0.587 

249.93 

 

166.49 
110.01 

69.70 

249.20 

 

166.20 
109.85 

69.34 

99.70% 

 

99.82% 
99.85% 

99.48% 

0.95s 

 

0.84s 
0.43s 

0.73s 
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In our second model based on a string of cells containing 6 PV cells, The 

model is run for the simulation time of 2 sec. From the analysis, it depicts that at 

steady state, the expected maximum power comes out to be 249.93W, Conventional 

PSO has an accuracy of 99.29 %, Adaptive PSO has accuracy of 99.03%, and Hybrid 

PO-PSO has an accuracy of about 99.70. In second case, dataset is taken as [1000 

800 600] is shown in Fig.5.5 (b). The expected maximum power is 166.49 W, 

whereas from the simulation results, the conventional PSO has an accuracy of 98.75 

%, adaptive PSO has accuracy of 99.27%, and hybrid PO-PSO has an accuracy of 

about 99.82%. From third case, the irradiance dataset taken is [800 600 400] as 

shown in Fig. 5.5 (c). The expected maximum power comes out to be 110.01W, 

whereas from our simulation results, we obtain that the conventional PSO has an 

accuracy of 98.84 %, adaptive PSO has accuracy of 97.74%, and hybrid PO-PSO has 

an accuracy of about 99.85%. The irradiance dataset in final stage taken is [600 400 

200] as shown in Fig. 5.5 (d). The expected maximum power comes out to be 

69.70W, we obtain that the Conventional PSO has an accuracy of 97.00%, adaptive 

PSO has accuracy of 98.63%, and Hybrid PO-PSO has an accuracy of about 99.48%. 

Thus, Hybrid techniques bags the credit for average maximum accuracy among all 

three. However, if we observe the tracking time of simulation results of all 

algorithms, then Hybrid PO-PSO is slower in some cases than adaptive PSO. In a 

conclusion a tradeoff can be made between peak tracking time and performance 

accuracy for selecting a desired algorithm. 
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TABLE VI: COMPARATIVE ANALYSIS FOR DIFFERENT TRACKING ALGORITHMS USED IN 

SIMULATION FOR MULTIPLE SHADING 

 In the second run taking multiple shading patterns, The model is run for the 

simulation time of 2 sec. From the analysis, it depicts that at steady state, the expected 

maximum power comes out to be 500W for 6 modules attached in series in a string with 

irradiance in first case as [1000 1000 1000 1000 1000 1000], the accuracy of 

Conventional PSO has an accuracy of 98.64 %, Adaptive PSO has accuracy of 99.34%, 

and Hybrid PO-PSO has an accuracy of about 99.56, Modified Hybrid PO-PSO has an 

accuracy of 99.60 and lastly P & O took the longest time to track with accuracy of 

98.24%. In second case, dataset is taken as [1000 1000 600 600 200 200] is shown in 

Algorithm Irradiation 

Set  

Duty 

ratio 
Psteady state 

(W) 

PGMPP(W) Accuracy (%) Transient 

Time (Ts) 

Conventional. 

PSO 

[1000 1000 

1000 1000 1000 
1000] 

 

[1000 1000 600] 
[600 200 200] 

 

[900 900 700] 
[700 300 300] 

 

0.478 

 
 

 

0.493 
 

 

0.527 

500 

 
 

 

209 
 

 

239 

493.2 

 
 

 

202.8 
 

 

233.4 

98.64 

 
 

 

97.03 
 

 

97.65 

0.670 

 
 

 

0.664 
 

 

0.689 

Adaptive PSO [1000 1000 
1000 1000 1000 

1000] 

 
[1000 1000 600] 

[600 200 200] 

 
[900 900 700] 

[700 300 300] 

 

0.438 
 

 

 
0.441 

 

 
0.453 

500 
 

 

 
209 

 

 
239 

 

 
 

496.7 
 

 

 
207.8 

 

 
235.1 

99.34 
 

 

 
99.42 

 

 
98.36 

0.724 
 

 

 
0.691 

 

 
0.731 

Hybrid PO-PSO 1000 1000 1000 

1000 1000 
1000] 

 

[1000 1000 600] 
[600 200 200] 

 

[900 900 700] 
[700 300 300] 

 

0.523 

 
 

 

0.481 
 

 

0.504 

500 

 
 

 

209 
 

 

239 
 

497.8 

 
 

 

208.3 
 

 

236.7 
 

99.56 

 
 

 

99.66 
 

 

99.03 

0.78 

 
 

 

0.724 
 

 

0.725 

Modified 

Hybrid PO-PSO 

[1000 1000 

1000 1000 1000 
1000] 

 
[1000 1000 600] 

[600 200 200] 

 
[900 900 700] 

[700 300 300] 

 

0.484 

 
 

 
0.476 

 

 
0.508 

500 

 
 

 
209 

 

 
239 

 

498 

 
 

 
208.4 

 

 
238.2 

 

99.60 

 
 

 
99.69 

 

 
99.66 

0.80 

 
 

 
0.88 

 

 
1.09 

P&O 1000 1000 1000 
1000 1000 

1000] 

 
[1000 1000 600] 

[600 200 200] 

 
[900 900 700] 

[700 300 300] 

 

0.468 
 

 

 
0.532 

 

 
0.489 

500 
 

 

 
209 

 

 
239 

491.2 
 

 

 
200 

 

 
230.4 

98.24 
 

 

 
95.69 

 

 
96.40 

1.21 
 

 

 
0.97 

 

 
1.09 
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Fig.5.6 (b). The expected maximum power is 209 W, whereas from the simulation 

results, the conventional PSO has an accuracy of 97.03 %, adaptive PSO has accuracy 

of 99.46%, and hybrid PO-PSO has an accuracy of about 99.62%, Modified Hybrid PO-

PSO has an accuracy of 99.69% and P & O again tracks the peak taking the maximum 

time with an accuracy of 95.69%.  In final case, dataset is taken as [900 900 700 700 

300 300] is shown in Fig.5.6 (c). The expected maximum power is 239 W, whereas 

from the simulation results, the conventional PSO has an accuracy of 97.65 %, adaptive 

PSO has accuracy of 98.36%, and hybrid PO-PSO has an accuracy of about 99.03%, 

Modified Hybrid PO-PSO has an accuracy of 99.66% and P & O again tracks the peak 

taking the maximum time with an accuracy of 96.40%.   

 

From the Observations, we can conclude few points as follows: 

1. Tracking Speed: Tracking speed depends upon the how quickly the algorithm 

achieves it steady state value. In the study, it was found that adaptive PSO algorithm 

was found faster than any other algorithm. However, Hybrid PO-PSO and Modified 

hybrid PO -PSO took more time in reaching settling space due to larger search 

space. Whereas, PO is not suited for this as it neither had faster response nor 

provides stability in response. 

2. Coverage of Algorithm: Coverage of algorithm refers to the search space the 

algorithm searches before reaching the output. In study based on the 300 iterations, 

Modified Hybrid PO-PSO engages a larger search space for duty cycle going from 0 

to 0.8. Whereas, other algorithms like PSO are defined for a limited search space i.e. 

for duty cycle of 0.2 to 0.7. 

3. Ease of use: Ease of use is essential from the user point of view. In case of 

optimized algorithms, PSO has fewer variables to set as compared to other 

algorithms like Fuzzy logic etc. Therefore, PSO is preferred choice for the amateur. 

For more accuracy, Modified Hybrid PO -PSO sets different parameters for 

calculating cognitive coefficients, thus takes some time to settle to the steady state.  

4. Power loss: The P&O algorithm takes more time and power before settling. As in 

figure 5.5(e), the ripple in power for P&O are higher. Thus, P&O is not an 

appropriate option as it doesn’t always provide Global maxima for a given P – V 

characteristics.  

  

In summary, our study enhances the knowledge of global maximum power point 
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tracking (GMPPT) techniques and offers valuable insights for optimizing solar PV 

systems, particularly in scenarios involving partial shading. On Comparing the 

algorithms, the disadvantage of the Hybrid PO-PSO is it has longer tracked time but 

gives us a greater accuracy as compared to other two with least error margin. However, 

the other two algorithm have less tracking time but with smaller accuracy as compared 

to Hybrid PO-PSO. For higher accuracy, we prefer Hybrid PO-PSO for maximum 

extracted PV power. For least tracking time, it depends solely on a user needs and 

design. For the Implementation perspective, Hybrid algorithm is quite difficult to design 

as the cognitive coefficients are expressed in terms which depend on the performance of 

the neighboring particle as compared to conventional PSO. These GMPPT techniques 

are studied under the application of partial shading with no fast-changing environment 

as they will require more power input for initializing the algorithm after every change in 

environment which is not favorable. Thus, this study concludes under non -uniform 

partial shading conditions whose analysis can further studied by done by taking 

different shading patterns for different modules. 
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CHAPTER 6  

 

CONCLUSION AND FUTURE SCOPE 
 

 

  6.1 Conclusion 
 

In conclusion, the investigations on global peak tracking algorithms for 

extracting maximum power in PV systems have yielded valuable insights and 

advancements in the field. The use of hybrid PSO-PO algorithms, adaptive PSO 

algorithms, and conventional PSO algorithms has shown promising results in 

improving the performance and efficiency of PV systems. 

The hybrid PSO-PO algorithm synergistically integrates the advantages of 

particle swarm optimization (PSO) and pattern optimization (PO) techniques, 

resulting in enhanced convergence speed and precision. This approach enables 

effective tracking of the global peak, even in demanding scenarios characterized 

by factors like partial shading or fluctuating irradiance levels. 

The adaptive PSO algorithms, on the other hand, incorporate adaptive 

mechanisms to dynamically adjust the algorithm parameters based on the 

system's behaviour. This adaptability enhances the algorithm's robustness and 

enables effective tracking of the MPP under different environmental conditions 

and system variations. Conventional PSO algorithms have also been extensively 

studied and utilized for global peak tracking in PV systems. These algorithms 

provide a reliable and efficient approach to optimize the power output and 

ensure maximum energy extraction from the PV array. 

Overall, the investigations on these global peak tracking algorithms have 

highlighted their effectiveness in improving the performance of PV systems. 

However, further research is still needed to explore their full potential and 

address certain challenges, such as convergence speed, robustness in dynamic 

environments, and the need for accurate modelling and parameter tuning. 

In conclusion, the hybrid PSO-PO algorithm, adaptive PSO algorithms, and 

conventional PSO algorithms offer valuable options for optimizing global peak 

tracking in PV systems. Their application can significantly to improve the 

energy harvesting efficiency and overall performance of photovoltaic (PV) 

systems, various strategies can be employed, contributing to the advancement of 

renewable energy technologies. 
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6.2 Future Scope 

The Future work scope regarding Global Peak Tracking Algorithm can be listed as 

following: 

1. Multi-Objective Optimization: Future research can focus on integrating multi-

objective optimization techniques to simultaneously optimize power output, 

minimize losses, and reduce costs in global peak tracking algorithms. 

2. Hybrid Converters: There is potential for improving global peak tracking 

algorithms by incorporating hybrid converters, such as combining boost and 

buck converters. These converters offer advantages like improved efficiency, 

reduced voltage stress, and increased flexibility, but their implementation 

requires careful control strategies and thorough analysis. 

3. Distributed MPPT: The future of global peak tracking algorithms could involve 

the development of distributed MPPT, where individual MPPT units are used for 

each module or group of modules in a solar PV array. This approach enhances 

system reliability, mitigates the impact of partial shading, and allows for 

scalability. However, coordination and optimal operation of multiple MPPT 

units present challenges. 

4. Advanced Control Techniques: Future research can explore advanced control 

techniques like model predictive control (MPC), fuzzy logic control, and Digital 

controlling algorithms to enhance the accuracy and efficiency of global peak 

tracking. These techniques are especially valuable in complex operating 

conditions and dynamic environments, but implementation requires robust 

algorithms, accurate models, and real-time computational capabilities. 

 

In summary, future advancements in global peak tracking algorithms involve multi-

objective optimization, hybrid converters, distributed MPPT, and advanced control 

techniques which can be implemented via various converter according to desired 

applications. 
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