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Abstract

Identifying and managing diseases in plants is a critical area of research in agriculture,

aiming to ensure optimal crop yield and minimize losses. With India’s large population

and the increasing demand for food production, it becomes imperative to address crop

diseases effectively and efficiently. Detecting diseases in crops allows for timely interven-

tion and preventive measures to protect agricultural resources and meet the growing food

requirements. Traditionally, disease identification in plants has relied on the expertise

of trained professionals who visually inspect crops or conduct chemical tests. However,

these methods can be time-consuming, costly, and dependent on the availability of skilled

personnel. To overcome these limitations, an automated system that can accurately de-

tect plant diseases by analyzing plant leaves can revolutionize disease management in

crops. By leveraging deep learning models, we can classify leaves based on the specific

diseases they exhibit, enabling targeted and timely interventions. In this paper, we focus

on detecting diseases in cassava plants, which are widely consumed, including their leaves.

The objective of this study is to improve the accuracy and efficiency of disease detection

compared to previously proposed models. Deep learning models have shown superior per-

formance in plant disease detection compared to traditional machine learning methods,

prompting their adoption in this study. Specifically, we employ the EfficientNet-B0 archi-

tecture, which is renowned for its classification capabilities, speed, and scalability in terms

of width, depth, and resolution. To ensure robust evaluation and model performance, we

utilize k-fold cross-validation, a technique that divides the dataset into k subsets for train-

ing and validation. This approach helps to assess the model’s generalizability and ensures

reliable accuracy measurements. The results obtained from our study indicate a significant

advancement in cassava disease detection. Our proposed model achieves an impressive

accuracy of 96.68% on the dataset collected from Kaggle, demonstrating the model’s ef-

fectiveness in identifying diseases in cassava plants. The high accuracy rate achieved by
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the EfficientNet-B0 model provides promising prospects for real-world applications and

the potential to enhance disease management practices in cassava cultivation.

By leveraging the power of deep learning and incorporating automated disease detec-

tion systems into agricultural practices, we can significantly improve disease management

strategies, reduce crop losses, and enhance food security. The findings of this study con-

tribute to the growing body of research on plant disease detection and provide valuable

insights for further advancements in this field.
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Chapter 1

INTRODUCTION

Cassava is a very important African crops , of which Africa is the single largest producer .

cassava is a crop which is successfully cultivated in any climate , non productive soil and

drought included . though the crops faces several difficulties during the time of production

, i.e. not of good quality , leaf diseases , of which The primary cause of reduced production

is leaf diseases , which affects income of the farmers . the identification and treatment

of such leaf diseases must be done on priority to regain capacity of production, detect

automatically is a step which is very important to detect such diseases in crops on crop

leaves . If managed correctly this step helps in improved production of the crops. If the

leaf diseases are recognized on time the plant can be saved before the crop is permanently

damaged. Researchers are building plants fusion which are resistant to the organisms

which damage crops , they also created a system which recognises crop diseases . Smart

farming is also a way in which farm owners can increase their profit margins, without

doing manual identification of the leaf diseases which is anyway ineffective and inaccurate

, instead deep learning methods and image classification techniques can be used to do

the same. An automated ML model will help in detection and treatment of these crop

diseases , enabling the farmers in their yields. CNN classifiers which are based on deep

learning helps detecting the leaf diseases in every possible scenarios where diagnostics

based on images are possible with advanced training , portable devices are also used To

detect crop diseases after this the datasets are used to enhance accuracy . Researchers

then do data pre - processsing which is essential to analysis of image , which has several

processes , i.e. reshape , feature extraction , optimization of image , adjustment of color

. Hybrid model for leaf diseases detection is discussed which is based on deep learning

and image classification . these research have certain challenges which needs to be worked
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upon .This also encouraged researchers to work on detection disease causes cassava leaf .

They are encouraged to develop a more robust system to solve this problem [1]. In India,

approx 70% of the population depends on agriculture. So it becomes more necessary to

detect the disease in plants and cure the disease before it causes trouble for other plants.

In India peoples are leaving farming because they are not getting good profit because

their crops are damaged because of some disease. So if disease can be detected before it

causes loss then we can help farmers because some crops’ leaves show the effect before

and we can treat them before they come in the situation where we cannot do anything.

Agriculture contributes to the economy in India and also a primary source of revenue.

During COVID-19 restrictions on food cause a food crisis in the whole world so for that

we also need to save crops from the diseases[2]. The global pandemic has disrupted the

food supply chain, highlighting the urgent need for sustainable and resilient agricultural

practices. In an effort to meet the increasing demand for food, farmers have increasingly

relied on pesticides to boost crop yields. However, this approach often comes at the cost

of compromising the quality and safety of the harvested produce. Pesticides have been

linked to numerous health risks, and it is estimated that they contribute to approximately

300,000 deaths worldwide each year. To address these challenges and ensure a safer and

healthier food production system, researchers have turned to artificial intelligence (AI)

algorithms for disease detection in plants. Various machine learning algorithms, such

as Support Vector Machines (SVM), k Nearest Neighbors (KNN), logistic regression,

and decision trees, have been employed for disease diagnosis in plants. However, recent

advancements in deep learning models, specifically Deep Neural Networks (DNN) and

Convolutional Neural Networks (CNN), have demonstrated superior performance and

efficacy in plant disease detection. DNNs and CNNs have revolutionized the field of

image classification and analysis, making them ideal candidates for plant disease detection.

These models excel at automatically learning complex patterns and features from large

volumes of data, such as digital images of plant leaves. By training DNN and CNN

models on extensive datasets of labeled plant images, they can accurately identify and

classify diseases, enabling swift and precise intervention. The adoption of AI-based disease

detection methods offers several advantages. Firstly, it reduces the reliance on harmful

pesticides, promoting sustainable agricultural practices that prioritize environmental and

human health. By accurately identifying diseases at an early stage, farmers can implement
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targeted treatments and management strategies, minimizing the use of chemicals and

reducing the risk of crop losses. Moreover, AI algorithms can analyze large-scale datasets

more efficiently than manual inspection, allowing for rapid and scalable disease monitoring

across vast agricultural areas. The promising results achieved by DNNs and CNNs in

plant disease detection have encouraged researchers and practitioners to explore their

potential in real-world applications. These advanced AI algorithms have the capacity

to transform the way we detect and manage diseases in plants, ultimately leading to a

safer, more sustainable, and productive agricultural system. In conclusion, the COVID-19

pandemic has underscored the vulnerabilities in the global food supply chain, necessitating

innovative approaches to ensure food security. The excessive use of pesticides poses risks

to both human health and the environment. However, the emergence of AI algorithms,

particularly DNNs and CNNs, has paved the way for more accurate and efficient plant

disease detection. By harnessing the power of these advanced models, we can revolutionize

agricultural practices, reducing reliance on harmful chemicals and promoting sustainable

food production systems that prioritize quality, safety, and human well-being.[3].So The

model which we proposed is using a deep learning model which is good to arrange the

type of disease by using a classification algorithm. There are many CNN based models

which give very promising results in plants like tomato plants. But for cassava plants we

have no model which can give better results. So for that this model is proposed.
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Chapter 2

LITERATURE REVIEW

In order to achieve sustainable development in addition to prevent irrelevant waste, in-

cluding fiscal and other resources, the identification of diseases of plant within time are

crucial. There have been many conventional machine learning models which are proposed

in the last ten years for detecting and classifying diseases in plant. Al-Hiary et al[4]

identified five different types of leaf diseases in plants based on the features derive in

the steps of preprocessing, we clustered them using K-Means, split the lesion area, and

extracted features based on color and texture to classify these areas using artificial neural

networks (ANN). The method proposed by Revathi et al.[5] identifies disease on cotton

leaves of six types . In their procedure, they use particle swarm optimization (such as

colors, edges, and textures) for selecting features from feature vectors, and diseases are

classified using deep forward neural networks with cross-information gain. An algorithm

called GMDH logic algorithm was recently proposed by J. Chen et al.[6] to detect plant

diseases automatically. Deep learning progresses alot over the last few years, with con-

volutional neural networks (CNN) making great strides in recognizing targets and classes

of images. This success of CNN is attributed to CNN’s capability to distinguish learning,

which extracts deep features automatically and completes the learning of deep feature. A

significant deal of research has been done on the use of CNN for identifying crops diseases,

which has shown excellent results. Several deep learning methods are used to diagnose

and classify medical imaging diseases. Further, a comprehensive article published in 2019

concentrated on the utilisation of deep learning in monitoring and sorting the disease

in plant leaf. Using CNN models (such as AlexNet and GoogleNet) Mohanty et al.[12]

classified plant diseases. They achieved 99.35% classification accuracy in their research.

According to et al., CNN models like Inception V4, DenseNets 121,ResNet 50,VGG 16
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Inception V4 and ResNet 152 were used. According to reports, the DenseNet architec-

ture had less computation time, less parameters, and highest accuracy in experiments i.e.

99.75 attains in research% when compared to other models. Adedoja et al.[7] took Plant

village data set nad did migration learning on the it using the NASNet trained network

model. The test’s accuracy was 93.82%. This strategy failed to create a network topology

that was appropriate for data on plant diseases. Chen et al[6] proposed a model named

MobileNet-Beta for detection of plant disease by including the classification activation

map into the pre-trained model of MobileNet V2. To test the suggested model, they used

their own dataset as well as the Plant Village dataset. It is found in the test’s that the

MobileNet-Beta model on the Plant Village data set gives accuracy up to 99.85% accu-

rate and give accuracy of 99.11% on its own data set . The aforementioned earlier studies

show that deep learning frameworks are being utilised more frequently in the published

works to identify disease in plant leaf. Still, more research needs to be done on the use

of deep learning frameworks which is era-adapted for detection of disease in plant leaf.

In particular, it is unavoidable that an effective model with fewer parameters, a quicker

training time, and no performance impact will exist.[8]

2.1 EfficientNet

Alina Maryum et al.[9] uses model EfficientNet model B4[9] which gives accuracy of

89.09% on cassava plant dataset[10]. EfficientNet was created by Google in 2019. It uses

compound coefficients to scale models in simple and effective ways. It uses depth wise,

width wise and resolution scaling. So if the image is of more resolution then more features

can be extracted from the images. So the question is how we find the depth and width

for scaling. It gives better results than any other model. It is fast so that it can be used

in real life.

f = αϕ.βϕ.γϕ (2.1)

Here α is depth of the network, β is width and γ is resolution. In this value of , and

are constants. Values of β, α and γ are 1.1, 1.2 and 1.15 respectively. And the value

of ϕ is found out by performing grid search which is also called coefficient. It works on

380x380 images.
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Figure 2.1: Architecture of Efficient Net

Figure 2.2: Architecture of ResNet

2.2 ResNet50 and SVM Classifier

Sedat METLEK[11] uses the cassava dataset[10] and applies the Resnet50 and SVM

Classifier Model which gives 85.4% and 84.4% accuracy respectively[11].

2.2.1 ResNet50

ResNet50 is a 50 layer deep neural network. ResNet stands for Residual Network. It is

inspired by the VGG-19 architecture in which shortcut connections are added to overcome

the problem of vanishing gradient. It has 48 convolution layers and one layer of max

pooling and one layer of average pooling. As shown in fig 2.2 [12]. Disadvantage of ResNet

is that is it has vanishing gradient problem. Skip connections are used to resuce this

problem in neural networks. In skip connections many connections are skipped directly.

The result is not the same after the connections are skipped.
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Figure 2.3: SVM[13]

2.2.2 SVM Classifier

SVM is a popular supervised learning algorithm which is used for both regression and

classification. Typically, though, this is basically used for problems related to classification

in machine learning.

Using SVM, we are able to divide n dimensional space into classes and can put any

new data point into the right category easily in the coming time by drawing the best line

or decision boundary. A hyperplane represents this best decision boundary.

In SVM, extremum points and vectors are used to create hyperplanes. Support vectors

are these extremum cases, so the Support Vector Machine algorithm derives its name from

that. A hyperplane is used to classify two distinct categories as shown in fig 2.3[13].

2.3 MobileNet-SSD

Amanda Ramcharan et al.[14] uses the MobileNet-SSD model[14] on the cassava Dataset[10]

which gives accuracy of 80.6%. It is a light weighted deep neural network.As we can see

that its name suggests it is used to create applications which can be used in mobile. It

uses depthwise separable convolution. Single shot detector was developed by google which

can work in real time and can run on embedded devices.It is the same as the Efficient
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Figure 2.4: Architecture of MobileNet-SSD[14]

Figure 2.5: Architecture of AlexNet

convolutional neural network which can run on mobile.

2.4 AlexNet

Sharada P. Mohanty et al.[16] use the plant village dataset[15] and apply the AlexNet

Model[16] which gives 99.27% accuracy. In this there are 8 weighted layers in this model.

As shown in fig 2.5 [17]. There are 5 convolution layers with activation function as ReLU

and max pooling operation and there are 3 fully connected layers. First 7 layers of alexnet

use the ReLU activation function. After conv5 there is a pooling layer and at last there

are two layers which are fully connected and have a dropout layer at last which has a

dropout ratio as 0.5.
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Figure 2.6: Architecture of Deep-CNN[14]

2.5 Deep-CNN

G Geetharamani et al.[18] uses the plant village dataset[15] and applies the Deep CNN

Model[18] which gives 96.46% accuracy. In this they use a total 5 weighted layers where

3 layers are convolution layers and each layer is followed by ReLU function as activation

function,uses max pooling operation for pooling and two fully connected layers. They

trained model for thirty epochs with a 0.5 of learning rate and 64 is the batch size. As

shown in fig 2.6.

2.6 DenseNet and VGG-19

Junde Chen et al.[6] uses the Maize plant village dataset[15] and applies the DenseNet[6]

and VGG-19[19] Model which gives 98.5% and 92% accuracy respectively.

2.6.1 DenseNet

In DenseNet all the results from the preceding layer is the input for the next layer. In

this all the layers are densely connected. After each dense block there is one convolution

layer and one pooling layer. In this to increase the accuracy then the number of layers

need to increase. But after a limit of layers the problem of vanishing gradient takes place.
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Figure 2.7: VGG-19[19]

Author Dataset Method Accuracy

Alina Maryum[9] Cassava dataset EfficientNet model B4 89.09%

Sedat METLEK[11] Cassava Dataset ResNet50 85.4%

Sedat METLEK[11] Cassava Dataset SVM Classifier 84.4%

A Ramacharan[14] Cassava dataset Mobilenet-SSD 80.60%

Mohanty et al.[16] Plant Village AlexNet 99.27%

Geetha Ramani et al[18] Plant Village CNN 96.46%

chen et al[6] Maize Plant Village DenseNet 98.5%

chen et al[6] Maize Plant Village VGG-19 92%

Table 2.1: Realated work comparision

2.6.2 VGG-19

The VGG-19 model is a nineteen layer deep model. In this there are sixteen convolution

layers and three fully connected layers. There are five Pooling layers. First pooling layer

is after two layers, second pooling layer is after four layers, third is after eight layers,

fourth id after twelve layers and fifth is after sixteen layers. At last there is a softmax

layer and the last three layers before softmax are fully connected layers. As shown in fig

2.7.
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2.7 Overview of Convolution Neural Network

CNNs are frequently utilised in a various of applications, including target recognition,

target detection, image recognition, speech recognition, recommendation systems, and

image classification. Following their investigation of the cat’s visual nerve, Hubel and

Wiesel put out the idea of a receptive field and later identified a connection between

the processing and categorization of input from external and the visual cortex of the

brain. The visual input cells and space that make up the visual cortex as a whole can

be duplicated to actualize precise computer vision techniques, they added, which is a key

idea in the concept of the sensory field. These notions are then used to generate CNNs,

which can be further separated into three categories. Here, first layer is input image,

then, for feature extraction, there is convolutional and pooling layer. Then, the third

component called joining layer separates and combines the features of the image into a

column vector.

2.7.1 Convolutional layer

A convolutional layer has an optimal solution for backpropagation, and together they

create a convolution unit. A convolution layer is make up by multiple convolution units.

Low-level aspects like edges, lines, and faces of an image, are determined via a convolu-

tion operation. A network can bring out more complicated characteristics from low-level

information with each additional convolution layer. For example, the first layer uses pix-

els to extract the information about points and edges, which is then used as the input

for the 2nd layer. Squares, circles, and other shapes are identified from the edges and

points in the second layer, which serves as the input for the subsequent layers, and so

on. This procedure continues until a level of abstraction appropriate for the particular

matching task is attained. The total count of convolutions and features to extract can

be changed depending on the desired outcome because there are so many characteristics

that can be extracted. Figure 1 depicts the convolution of two matrices, with the pink

matrix representing the final matrix.

The input image in Fig. 3.1 has a dimension of 5 × 5. The original input space is

translated to a 3 x 3 region succeeding convolution along with a convolution core of size 3

x 3. The convolution procedure in this case extracts the input image’s features such that

9



Figure 2.8: Convolution process for CNNs[23]

every pixel can be learned in this manner.

2.7.2 Pooling layer

Through the pre-set convolution layer, which is disposed to overfitting,we acquire ab-

stract features. As a result, it is important to downscale the features dimension in the

pooling layer. The average or maximum pooling method reduces the dimension of fea-

tures by obtaining the average or maximum value in a specific area. This approach can

both maintain image details and avoid overfitting. Fig. 3.2 depicts the maximum pooling

method. Within convolutional neural networks (CNNs), the pooling layer is applied to

downsample the feature maps produced by the preceding convolutional layer. Its purpose

is to decrease the number of parameters and computational complexity within the net-

work while also introducing translation invariance to the inputs.[23]

There are two common types of pooling layers Max pooling and average pooling which

are utilized in convolutional neural networks (CNNs). These layers are used in reducing

the spatial dimensions of feature maps, which aids in decreasing computational com-

plexity and extracting significant features from input data. Max pooling functions by

dividing the input feature map into non-overlapping regions, referred to as pooling win-

dows, and selecting the maximum value within each window as the output. By cselecting

the maximum value, max pooling retains the most prominent feature within each local

neighborhood, thereby preserving crucial information.

In contrast, average pooling calculates the average value within each pooling window

10



Figure 2.9: Maximum pooling process[23]

and uses it as the output. Instead of selecting the maximum value, average pooling

considers the overall intensity of features in a neighborhood. This approach captures a

more generalized representation of features and generates a smoother output compared

to max pooling. Both the layers are employed to reduce the spatial dimensions of feature

maps, downsampling the data and focusing on relevant features. These pooling layers are

typically inserted between convolutional layers in CNN architectures, gradually reducing

the spatial size of feature maps while retaining vital information. The selection between

max pooling and average pooling depends on the specific task and the characteristics of

the data being processed.

The pooling layer operates on every feature map independently by using a sliding

window approach. The window size and stride are hyperparameters that can be tuned

based on the needs of the network architecture. By reducing the resolution of the feature

maps, pooling layers help the network learn higher-level features that are more robust to

spatial translations and variations in the input data. However, excessive pooling can lead

to a loss of information and a decrease in accuracy. Therefore, the design of the pooling

layer should be carefully balanced with the other components of the network.

Overall, the pooling layer is a crucial component in CNNs that helps reduce computa-

tional costs and increase the network’s robustness to spatial variations in the input data.
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2.7.3 Fully connected layer

This layer joins every feature in the form of column vector to make two dimensional

feature map output by using the first layer. Then, the classifier takes the output values

and classifies them into different classes. Fig.3.3 shows the whole process.

Mapping from original data into feature space is done by convolution and pooling

layers. It help in increasing the precision of feature matrix and abstraction of original

data. Then, we convert feature space into column vector to input it to the classifier.

then the next layer help in mapping of pooling layer and convolution output to a linear

separable space. This layer can simplify the parameter model, extract high order features

from pooling and convolution operations, and decrease the number of training parameters

and neurons. The fully connected layer is a critical component in convolutional neural

networks (CNNs), often placed at the end of the network. Its purpose is to transform the

extracted features from the previous layers into class scores or predictions. Each neuron

in the previous layer is connected to every neuron in the output layer, and each connection

has its weight parameter.

Before entering the fully connected layer, the input is flattened or reshaped into a

vector, which loses the spatial information of the feature maps, and only the learned

features are passed through the layer.

The fully connected layer performs a linear transformation on the input features,

followed by a non-linear activation function such as ReLU or sigmoid. This helps the

network to learn complex and non-linear relationships between the features and the target

output.

To optimize the weights of the fully connected layer, the network uses backpropagation

during training to reduce maximum error between the predicted output and actual target

output.[23] This is basically achieved by using a loss function such as cross-entropy or

mean squared error.

The fully connected layer is a crucial component of CNNs that enables the network

to transform the learned features into class scores or predictions. Its ability is to learn

complex non-linear relationships between the output and the features makes it a valuable

tool for a range of applications such as image classification, object detection, and natural

language processing.
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Figure 2.10: Fully connected layer[23]

2.8 Dataset

The dataset which is used in this study is the cassava dataset, collected from Kaggle[10].

It consists images depicting cassava plant leaves exhibiting five different types: healthy

leaves, Cassava mosaic disease, Cassava bacterial blight, Cassava brown streak disease,

and Cassava green mite. In Figure 9, the bar chart illustrates the distribution of images

across these categories: 0 represents the total count of images showing cassava bacterial

blight, 1 represents the total count of images depicting Cassava brown streak disease, 2

represents the total count of images displaying Cassava green mite, 3 represents the total

count of images representing cassava mosaic disease, and 4 represents the total count of

images showing healthy leaves. This information is further depicted in Figure 13.

2.8.1 Healthy leaves

Cassava leaves possess a high nutritional value, being rich in protein, vitamins, and min-

erals. This is why people in South Africa also consume these leaves. However, it is

important to note that cassava is primarily cultivated for its roots, and the leaves are typ-

ically regarded as a byproduct. Healthy cassava plant leaves exhibit a green coloration,

indicating that the plant is not affected by any diseases and can be safely consumed. This

information is illustrated in Figure 5.1.
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Figure 2.11: healthy leaf[10]

2.8.2 Cassava Bacterial Blight

This cassava disease was first found in brazil. Then found in different countries where

cassava crops are produced. It is the most dangerous disease for cassava plants after the

cassava mosaic disease. This causes more damage to crops. Starch in roots are in low

quantity because of cassava bacterial blight. The leaves become brownish and yellow as

you can see in the fig. It can cause loss of new roots and planting material. Because

leaves become dry then leaves start falling due to which they lose leafy vegetables. As

shown in fig 5.2.

2.8.3 Cassava Mosaic Disease

It is the too much dangerous and it is most widely spread disease which limits the produc-

tion of crops in africa. It shows a wide variety of symptoms which are mosaic, mottling,

misshapen and twisted leaflets. It also shows that the size of leaves and plants reduces

because of cassava mosaic disease.As shown in fig 5.3.

Cassava mosaic begomoviruses cause infection which results in CMD. This virus group

is associated with many species and recombinant strains , this form is usually common

in East Africa,so this the place for sampling of this plant disease. African cassava mosaic

virus in East africa, the species vectored by b.tabaci ,in a strong manner contrasting to

CBSIs. A recently infected plant shows its indications from the very top, while plants
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Figure 2.12: Cassava Bacterial Blight[10]

which are infected while they were planted cutting show indications in their leafs. CMD

indications are a typical mosaic which is a combination of green areas and pale green

chlorotic patches. the shape of leaves are distorted unlike CBSD, in severe symptoms

, leaves sizes are reduced and the plant is stunted. quantitative declines in yield when

stunting and damage chlorophyll in plants occuring from chlorosis .

2.8.4 Cassava Brown Streak Disease

This disease is very dangerous disease for cassava plants and it is widely spread in the east

region of africa. Two viruses called ugandan brown streak virus i.e UCBSD and cassava

brown streak virus i.e CBSD causes this disease. Both Ugandan brown streak virus i.e

UCBSD and cassava brown streak virus i.e CBSD are different genetically but both show

the same symptoms on the cassava plants including leaf chlorosis, brown streaks on stems

of the plants, and on storage roots brown corky necrosis. As shown in fig 5.4.

Cassava brown streak ipomo viruses causes infection which results in CBSD.(UCBSV)

which stands for Ugandan cassava Brown streak virus and (CBSD) which stands for

Cassava Brown streak virus are two species which are related to this disease , symptoms are

the same . two of these virus species are whiteflies vectored , im semi- persistent manners

. a Mottled pattern which is yellow in color is shown by cassava leaves when infected

, starting from secondary veins which progresses to tertiary veins in severe infection .
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Figure 2.13: Cassava Mosaic Disease[10]

yellow chlorosis spreads along veins making leaves infected very badly. Symptoms of the

disease can vary by plant’s age and weather conditions . Tolerant varieties and young

aged plants may be infected plants and still be asymptomatic . inedible may be render

because of the two viruses causes brown streaks on infected plant’s stem and necrotic

rotting in tuberous roots.

2.8.5 Cassava Green Mite

This is the disease which is caused by the mites. These mites sucks juice from the leaves

and resulting which leaves become yellow and dead. Because of which leaves start falling

from the plants. This can be detected by checking the color of the plant leaves and if the

leaves start falling. This disease spreads from plant to plant. These mites take 12 days

from egg to adult and spreads on the nearby plants also. As shown in fig 5.5.

Cassava green mites cause GMD . Cassava green mite is a common pest found in Africa

and South America. It causes scratch-like white spots on the leaves where the mites feed.

In severe cases, it can result in the entire leaf being covered with patterns. If the infestation

leads to a reduction in chlorophyll, the leaves may become stunted, resembling the effects

of Cassava Mosaic Disease (CMD). However, the severity of the impact depends on various

factors such as environmental conditions and the cassava variety. Infestations by green

mites can cause a loss in tuberous root yield of up to 30%.
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Figure 2.14: Cassava Brown Streak Disease[10]

Figure 2.15: Cassava Green Mite[10]
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2.9 Algorithms Used

2.9.1 EfficientNet-B0

In this we used EfficientNet-B0 which is known as best in terms of classification after the

AlexNet and ResNet. As shown in fig 19. So the advantage of using this model is that it is

faster than any other model and it can work on high resolution images which is helpful to

extract more features from images. It scales on width , depth and resolution which make

it different from other models which work on depth only to give good results[23].Then we

apply k-fold cross validation on our dataset. Which divides our data into five equal parts

and trains model one by one on each. It divides it into 5 parts because we used 5-fold

cross validation.Proposed model gives better results than the existing models which are

used for cassava dataset. It gives 96.68% accuracy which is better than the other model

as you can see in the comparison table 5.1. EfficientNet was created by Google in 2019.

It uses compound coefficients to scale models in simple and effective ways. It uses depth

wise, width wise and resolution scaling. So if the image is of more resolution then more

features can be extracted from the images. So the question is how we find the depth and

width for scaling. It gives better results than any other model. It is fast so that it can be

used in real life.

f = αϕ.βϕ.γϕ (2.2)

Here α is depth of the network, β is width and γ is resolution. In this value of , and

are constants. Values of β, α and γ are 1.1, 1.2 and 1.15 respectively. And the value

of ϕ is found out by performing grid search which is also called coefficient. It works on

380x380 images.

2.9.2 k-Fold Cross-Validation

In machine learning, cross-validation is a widely used method for evaluating models by

resampling limited data samples. The data samples are divided into groups based on a

parameter called ’k,’ which determines the number of groups to be formed. This approach

is referred to as ’k-fold cross-validation.’ For instance, if we choose k=5, we would call it

’5-fold cross-validation,’ as depicted in Figure 4.2.
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In our machine learning model, cross-validation is primarily employed to assess the

performance of the model on given data. It leverages small data samples to estimate how

well the model will perform when predicting results that were not used during training.

This method is preferred due to its simplicity and the fact that it typically yields less

biased or more optimistic estimates of the model’s skill compared to other methods, such

as training and testing.

Moreover, it is crucial to conduct data preparation within the loop on the assigned

training dataset rather than on the wider set of data before fitting the model. This

principle also applies to tuning hyperparameters. Performing these operations outside

the loop can lead to data leakage and an overestimation of the model’s skill.

The model skill scores are often summarized by calculating the mean of a k-fold cross-

validation run. To provide a measure of variability in the analysis, it is recommended to

incorporate additional metrics such as the standard deviation.
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Chapter 3

Proposed Model

In our proposed model we used pretrained EfficientNet-b0 with k fold cross validation

where k is 5 and the dataset which we used is mentioned in literature Review Why do we

choose EfficientNet? The answer for this question is that it is faster and it scale on depth

of the model and width and resolution of the images. So if the image resolution is high

then we can extract more features from the images and we can classify better. In this we

use 5 fold cross validation. So the Error in this is find by the equation.

E =
1

k

k∑
i=1

Ei (3.1)

In this equation error(E) is equal to the average of the error in each fold. Where Ei

is the error in ith fold. EfficientNet was created by Google in 2019. It uses compound

coefficients to scale models in simple and effective ways. It uses depth wise, width wise

and resolution scaling. So if the image is of more resolution then more features can be

extracted from the images. So the question is how we find the depth and width for scaling.

It gives better results than any other model. It is fast so that it can be used in real life.

As you can see in equation 1 Here α is depth of the network, β is width and γ is

resolution. In this value of , and are constants. Values of β, α and γ are 1.1, 1.2 and

1.15 respectively. And the value of ϕ is found out by performing grid search which is also

called coefficient. It works on 380x380 images. EfficientNet are of 8 types from b0-b7.

As the number increases then the resolution of the images increases. The EfficientNet

B0, EfficientNet B1, EfficientNet B2, EfficientNet B3, EfficientNet B4, EfficientNet B5,

EfficientNet B6 and EfficientNet B7 in all these the resolution of the images increases so

that it can extract more features and use it to find more feature from the images.[21]

As you can see the values of β, γ and α are in the table 4.1. These values are the stan-
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Figure 3.1: Work flow of Proposed Model
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Model Width(β) Depth(α) Resolution(γ)

Efficientnet B0 1.0 1.0 224

Efficientnet B1 1.0 1.1 240

Efficientnet B2 1.1 1.2 260

Efficientnet B3 1.2 1.4 300

Efficientnet B4 1.4 1.8 380

Efficientnet B5 1.6 2.2 456

Efficientnet B6 1.8 2.6 528

Efficientnet B7 2.0 3.1 600

Table 3.1: Different efficientnet performance Comparison[19]

dard values but the values are made constant so that it becomes easy to use for everybody.

The constant values of β, α and γ are 1.1, 1.2 and 1.15 respectively. In our Model we used

the EfficientNet-b0 which works on the images of resolution 224 and uses five fold cross

validation in which the data set is splitted into five equal slices which is 4279 images in

each part and which gives us the accuracy of 96.68. In machine learning, cross-validation

is a method of evaluating models by resampling limited samples of data. Data samples

are divided into groups according to a parameter called k indicating the number of groups

to be formed. Hence, the procedure is known as k fold cross-validation. Let’s say if k=5

is selected, then the reference to the model would be 5 fold cross validation. As shown in

fig 4.2. In our machine learning model, cross-validation is used mainly to evaluate skills of

machine learning model’s on given data. It uses small data sample to estimate how good

the model will perform when we predict result which was not used during training[22].

Due to its simplicity and the fact that it usually yields a less biased or more optimistic esti-

mate of the model skill than other methods, such as training and testing, it is widely used.

Steps of K-fold cross validation:

Step 1 : Randomly shuffle the dataset to ensure that the data is mixed up and not ordered

in any specific way.

Step 2 : DDivide the shuffled dataset into k segments or parts.

Step 3 : For each segment:
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a. Select the segment as the test dataset or hold-out segment, which will be used to eval-

uate the model’s performance.

b. Use all the remaining segments as the training dataset, which will be used to train the

model.

c. Train the model using the training dataset and assess its performance by evaluating it

on the test dataset.

d. Take note of the score obtained from the performance evaluation and discard the model,

as we will repeat this process for each segment.

Step 4 : Analyze the collection of model evaluation scores obtained from all the segments

to draw conclusions about the model’s skill or performance.

In this procedure, the dataset is first jumbled up to remove any potential biases caused

by the order of the data. Then, the dataset is divided into segments, and each segment

is used as a test dataset once, while the remaining segments are combined to form the

training dataset. This process ensures that the model is evaluated on different subsets of

the data. By repeating this process for all segments, we can obtain multiple evaluations of

the model’s performance. Finally, by analyzing the scores obtained from these evaluations,

we can make conclusions about the overall skill or effectiveness of the model.

Furthermore, data preparation must occur on the assigned training dataset within the

loop and not on the wider set of data prior to fitting the model. In addition, this applies

to tuning hyperparameters as well. If we perform these operation outside the loop then

the data leakage and the model skill will be overestimated. Model skill scores are often

summarized with the mean of a k-fold cross-validation run. It is also a good practice to

including a measure of variance, such as the standard deviation.

Configuration of k : Data samples require careful selection of k values. When k is

chosen poorly, the model may have a misrepresentative idea of its skill, like high variance

(which can be influenced by the data which is used to fit the model), or highly bias (like

overestimation). The following are three common ways to choose k:

• Representative: It is important to choose k such that each train and test group

represents the broader dataset statistically.

• k=10: It has been proved experimentally that if we set k as 10 then model will have

low bias and modest variance.
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Figure 3.2: k-Fold cross validation

• k=n: For every test sample should be considered in the hold-out dataset, k is

permanent at n,where n is define as the number of records in the dataset. It is

called cross-validation with one out (leave-one-out).

In the event that k is not chosen at a value that evenly splits the sample, then a

remainder of the examples will be included in one group. For model skill scores to be

comparable across the k groups, it is preferable to divide the data sample into k equal

samples.
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Chapter 4

Results and Discussion

In our study, we leveraged the state-of-the-art EfficientNet model in conjunction with K-

fold cross-validation to comprehensively evaluate its performance. The results obtained

were highly impressive, with an accuracy rate of 96.68%, indicating the model’s excep-

tional ability to classify and make accurate predictions. Beyond accuracy, we also assessed

the model’s performance using additional metrics such as the F1 score, precision, and re-

call.

The F1 score, a crucial metric that considers both precision and recall, was measured

at an impressive 94.7%. This indicates a strong balance between the precision of the

positive predictions and the model’s ability to capture the true positive instances. A

higher F1 score signifies that the model achieved both high precision in its predictions

and effectively identified a significant portion of the true positive instances.

Moreover, the precision achieved by the EfficientNet model was found to be 95.6%.

This indicates that the majority of the positive predictions made by the model were

indeed relevant, minimizing the occurrence of false positives. A high precision score

demonstrates the model’s ability to make accurate predictions and minimize incorrect

classifications, which is particularly important in tasks where false positives can have

significant consequences.

Furthermore, the recall score obtained was 94.34%, highlighting the model’s capability

to identify a considerable proportion of the true positive instances in the dataset. This

indicates that the model successfully captured a high percentage of the actual positive

instances, demonstrating its effectiveness in detecting and correctly classifying the target

class. A higher recall score is especially important in tasks where false negatives need to

be minimized to avoid missing relevant instances.
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Author Method Accuracy F1 score Precision Recall
Proposed
Model EfficientNet with k-fold 96.68 94.7 95.06 94.34%

Alina Maryum
et al.[9] EfficientNet 89.09 88.53 90.71 86.45%

Sedat METLEK
et al.[11] ResNet50 85.4 84.3 82.47 86.21%

Sedat METLEK
et al.[11] SVM Classifier 84.4 85.12 88.11 82.32%

A Ramacharan
et al.[14] Mobilenet-SSD 80.60 78.7 76.51 81.01%

Table 4.1: Comparision of Models

The combination of the exceptional accuracy, F1 score, precision, and recall achieved

by the EfficientNet model validates its robustness and efficacy in handling the given task.

These results underscore the model’s ability to extract meaningful features and learn rep-

resentative patterns from the data. By utilizing K-fold cross-validation, we ensured a

thorough evaluation of the model’s generalization capabilities, demonstrating its consis-

tent performance across different subsets of the dataset.

In conclusion, the results obtained using EfficientNet with K-fold cross-validation

showcase its remarkable performance in accurately classifying and making predictions.

The high accuracy, along with the impressive F1 score, precision, and recall, highlights

the model’s reliability and effectiveness in capturing relevant patterns. These findings so-

lidify EfficientNet as a powerful tool in various machine learning applications, emphasizing

its potential to achieve exceptional accuracy and robustness in real-world scenarios.

Proposed model gives better results than the existing models which are used for cassava

dataset. It gives 96.68% accuracy which is better than the other model as you can see in

the comparison table 5.1.
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Figure 4.1: Performance Graph
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Chapter 5

Conclusion And Future Scope

Plant diseases can have a severe impact on agriculture, leading to reduced crop yields

and affecting food security and the economy. Timely detection and diagnosis of plant

diseases are crucial for preventing their spread and minimizing crop losses. The use of

advanced technologies such as machine learning and computer vision has resulted in the

development of automated systems for plant disease detection. These systems can analyze

plant images and extract features that indicate the presence of a disease, enabling rapid

and accurate identification of infected plants. This allows for targeted interventions such

as treatment and removal of diseased plants.

The application of machine learning and computer vision in plant disease detection has

significant potential for improving disease management efficiency and accuracy, leading

to better crop yields and enhanced food security. Further research and development

are necessary to refine and optimize these systems, ensuring their effectiveness across

different crops and environments. Plant disease detection is very crucial to prevent the

crops from various type of diseases. Chemical testing is not feasible for every plant

because it is very expensive and time consuming. So, we detect plant disease by doing

plant image classification using deep learning and machine learning approaches. In past

years, researchers have made many models such as ResNet, EfficientNet, CNN etc., to

detect plant disease. In this paper, proposed model detects Cassava plant disease using

EfficientNet with k-fold cross validation with value of k as 5 which outperforms the existing

models. In future, we will extend our model to the other crops also and increase the

accuracy and we will then integrate our model with the drones. Then with the help of

drones we will take the images of plants and find the plants which are affected by disease

and apply prevention methods on them by finding which disease causes that plant so that
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it can become disease free.We will make our model more accurate. So that we can use

this model in real life. We will try to increase the accuracy by optimizing the model. This

will decrease the time of farmers in finding the plants which are affected by disease and

increase the growth of the crop.
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