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Abstract 

 
 

 

Breast cancer is a worldwide health issue that demands precise and efficient management. By 

recognizing patterns and links in massive datasets and establishing personalized treatment plans, 

machine learning has shown promise for advancing breast cancer care. Early diagnosis of tumor can 

dramatically improve patients' prognoses and chances of survival by promoting timely therapeutic 

therapy. More accurate categorization of benign tumours may protect patients from needless therapies. 

As a result, substantial study is being conducted into the precise analysis of Breast Cancer and the 

organization of those diagnosed into malignant or benign types. However, there are several issues with 

machine learning, such as accessibility and quality, ethical concerns, and accountability. The purpose 

of this thesis is to present a complete assessment of the present state of advances in machine learning in 

breast cancer management as well as identify potential and obstacles connected with their incorporation 

into clinical practice. This thesis will add to the current attempts to revolutionize breast cancer treatment 

through the potential of machine learning by studying the most recent research and breakthroughs in 

this sector. 
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Chapter 1 
 

 

1.1 INTRODUCTION 

 
Breast cancer is the most frequent cancer in females worldwide, and it is an important issue for public 

health. In 2020, it was responsible for 30% of all cancer cases in women and 15% of fatalities caused 

by cancer in women. All benign breast lesions fail to develop to cancer, and all malignant lesions do not 

advance to cancer. BC has traditionally had an elevated death and fatality rate as the most communal 

cancer in women. According to the most recent cancer statistics, BC will account for 25% of every new 

diagnosis of cancer and 15% of all cancer deaths among women globally. Scientists were conscious of 

the dangers of BC from the beginning, consequently much early research in the therapy of BC has 

already been implemented. Researchers' efforts and early detection approaches have resulted in a 

consistent and lowering trend in mortality rates over the previous decades. According to Cancer 

Research UK statistics, the overall survival rate after five years for BC is nearly 100% if found early, 

but can be even lower as 15% if detected late. Recently, ML approaches have played a significant part 

in determining the cause and treatment of BC by using methods for classification to identify persons 

with BC, discriminate benign from malignant tumors, and predict prognosis. Accurate classification can 

also help medics prescribe the best effective treatment regimen. 

 
A combination of preoperative treatments, such as medical screening, mammography, fine-needle 

cytology aspiration, and core needle biopsy, can, nevertheless, increase diagnosis accuracy. Despite 

considerable downsides, multiple diagnostic processes are more accurate, dependable, and acceptable 

than a single medical approach. Physical examination, imaging procedures (including mammography, 

ultrasound, and MRI imaging), and biopsy are all classic modalities of breast cancer care. 

 
These methods have disadvantages, such as false positives, false negatives, and subjectivity. 

Furthermore, breast cancer treatment entails a variety of techniques, such as surgery, chemotherapy, 

radiation, and targeted therapy, and can be complicated and necessitate a personalised strategy. 

Numerous statistical examination and ML strategies for breast cancer analysis and classification have 

been developed over the last few decades, which may be separated into three major stages: 
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preprocessing, extraction of characteristics, and categorization. 

 
 

Preprocessing mammography films improves visibility of the perimeter and intensity distribution, 

which aids in interpretation and analysis, and numerous approaches have been documented to aid in 

this process. 

Machine learning is fetching more popular, and it is on its way to becoming a service. Unfortunately, 

machine learning remains a difficult field that frequently necessitates expert knowledge. Machine 

learning (ML) is now recognised as a viable strategy for enhancing breast cancer management by 

permitting for more objective, precise, and personalised analysis and treatment. ML algorithms can 

analyse enormous datasets and uncover patterns that traditional approaches may miss. ML has been 

used in breast cancer care in a variety of ways, including risk prediction, evaluation, therapy planning, 

and prognosis. 
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1.1 Purpose 

 
In order to diagnose breast cancer, this thesis compares and evaluates the effectiveness of different 

machine learning algorithms using a variety of data sources. In order to increase the precision and 

reliability of diagnosis, the thesis attempts to determine the most efficient algorithms for correctly 

identifying breast cancer cases, choosing pertinent features, and integrating numerous data sources. In 

order to create a computerised diagnostic system or a decision-support tool that can improve the 

accuracy, effectiveness, and affordability of breast cancer diagnosis, the thesis also aims to evaluate the 

additional benefits of machine learning methods compared to conventional diagnostic methods. 

 

1.2 Research Question 

 

 
           1. How may machine learning techniques be used to identify breast cancer? 

2. How can the suggested machine learning model for breast cancer detection and diagnosis be 

compared? 

3. What machine learning model would be the most effective for detecting breast cancer? 

 
 

1.3 Motivation and Problem statement 

 

As a result of numerous important factors, machine learning has become a potent tool for diagnosing 

breast cancer. First of all, by analysing huge and varied datasets, such as medical imaging, patient 

records, and genetic data, algorithms for machine learning have the capability to greatly enhance 

accuracy. These algorithms can produce more accurate predictions and lower the probability of 

misdiagnosis by identifying patterns and signals that might be suggestive of breast cancer. Second, early 

detection is essential for successful treatment and better patient results. Machine learning methods can 

use complex data to find tiny patterns and signals linked to early-stage breast cancer, allowing for 

prompt treatment and improving the likelihood of success. Last but not least, given the complexity of 

breast cancer diagnosis and the way machine learning algorithms can handle complex data, they are 

ideally equipped for this task. These mathematical frameworks can provide more thorough and accurate 

assessments, assisting healthcare providers in determining what to do by combining numerous data 

sources and taking into account a wide range of aspects. 
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CHAPTER 2 
 
 

2.1 Background 

 

 
Breast cancer is a chief public health issue around the world, and there is growing awareness of the 

possible application of machine learning to boost its care [1]. One study discovered that machine 

learning methods outperformed human radiologists in identifying breast cancer in mammography 

pictures. In another study, machine learning was found to be useful for forecasting breast cancer risk 

based on a person's medical history and other risk factors. 

 

Traditional breast cancer care procedures, like mammography and biopsy, have accuracy and efficiency 

limits. By discovering patterns and links in massive datasets, machine learning has the potential to 

eliminate these constraints and advance breast cancer care [2]. Additionally, doctors can utilise machine 

learning to develop individualised treatment plans based on the distinct genetic knowledge and medical 

background of each patient. 

 
However, applying machine learning in the treatment of breast cancer has a number of downsides and 

restrictions. The precision and flexibility of machine learning algorithms, for instance, may be impacted 

by the quantity and quality of data [3]. Data privacy, prejudice, and responsibility are further ethical 

concerns raised by machine learning in healthcare. 

Overall, a complete summary of the existing state of machine learning applications in breast cancer 

management is required [4]. The thesis "Revolutionising Breast Cancer Management: Harnessing the 

Power of Machine Learning in Diagnoses and Treatment" seeks to present such an overview while also 

identifying potential and problems connected with the use of machine learning into clinical practise. 
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2.2 Breast cancer 

The greatest prevalent kind of cancer in women universally is breast 1 the difference between benign 

and malignant tumors is critical in medical fields and cancer research. Furthermore, having this 

information may assist doctors in determining the best strategy for controlling and treat cancer, 

particularly breast cancer [5]. In contrast to benign tumors, which develop gradually and do not 

poliferate, malignant tumors develop rapidly. Malignant tumors are cancerous, while benign tumors are 

not. Breast cancer identification is critical for successful therapy and better outcomes. Women should 

self-examine their breasts and have regular mammograms as prescribed by their healthcare physician. 

The risk factors for breast cancer include becoming significant, having a family antiquity of the disease, 

having definite genetic abnormalities, and being exposed to hormones. 
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Fig.1. Cell morphology during cancer 



6 
 

2.3 Symptoms 

• A tumour or mass in the breast region or underarm area: The appearance of an abnormal mass or lump 

in the tissues of the breast or under the arm is the most prevalent symptom of breast cancer [6]. The 

lump could be firm, hard, or uneven in shape, and it could be painful or not. 

• The breast area's size or shape could change as a result of breast cancer., such as swelling, thickness, 

or wrinkles of the skin. 

• Breast cancer can produce nipple alterations such as inversion (when the nipple bends inward), 

discharge (which can be apparent bloody, or coloured), or a scaly, crusty, or inflammatory region 

surrounding the nipple. 

• Breast pain or tenderness: Although uncommon, some women suffering breast cancer might notice 

tenderness or pain in the breast. 

• Changes in the skin: Breast cancer can produce modifications to the outermost layer of the breast, 

including inflammation, warmth, or thickness 

 
 

2.4 Stages of breast cancer 

 
Even though breast cancer is localised to the breast, the stage can still be near. If nearly all of the tumours 

are detected in lymphatic nodes, which are commonly in the armpit, it is localized [7]. While the disease 

has migrated to different body areas, distant breast carcinoma is at this stage. 

Breast cancer is divided into various stages based on the extent and dissemination of the tumour as well 

as the presence or absence of tumour cells in nearby lymph nodes or other bodily parts. After receiving 

the lab results from your breast surgery or biopsy, the stage can be changed. The T-N-M scale, which 

relates to tumour size [8], adjacent lymph node involvement, and whether the tumour has grown or 

metastasized (spread) outside of the breast to other regions of your body, is what your doctor will 

consider when assessing the phase of your cancer. 

Tumor size (T): This reveals the primary tumor's size and whether it has banquet to neighbouring tissues. 

T stage consists of stage T0 to T4, with larger values denoting bigger tumours and greater levels of 
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invasion. 

 
• TX: evaluation of the original tumour is possible. 

 
• T0: The initial tumor's presence is not apparent. 

 
• Tis: In situ (DCIS or Paget's disease of the breast without an associated tumour) 

 
• T1: greater than or roughly 2 cm in original tumour diameter 

 
• T2: The first tumor's diameter ranges from 2 to 5 cm. 

 
• T3: Original tumor diameter is > 5 cm 

 
• T4: The original tumour has attacked various organs, including the skin and chest wall. 

 
Lymph node involvement (N): If neighboring lymph nodes have been exaggerated by cancer cell spread, 

this is referred to. A larger number indicates that more lymph nodes have been pretentious; it is 

represented by the initial N that follows a symbol or number [9]. The N group for classifying breast 

cancer has five subcategories. The N stage is divided into N0 through N3 categories. N0 denotes no 

contribution of the lymph nodes, while N1, N2, and N3 denote increasing levels of lymph node 

involvement. 

 
• NX: Lymph nodes are incapable to be estimated 

 
• N0: There is no proliferation to neighboring lymph nodes 

 
• N1: Less than 3 lymph nodes underneath the arm or any number of internal breast lymph nodes around 

the sternum have been grandiose by cancer. 

 
• N2: Between 4 and 9 underarm lymph nodes have been affected by cancer, as have the interior 

mammary lymph nodes. 
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• N3: The malignancy has expanded to more than 10 lymph nodes under the arm, lymph nodes under 

the collarbone, and lymph nodes immediately above the collarbone on the same side of the body, to at 

least 1 underarm lymph node and expanded breast bone lymph nodes [10], to at least 4 underarm lymph 

nodes and cancer has been recognised through biopsy to have spread to those lymph nodes. 

 
Metastasis (M): This shows if the cancer has grown beyond of the immediate area of the body. The M 

division for screening breast cancer only has two classifications, either followed by a 0 or a 1. M1 

denotes the existence of metastasis, while M0 denotes the absence of distant metastases. 

 
• M0: Imaging scans did not reveal any spread in any remote parts of the body. 

 
• M1: Imaging studies have revealed developed in one or more remote body parts, including the 

bones or brain, and a biopsy has been performed to confirm an excursion of 0.2 millimetres or more. 

 
2.4.1 Stage 0 (in situ carcinoma): 

 

 
Without penetrating neighbouring tissues, cancer cells are only found in the portion of cells enclosing 

milk ducts or lobules. This degree explains the non-invasive breast cancer subtype known as ductal 

tumour in situ (DCIS) [10]. It is a stage in which there are no signs of cancer cells forming in any breast 

tissue or encroaching on neighbouring healthy tissue. (WHO, 2014). 

 
2.4.2 Stage I: 

 

 
refers to a type of early-stage breast cancer where the tumour is small and only affects the breast or 

nearby lymph nodes [11]. The breast cancer tumour staging system helps to assess the condition's 

severity and guides treatment decisions. 

 
In Stage 1 breast cancer, there are two subcategories: 

 
1. Stage 1A: The tumour is only up to 2 cm in size and hasn't spread to the lymph nodes or any other 

part of the body. 

 
2. Stage 1B: There are small clumps of cancer cells in the lymph nodes that are between 0.2 mm and 2 
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mm in size, and the tumour ranges from 0.2 cm and 2 cm in size. 

 
Surgery, radiation therapy, and occasionally chemotherapy or targeted therapy are common options for 

treatment for Stage 1 breast cancer [11]. The characteristics of the tumour, the individual's overall well- 

being, and their treatment preferences will all influence the particular course of therapy. 

 

 
2.4.3 Stage 2 

 

 
 

Compared to Stage 1, stage 2 breast cancer is a little more sophisticated stage of the disease. The tumour 

is larger than in Stage 1 breast cancer and may have blowout to surrounding lymph nodes [12], but it has 

not yet reached remote regions of the body in Stage 2. 

 
1. Stage 2A: In this stage, one of the following situations applies: 

 
• Even though the tumour is smaller than 2 cm, the cancer has already spread to the nearby axillary 

lymph nodes, that are located beneath the arm. 

 
• The tumour is not spreading to the lymph nodes and ranges in size from 2 to 5 centimetres. 

 
2. Stage 2B: In this stage, one of the following conditions applies 

 
• The tumour has progressed to the adjacent lymph nodes under the arm and varies between 2 and 

centimetres in size. 

 
•Despite being over 5 cm in size, the tumour has not yet metastasized to the lymph nodes. 



10 
 

 

2.4.4 Stage 3 

 

 
Breast cancer is a stage of the disease where the tumour has progressed to larger parts of the body in 

addition to the breast and adjacent lymph nodes [13]. There are three subtypes of stage 3 breast cancer: 

3, A, B, and C. The specific characteristics of each subcategory are as follows: 

 
1. Stage 3A: In this stage, one of the following conditions applies: 

 
• Although there isn't a tumour in the breast, interior mammary lymph nodes surrounding the 

breastbone do contain cancerous cells. 

 
• The tumour, which is larger than 5 cm in size, has affected one to three axillary lymph nodes, or 

the tumour, regardless of size, has damaged four to 9 axillary lymph nodes. 

 
• Although the tumour has not moved to distant areas of the body, it has grown into adjacent 

structures such as the skin or chest wall. 

 
2. Stage 3B: In this stage, one of the following conditions applies: 

 
• The skin or chest wall have been affected by the tumour [14], which might be of any size. 

Additionally, it could result in edoema other locations. 

 
• Internal mammary lymph nodes, which are close to the breastbone, have seen the cancer's 

spread. The axillary lymph nodes may also be affected. 

 
3. Stage 3C: Depending on the sum of lymph nodes associated and if the disease has progressed to 

other body parts, grade 3C breast cancer can be further separated into three subgroups. During this 

stage, a sizable tumour and numerous lymph nodes are frequently involved. 

 
Breast cancer is routinely treated with a variety of therapies, including surgery (such as a 

mastectomy), chemotherapy, radiation therapy, targeted therapies [15], and hormone therapy. The 

treatment plan is influenced by the nature of the tumour, the involvement of the lymph nodes, the 

hormone receptor status, genetic factors, and the general health of the patient. 
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2.4.5 Stage 4 

 
 

Breast cancer with metastatic spread or advanced breast cancer is the most severe type of the disease. 

In addition to the breast and nearby lymph nodes at this stage, the cancer has spread to other distant 

organs or bodily tissues [16]. It might affect the liver, lungs, brain, bones, liver, or liver. 

 
Although treatment seeks to manage the illness, control symptoms, and enhance quality of life despite 

the fact that breast cancer is thought to be incurable. Stage 4 breast cancer is often treated with a mix of 

medicines, some of which may include 

 
1. Systemic therapies: These treatments are directed through the bloodstream to spread cancer cells all 

over the body. They include: 

 
• Chemotherapy: Cancer cells can be killed or slowed down in growth with medications. 

 
• Hormonal therapy: It seeks to inhibit or decrease the effects of hormones that promote the formation 

of hormone receptor-positive breast tumours. 

 
• Targeted therapy: To prevent the growth and spread of cancer cells, it attacks particular traits of those 

cells. 

 
• Immunotherapy: The immune system is prompted to find and target cancer cells as a result. 

 
2. Localized treatments: These treatments concentrate on symptom management and cancer control in 

particular body regions. They include: 

 
• Radiation therapy: It can be applied to treat symptoms and reduce tumour size in particular locations, 

including bone metastases or brain metastases. 

 
• Surgery: Surgery may be necessary in some situations to remove a small tumour or to treat particular 

issues, including spinal cord compression. 
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The extent of metastases, the presence or absence of hormone receptors, the presence or absence of 

HER2, the patient's overall health, and individual inclination all play a part in the therapystrategy for 

breast cancer at stage 4 [17]. Working closely with a medical expert or oncologist with advanced cancer 

care is critical for those with Stage 4 breast cancer. Based on the most recent scientific developments 

and unique situations, they can offer specialised options for therapy, support, and direction. Palliative 

care may also be used to control symptoms, offer emotional support, and enhance general quality of 

life. 

 

 

 

 
Fig.2. Different stages of Breast Cancer 

 

 

2.5 Traditional methods of breast cancer management 

 
The modern medical environment is distinguished by the acquisition of massive amounts of patient, a 

medical facility, and administrative data, making traditional ways to studying this data individually less 

suitable. 

 

Mammography, biopsy, and histopathology are traditional procedures in breast cancer care. 

Mammography is a type of screening that employs X-rays to identify abnormal growths or mutations in 

breast tissue [18]. A biopsy is a procedure that comprises of extracting a sample of breast tissue and 

studying it under a microscope to dictate whether it is malignant. Cell abnormalities and cancer extent 

are determined by histopathology by inspecting tissue samples. These approaches, while effective in the 

identification and diagnosis of breast cancer, have limits in terms of precision and efficacy [19]. 

Mammography, for example, has a comparatively high false-positive rate, which might result in 

unneeded biopsies and distress for patients. Biopsies are also uncomfortable and invasive, and they do 

not always offer a conclusive diagnosis. 
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Machine learning (ML), on the other hand, can incorporate big and complicated data sets. These sources 

of information have the ability to improve patient outcomes and care. Increases in omics-data are 

inextricably linked to a personalised medical strategy [20]. DNA sequence databases, for example, 

double in size every two years. Indeed, breakthroughs in computer processing, along with rapid cost 

reductions in genetic sequencing, have overtaken the rate of computing hardware advancement. 

 
In addition, some patients may not benefit from standard breast cancer management strategies. Some 

women, for example, may have thick breast tissue, which might make mammography abnormalities 

more challenging. Furthermore, traditional methods of detection may be ineffective for certain kinds 

of breast cancer, especially inflammatory breast cancer, which can present with symptoms that are not 

specific. 

 

Detection and diagnosis of breast cancer can be made easier using traditional management methods. 

However, there is a need for better and more precise procedures [21]. Machine learning has become a 

viable method for improving breast cancer management by analyzing vast datasets and detecting 

patterns that human specialists may miss. 

 

During the development of machine learning algorithms, a focus is placed on making algorithms that 

automatically identify patterns and relationships within data without prior programming. Machine 

learning algorithms are designed to find patterns and relationships in. 

 

2.6 Risk Factors 

 
The precise cause of carcinogenesis has yet to be determined, however different factors that increase 

the risk of developing breast cancer are known. According to the epidemiological data presented 

above, a country's age, sex, and stage of development are some of the most important factors. The 

number of births, the age at which the first kid was born, and nursing are all important procreative 

factors [22]. Additionally significant are hormonal parameters that are mostly related to the time of 

oestrogen exposure. Genetic predispositions, the use of hormone replacement treatment, a poor diet, 

and concurrent obesity all have a significant role in the development of breast cancer. 

 
As substantial risk factors for a breast cancer diagnosis, alcohol consumption, early ionising radiation 

exposure, and hormonal contraception are also mentioned. 
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2.6.1 Non modifiable factors 

 

 
1. Age - Nearly 80% of breast cancer patients today are over the age of 50, and more than 40% are over 

the age of 65. Age 40 brings an increase in risk of 1.5%, age 50 an increase of 3%, and age 70 an 

increase of more than 4%. Unexpectedly, a link between a patient's age and a specific molecular cancer 

variant was found [23]. Highly resistant triple-negative breast cancer variants are most frequently 

detected in patients under the age of 40, while luminescent breast cancer variants are detected in patients 

over fourty years of age. Patients above 70 are typically where a subtype is discovered. The occurrence 

of tumours in old age is often not limited to breast cancer; with time, carcinogenesis increases due to 

the accumulation of numerous cellular mutations and susceptibility to potential carcinogens. 

 
2. Family history – Family tradition of the disease is a substantial risk factor associated with an 

increased possibility of developing breast cancer. Between 13 and 19% of breast cancer sufferers have 

a first-degree relative who has the disease. Additionally, the number of first-degree relatives who 

develop breast cancer significantly increases the probability of developing it. The risk could be 

significantly higher for people under 50 who are affected [24]. No matter their age, everyone with a 

family history of breast cancer had significantly higher incidence rates overall. 

 
3. Density of breast tissue - Even though a person's breast tissue density changes throughout the course 

of their life, many classifications, including low-density, high-density, and obese breasts, have been 

established in medical practise. Younger women with lower BMI who are either breastfeeding or 

becoming pregnant, as well as those who are on hormone replacement therapy, have greater breast 

density. 

 
4. Reproductive history -In especially for oestrogen and progesterone, numerous studies have linked 

endogenous hormone exposure to an increased risk of breast cancers in females. To determine the 

likelihood of the start of carcinogenic activities in the breast microenvironment, it is critical to 

consider the timing, duration, and any associated hormonal imbalance of specific situations like 

pregnancy, breastfeeding, the first menstrual period, and menopause. 

 
5. Density of breast - Though the thickness of breast tissue changes over the course of a person's life, 

there are a number of classifications, including low-density, high-density, and chubby breasts, that have 
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been established in clinical praxis [25]. Females who are turning mothers or nursing, as well as those 

who are receiving hormonal replacement therapy, tend to have greater breast density. Both premenstrual 

and postmenopausal females exhibit the general trend of increased breast tissue density being related 

with an increased risk of breast cancer. 

 
2.6.2 Modifiable Factors 

 

 
1 Physical activity - Women who do not have close relatives with previous diagnoses of breast cancer 

can nevertheless benefit from physical activity. In contrast to the earlier study, Thune et al. reported 

more significant effects in females who had not yet achieved menopause. A number of theories have 

been put forth to explain how physical activity lowers the risk of breast cancer. These theories include 

the possibility that exercise may lessen the interaction with endogenous sex hormones, change 

immunological reactions, or increase levels of insulin-like growth factor-1. 

 
2 Alcohol Intake - Although excessive alcohol use has been connected to an augmented risk of breast 

cancer, it has also been proven to cause an increased risk of gastrointestinal malignancies. The quantity 

of alcoholic beverages consumed, as opposed to the type of alcohol, has the greatest impact on the risk 

of cancer. 

 
3 Smoking - Breast tissue is exposed to tobacco carcinogens, which increases the possibility that 

oncogenes and suppressor genes will change [26]. Smoking, both active and passive, thus, greatly 

contributes to the beginning of pro-carcinogenic processes. In addition, women who have a family 

tradition of breast cancer are more likely to smoke more frequently and before their first full-term 

pregnancy. 

 
4 Chemical exposure - Chronic chemical exposure can quicken breast carcinogenesis by altering the 

tumour microenvironment, causing epigenetic changes, and activating pro-carcinogenic pathways.. 

Breast cancer risk is significantly increased in females who are exposed to chemicals over an extended 

period of time, and this risk is further modified by the duration of the exposure. 
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5 Deficiency of Vitamins - Although the exact mechanism of vitamins' anticancer benefits is unknown, 

they may help prevent a variety of malignancies, including breast cancer [27].The impact of vitamin 

consumption (vitamin C, E, and folic acid) on the risk of breast cancer is often studied; 

however, the findings are still contradictory and inadequate to allow for comparisons and the drawing 

of meaningful conclusions. 

 

2.3 Commonly used diagnostic methods 

 

 
1. Mammography: The breast tissue is examined via mammography, a kind of X-ray imaging. It has 

the ability to find minute anomalies, including lumps or calcifications, that could be signs of breast 

cancer. Women over 40 or those at elevated risk for breast cancer are often advised to get 

mammograms. 

 
2. Breast Ultrasound: The pictures of the tissue in the breast are created by ultrasound using sound 

waves. It can aid in distinguishing between solid tumours and cysts that contain fluid. Ultrasound 

is frequently employed to further assess anomalies seen on a mammogram or to direct needle 

biopsies. 

 
3. Magnetic Resonance Imaging (MRI): MRI produces finely intricate pictures of the breast using 

strong magnets and radio waves. It is particularly helpful in identifying cancer in high-risk 

women or determining the degree of malignancy in the breast and its adjacent tissues. 

 
4. Biopsy: Breast cancer can only be accurately diagnosed through a biopsy. A biopsy involves the 

removal of an insignificant amount of breast tissue for microscopic examination. There are 

numerous kinds of biopsies, including surgical and needle-based biopsies (Fine-needle aspiration 

biopsy, incisional biopsy, and excisional biopsy). The kind, grade, and state of the cancer's 

hormone receptors can all be determined through biopsies. 

 
5. Breast Self-Examination (BSE): Frequent breast examinations can help people become 

comfortable with their breasts and see any changes or abnormalities, even if it is not a diagnostic 

technique. It is crucial to speak with a healthcare practitioner for additional assessment if any 

suspicious tumours or changes are seen. 
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6. Clinical Breast Examination (CBE): During a medical breast assessment, a healthcare professional 

physically inspects the breasts and the areas around them to look for any anomalies, such as lumps 

or modifications to texture or shape. 
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CHAPTER 3 
 
 

3.1 Machine Learning 

 
 

According to Arthur Samuel, the field of study that enables computers to learn despite being explicitly 

taught is known as machine learning. Machine learning can be supervised or unsupervised. If you have 

fewer data and training data that is clearly indicated, go with supervised learning. For large data sets in 

general, unsupervised learning would offer higher performance and outcomes. 

 

Numerous advances have been made in a wide range of scientific fields as a result of the improvement 

of data availability, expansion in processing capacity, and the introduction of novel learning techniques. 

This also pertains to scientific and medical research, where applications for molecular biology, picture 

data analysis, and clinical practise are only a few examples [28]. The concept of a computer constantly 

learning some abstract concepts, however, has existed at least since the 1950s, when the very first neural 

networks were created. Prior to that, similar concepts were applied to other techniques like Markov 

chains and Bayesian statistics. The pharmacometrics and medical pharmacology communities have 

several names for many of these techniques. If the dataset has been adequately trained and the model 

used has been thoroughly validated, machine learning methods can be trusted. There are a lot of 

prospects for ML, and as the education sector adapts to new realities, ML and other emerging 

technologies may become more important in areas like learning analytics, e-learning, evaluations of 

students, performance prediction, and monitoring the progress of teaching and learning. Several 

techniques, including multilayer perceptron (MLP) and CART regression tree models (CART), have 

diverse potentials that academic stakeholders are very interested in. 

 

Machine learning uses mathematical techniques that are utilised as software programmes to find patterns 
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in huge datasets and iteratively get better at it as more data is added. The algorithms are frequently used 

in many different fields and applications, such as advertisements, insurance, banking, social media, and 

fraud detection, and they have access to a wide variety of data types that are gathered in real-time from 

many sources [29]. However, as patient data is frequently unavailable for public study, employing these 

methods to analyse disease outcomes may be challenging. 

 

3.2 Types of Machine Learning 

Machine learning can be classified into: 
 

 
 

 

Fig.3. Classification of Machine Learning 

 
 

3.2.1 Supervised learning 
 

Using sample input-output sets, machine learning is frequently used to train an algorithm that transfers 

an instruction to an output. It employs labelled training data and a group of training samples to 

conjecture a function. The objective of supervise learning is to generate precise results with a particular 

set of inputs, which involves a task-driven strategy. "Classification" (information separation) and 

"regression" (information fitting) are the two most common supervised tasks. One illustration of 

supervised learning is determining the classification or interpretation of a textual item, such as an 

internet post or a product review. 

 

In addition, supervised learning can be employed to project whether a patient will respond to certain 
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mental health interventions (such an obsessive-compulsive disorder programme or cognitive 

behavioural therapy for depression). 

 
Based on high or low predicted risk/prognosis, risk and prognostic ratings may be especially useful in 

identifying those who need preventative actions or tailored/intensive therapy. Although the majority of 

research use predictors that are evaluated at one point in time (for example, pre-treatment) to create risk 

and prognosis scores. 

 
3.2.2 Unsupervised learning 

 
Pathologists may be less familiar with unsupervised learning than supervised learning, which is a 

subfield of machine learning [30]. Convolutional neural networks can be used to categorize 

pathological images, which is another application of supervised learning that pathologists are likely to 

come across in a diagnostic environment. As with supervised learning, unsupervised techniques rely 

on patterns that can be detected in unlabeled data without labels, as opposed to supervised learning that 

requires labelled data. 

 

Clustering, dimensionality reduction methods, autoencoders, and generative adversarial networks 

(GANs) are examples of unsupervised approaches that are often used. Autoencoders are a type of self- 

supervised learning, or unsupervised learning. Reinforcement Learning. 

 

 
3.2.3 Reinforcement learning 

 
Reinforcement learning is a subset of machine learning that teaches a representative how to behave in 

certain circumstances in order to maximise the incentive signal. The agent develops a strategy that 

maps contends to actions that maximise its projected cumulative reward over time through interaction 

with the environment. In reinforcement learning, the agent receives recommendations in the shape of 

plunders or punishments for its actions. 

 

The agent picks up new skills through trial and error, adapting its behaviour in response to input from 

the environment. Since input is usually delayed, it is crucial that the agent develop the ability to balance 

short-term advantages with long-term objectives. Robotics, gaming, and natural language. 
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3.1 ML in Healthcare 

In 1950, Alan Turing presented the use of machine learning. By utilising data and minimising human 

engagement, machine learning is utilised in healthcare to enhance the efficacy and overall character of 

care. Since handling of patients in acute healthcare facilities necessitates precise diagnosis and prompt 

implementation of validated treatments, this environment is probably one in which cognitive expansion 

of the clinician's delivery of care with artificial intelligence-based technology, such as machine learning 

(ML), will take place. ML has been applied in medical fields for a range of activities and has even been 

a component of key clinical workflows in some circumstances. Image categorization is a common 

application that is represented by haematology digital morphological analyzers (for example, 

CellaVision). 

 

Based on prior training on massive picture data sets, machine learning algorithms can correctly allocate 

labels (class) to different cell types. With these models, enormous quantities of data can be analysed 

much more quickly than with manual differential counting. Because the bulk of ordinary samples will 

not be highlighted for manual examination, the haematology laboratory gains tremendous efficiency. 

Although these ML algorithms operate on big data sets and hence reduce superfluous human labour, 

manual verification continues to be regarded as the gold standard for morphologic diagnosis for 

specimens that meet criteria to fall within particular aberrant categories. This paradigm may reflect a 

conservative but essential role for machine learning algorithms, which is to operate as a prescreening 

assistance to bin cases that require human intervention or review. Combining ML models' ability to 

identify relevant features from big data sets with traditional human verification of discoveries may thus 

be the initial stage in ML application.6 Alternatively, trained ML systems may one day outperform 

human decision-making in categorization performance. 

 

Learning health systems with adequate resources are more likely to use ML technology to its utmost 

potential. To prevent increasing healthcare disparities, immediate attention must be given to how these 

clinical advantages might be made available to those suffering in healthcare systems that are neither 

well-equipped nor equipped with the appropriate data collection technology. 

 

Healthcare organisations are using ML systems to track and anticipate future pandemic outbreaks 

around the world. In order to predict disease outbreaks, this digital system makes use of satellite data, 

immediate notifications on social networks, and other crucial information accessible online. 
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Third-world nations with sparse healthcare infrastructure may benefit especially from its 

implementation. 

 

Long wait times, worries about excessive medical costs, problematic appointment scheduling, and 

trouble finding the right healthcare practitioner are some of the issues that machine learning and 

associated data-driven techniques aim to address. Some of the difficulties that machine learning and 

related data-driven techniques attempt to address include lengthy wait times, concerns about too much 

medical costs, difficult appointment scheduling, and difficulty selecting the correct healthcare provider. 

 

Healthcare data needs to be organised for ML (machine learning) through a procedure called annotation, 

in which humans tag different aspects of the dataset. This process speeds up pattern identification and 

enables the drawing of useful conclusions. By analysing the data, developing new rules, and improving 

machine performance, medical professionals also play a vital role . But precise and pertinent annotations 

that capture crucial concepts in the right context are required if ML processes in healthcare are to learn 

quickly and efficiently. 

 

Successful surgical outcomes demand accurate execution, flexibility to adjust to shifting conditions, and 

a consistent strategy over a lengthy period of time. Even though qualified surgeons already have these 

attributes, one potential use of ML for medical purposes entails using robots to carry out surgical 

procedures. Insights from previously obtained data on active ingredients in drugs and their impacts on 

the body can be used to recreate an active component that functions under comparable settings. 
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3.3.1 Benefits of ML in healthcare 

 

 
1. Improvement in diagnosis 

 
 

By analysing medical data and photos with ML-enabled technologies, better diagnoses can be made in 

the field of healthcare. A machine learning algorithm, for instance, can forecast an illness based on 

training data from previous cases and perform better pattern recognition. Diagnostic algorithms have 

struggled to match the accuracy of clinicians in cases of differential diagnosis, where there are several 

potential explanations of a patient's symptoms, despite major academic efforts and increasing 

commercial interest. automating cell and tissue quantification for blood and culture research precision. 

locating illness cells on a diagnostic slide and marking regions of interest. developing paradigms for 

tumour staging. 

 
2 Cost Reduction 

 
 

Machine learning can improve the total expense efficiencies of healthcare services by employing 

automation instead of manual labour. Focusing on the discovery and manufacturing of drugs that are 

affordable, efficient, safe, and have a small probability of side effects. For instance, the cost of needles 

and labels on items like operational sheets may be lowered by about 18%. ML can revolutionise the 

pharmaceutical business, increase drug efficacy and safety, and ultimately help patients by lowering the 

time and outflow required to bring novel therapies to marketplace. 

 
3 New treatments and medication 

 
A model that utilizes deep learning could accelerate the development of novel medications for many diseases. 

In order to enhance patient care and safety, ML techniques can also be worn to more effectively analyse the 

massive volume of facts gathered during clinical trials. Maintaining medical records has become easier 

thanks to machine learning, which also saves time and money. Future smart medical data based on ML 

will also help with more accurate and improved clinical diagnosis and therapy recommendations. 
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Software can perform automated ML and pre-processed information via its machine learning platforms, 

boosting accuracy and obviating the need for time-consuming tasks that are typically performed by 

people in a variety of health sectors, involving biopharmaceuticals, accurate medicine and technology, 

hospitals, and health systems. 

 
4 Clinical Trails and Research 

 
Research and clinical trials benefit greatly from machine learning since it allows for simultaneous access 

to many different data points. Additionally, it uses computerised record-keeping, real-time monitoring, 

and trial subjects' data access to lower data-based errors. Clinical inventories and extensive 

implementation work are sparked by preclinical research and observational studies, which then result in 

classical trials and trials with pragmatic components. The field of clinical research is vast. Clinical 

research is essential to enhancing healthcare and outcomes, but it is currently conducted in a complex, 

labor-intensive, expensive manner that may occasionally be vulnerable to unanticipated biases and 

errors, endangering its successful application, adoption, and acceptability. 

 

5 Data Collection 

 
To get important insights and enhance patient care, machine learning algorithms examineenormous 

volumes of data from numerous sources, including digital health records, diagnostic imaging, wearable 

technology, and genetics. These algorithms can identify trends, categorise diseases, forecast results, and 

support the development of new drugs. Healthcare practitioners can improve public health surveillance, 

personalise treatments, and make better judgements by utilising machine learning. However, in this 

information-driven healthcare environment, privacy and security issues must be resolved to guarantee 

the confidentiality and safety of patient data. 
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CHAPTER 4 
 

 

 
 

4.1 Proposed Methodology 

 
The report's methodology is described in the following section. The dataset utilised and its constraints 

are described in Section 3.1. The mathematical programmes of the ML techniques are presented in 

Section 3.2 random forest, artificial neural network, Naïve bayes and Decision Tree. This chapter 

describes the experimental techniques utilised to accomplish the thesis's objectives and respond to its 

research questions. Four machine learning methods that were tested and trained on the dataset are being 

compared in the experiment. The four machine learning algorithms are contrasted in terms of their 

accuracy and precision. 

 

 

 

 
 

 

Fig.4. Flow chart of Experiment process 
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4.1.1 Data Collection 

 
 

Data collection is the first stage in developing a machine learning recognition system. You might need 

a medical dataset, for instance. The greatest data science community in the world with a wealth of tools 

and resources, Kaggle, is where the data was gathered. The Wisconsin dataset, was analysed. The 

acclaimed UCI-Repository for Machine Learning hosts the dataset, which is openly available there. 10 

features, including radius, texture, area, perimeter, compactness, smoothness, concave points, 

concavity, symmetry, and fractal dimension, were confirmed in our dataset of 570 samples. 

 

 
Radius The average distance between the centre and points on the outermost edge 

Texture Standard deviation of values in grayscale 

Area Number of pixels inside the snake, plus one-half more pixels around the outside 

Perimeter The nuclear perimeter is the sum of the distances between the snake points. 

Compactness Perimeter ^2 / area 

Smoothness By comparing a radial line's length to the average length of the lines around it, one 

may quantify regional variations in radius length. 

Concave 

points 

The proportion of the contour's concave areas. 

Concavity severity of the contour's concave areas 

Symmetry the difference in length between lines that are parallel to both directions of the 

major axis and the cell boundary. 

Fractal 

dimension 

An approximate coast. A greater number indicates a less uniform contour and, 

hence, a higher likelihood of cancer. 

 

 

TABLE 2. Description of Dataset 



27 
 

 

 

Fig.6. Overview of Dataset 
 

 

4.1.2 Data pre-processing 

 

 
One of the key phases in machine learning is the pre-processing of data. The most crucial step in 

creating more accurate machine learning models, it is. The handling of missing values, the elimination 

of outliers, and any potential problems are all part of this process. Data that is category or ordinal must 

be transformed in some way into numeric features since, as we know, machine learning (ML) algorithms 

can only handle numerical features. Median values were used in place of missing values. 

 
4.1.3 Feature selection 

 
 

The next step is to decide which pertinent features or variables will be utilised in training the model. By 

choosing traits that are pertinent to the health condition being detected, a process referred to as feature 

extraction is carried out. In order to find and rank the most crucial aspects in the dataset, activation 

processes and neurons are used at this stage. 
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4.1.4 Model selection 

 
The machine learning framework is chosen after the feature section and data preparation. Numerous 

algorithms are used in machine learning, including decision trees, random forests, naive bayes, artificial 

neural networks, and more. For better performance on tasks like picture segmentation, classification, and 

disease classification, these models make use of deep learning methodology and optimisation 

approaches. 

 
Python libraries are used to run the model. 

 
4.1.5 Training and Testing 

 

An algorithm for machine learning operates in two stages as we process datasets. For testing and training 

phases, we typically divide the data by 20% to 80%.We present the model with brand-new data that we 

have labels for in order to assess how well the algorithms perform. This is often accomplished by 

dividing the labelled data that we have gathered into two sections using Technique train_test_split. The 

training data, also known as the training set, comprises 75% of the data that we utilised to create our 

machine learning model. Test data or test set refers to the 25% of the collected information that will be 

utilised for assessing how effectively the model performs. We evaluate the results after testing the 

algorithms to choose the algorithm that offers the highest accuracy and determine the most predictive 

model for the identification of breast cancer. 

 

 

 

 
Fig.6. Split Raw Data into Training and Testing Dataset 
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CHAPTER 5 
 

 

5.1 Technical Approach 

 
5.1.1 Naïve Bayes 

 

Nave Bayes is a powerful statistical classification technique that has been utilised successfully in 

bioinformatics. Based on previous knowledge and present evidence, Bayes' theorem can be utilised to 

create predictions. The prediction changes as evidence accumulates. Although most input data are 

categorical or binary in nature, Naive Bayes can handle continuously input features by splitting them 

into categories. It can handle data gaps by either ignoring them or creating a new category for them. The 

prediction is the subsequent probability that the investigators have an interest in. Prior knowledge is 

referred to as prior probability, and it is the most likely bet about the result in the absence of more 

evidence. The current evidence is expressed as likelihood, which represents the likelihood of a predictor 

given a specific result. 

 

 

 

 

 
In naive Bayes classification, A represents categorical outcome events and B represents a set of 

predictors. The term "naive" denotes that the predictors are independent of one another if the outcome 

value is the same. As a result, P(b1, b2, b3|A) may be represented as P(b1|A) P(b2|A) P(b3|A), making 

the computation procedure considerably easier. Because of its accessibility, speed, and accuracy, Naive 

Bayes is a popular method for classification applications. It has applications in many fields, including 

text classification, classification of images, medical evaluation, identifying fraud, and recommendation 

systems. By taking into account the quantity of phrases or words in the text, Naive Bayes is extensively 

used in text classification for filtering spam, sentiment assessment, and document categorization. 
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Fig.7. Diagram depicting how Naive Bayes Classifier works 
 

 

 
 

5.1.2 Random Forest 

 
Using machine learning methods, such as random forests, a random forest classifier was developed to 

predict AL occurrence. The concept of a random forest can be described as an algorithm for predicting 

trees using values derived from a random vector examined autonomously and with exactly the same 

dispersal for every tree in the forest. As the total number of trees in a forest grows enormous, the 

generalisation error approaches a limit. Forests of tree classifiers are characterised by their strong trees 

as well as their correlation, which determines their generalisation error. 

 

It is advantageous to use a random forest structure in two ways. The first class is from a computational 

standpoint, and the second is from a statistical standpoint. Compared to other classification and 

regression algorithms, random forests can handle both challenges, which is advantageous in terms of 

computation. Because the train and prediction procedures in this classifier are executed at rapid speeds, 

the random forest is referred to as a fast classic classifier. In addition to its direct application to high- 

dimensional problems, random forests can be used as a form of optimization. 

 

Features 

 
• There's no comparison between it and the decision tree technique in relations of accuracy. 

• It allows missing data to be handled effectively. 

• There is no need to tune hyperparameters in order to get a rational estimation. 

• Overfitting in decision trees is solved by this method. 

• A subset of features at each node's splitting point is randomly selected for every random forest tree. 
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5.1.3 Decision Tree 

 
 

One of the most effective methods for data mining, decision trees were created in the 1960s and are now 

frequently employed in a variety of fields due to their ease of use, lack of uncertainty, and resilience 

even in the presence of missing data. Both consecutive and discontinuous variables may be employed 

as preferred or independent variables. The decision tree approach is a popular data mining strategy for 

developing classification systems based on several parameters or predicting algorithms for an intended 

variable. With this method, a population as a whole is divided into divisions that resemble branches and 

create a tree inverted with root, internal, and leaf nodes. The approach handles huge, convoluted data 

sets without establishing a cumbersome parametric framework since it is non-parametric. The 

information gathered from the study can be divided into training and evaluation datasets when a study's 

sample is large enough. Further research has demonstrated that an ensemble of decision trees is typically 

more accurate than any single tree in many real-world applications, such as SKICAT. 

 

 

 

 

 
 

Fig.8. Decision tree 
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5.1.4 Artificial neural network 

 
Software programmes called artificial neural networks (ANNs) are biologically inspired and replicate 

the way the human brain processes information. Instead than employing programming, ANNs 

understand (or are taught) by finding trends and correlations in data. They also learn via practise. The 

mathematical processes used by feature-extracting ANN, which translate multidimensional set of data 

onto two-dimensional domains, were developed utilising the gradient descent scheme. Nonadaptive 

Given warped or noisy data, ANN maps might be able to restore their patterns. Associating networks 

are often used in the pharmaceutical industry in place of conventional response surface approaches, 

feature-extracting systems in place of prime element analysis, and nonadaptive networks for image 

acknowledgement. Built on these characteristics, the ANN technique has a wide range of possible 

application areas in the pharmaceutical sciences, including biopharmacy, drug and medication design, 

and data interpretations. 

 

 

 
 

 

 
Fig.9. Artificial Neural Network Workflow 
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CHAPTER 6 
 

 

 

 

6.1 Algorithms and their results 

 
6.1.1 Niave Bayes algorithm 

 

Fig 10. Naïve Bayes result 
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6.1.2 Random Forest algorithm 

Fig 11: Random Forest result 
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6.1.3 Artificial neural network algorithm 
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Fig 12: ANN result 
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3.1.4 Decision Tree Algorithm 
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Fig 13: Decision Tree result 
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CHAPTER 7 
 

 

7.1 Conclusion 

On the WBCD Wisconsin Breast Cancer Diagnostic dataset, we applied four primary algorithms: Naive 

Bayes, Random Forests, Decision Tree, and artificial neural networks to calculate, compare, and 

evaluate various results according to confusion accuracy, sensitivity, and precision in order to determine 

the best machine learning algorithm that is accurate, dependable, and finds the higher accuracy. All 

algorithms were created using the Python scikit-learn library and the Anaconda environment. Following 

a precise comparison of our models, we discovered that Nave Bayes performed better than all other 

algorithms, achieving higher efficiency, precision, and F-1 score of 97.4%, 98%, and 97% respectively. 

Finally, Nave Bayes has proven to be effective in predicting and diagnosing Breast Cancer and achieves 

the greatest efficiency in terms of precision and accuracy. The fact that all of the results are restricted to 

the WBCD database should be noted as a limitation of our work. As a result, it is important to consider 

applying the same algorithms and techniques to other databases in future work to validate the results 

obtained using this database. In addition, we intend to use our and additional machine learning 

algorithms with additional parameters on bigger sets of data with numerous disease classes to obtain. 

 

 

Model Dataset Algorithm used Accuracy Best accuracy 

Model Proposed The Wisconsin Random Forest 95.61%  

 Breast Cancer    

 (Diagnostic) 

Data Set 
Naïve Bayes 

Naïve Bayes 97.4% 

  97.4% 
ANN 97.36% 

  Decision Tree 89.89%  

TABLE 3. Comparison of different algorithms 
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7.1.1 Limitation 
 

Data accuracy and bias: For the purpose of making precise predictions, ML models largely rely on 

reliable, unbiased, and representative data. Inaccuracies or skewed outcomes could result from the 

frequent incompleteness, inconsistency, or bias of healthcare data. 

 
Transparency and comprehensibility: Deep learning neural networks, which are one type of ML model, 

are frequently referred to as "black boxes" because they can be difficult to interpret and comprehend. 

This absence of interpretability might be a serious drawback in complex healthcare settings where 

professionals and patients must understand the logic underlying the model's predictions. 

 
generalising about various demographics: Machine learning algorithms models that were developed 

using data from a single population might not translate well to data from other populations or 

demographics. This might exacerbate already-existing healthcare inequities by creating discrepancies 

and resulting in unequal performance across diverse populations. 

 
Privacy and ethical issues: ML models rely on enormous volumes of patient data, which raises questions 

regarding patient confidentiality, safety of information, and the moral use of private medical data. There 

are many difficulties in protecting patient privacy while using data for ML. 

 
minimal human supervision: In healthcare, machine learning (ML) models should support, not replace, 

human expertise. Decisions may be made incorrectly or may even be detrimental if there is an excessive 

reliance on machine learning algorithms without the proper oversight of people and clinical validation. 

 
Lack of ability to quickly adapt: Since ML models are frequently created using historical data, they 

might not be able to quickly adapt to changing or novel healthcare scenarios. Models must be updated 

and modified frequently to be accurate and useful in dynamic healthcare situations. 
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Abstract - A behavioral analytics approach uses big data 

analytics in combination with machine learning (ML) to identify 

patterns, trends, aberrations, and other useful insights. The 

behavior of an individual can be analyzed by expressions, 

postures, and activity levels. Using ML algorithms could 

revolutionize the way clinicians make decisions in health care 

sector. Studies of human behavior have been conducted in a 

range of scientific disciplines (e.g sociology, psychology, 

computer science). ML algorithms have the potential to 

transform the way doctors and instructors make choices. This 

methodology has been slow to be adopted by behavior analysis 

experts to maximize its application to practical issues and to aid 

them in learning more about human behavior. ML algorithms 

are dominating the healthcare industry. Recent researches have 

indicated that these techniques can be used to anticipate disease 

based on health data. Our study examines several machine 

learning algorithms used in early disease detection and identifies 

key trends in their performance. The analysis suggests that 

human behavior may play a role in a variety of conditions, 

including diabetes, cancer, heart disease, autism, mental illness, 

Alzheimer's, and others. A number of daily habits are associated 

with this behavior, including food, respiration rate, blood 

pressure, voice output, social abnormalities, insomnia, and so 

on. A few examples of ML applications integrated into 

healthcare services are naive bayes (NB), support vector 

machines (SVM), random forest (RF), and convolutional neural 

networks (CNN). In a variety of cancer classification 

applications, these models are proved to be highly efficient in 

diagnosing various cancer types. This review includes a number 

of research investigations that employ ML to analyze behavioral 

data. As we gain further insights into the factors influencing 

organisms' behavior, we are able to create computational 

models which allow disease prediction and management to 

become more accurate. 

 

Keywords— Behavioral analytics, Machine learning`, 

Algorithm, accuracy, healthcare services 

 

 

I. INTRODUCTION 

Patients with neurological diseases, head traumas, and 

mental illnesses benefit greatly from behavioral analysis in 

the health sector It is helpful to determine the root cause of a 

disease by analyzing the patient's behavior. There are many 

challenges associated with patient behavioral analysis in 

*Corresponding Author 

traditional healthcare [1]. Through the development of smart 

healthcare, it is possible to analyze patient behavior more 

 
 

easily. Using ML for human behavior recognition has 

become a new topic of analysis due to the issues relating to 

potency and accuracy of conventional artificial feature- 

extraction behavior identification. Figure 1 shows different 

type of machine learning algorithms that are used behavioral 

analysis 
 

 

 
Fig. 1. Different type of machine learning algorithms in behavioral analysis 

 

Research investigators used ML tools to detect behavioral 

patterns for different patient groups based on the 

experimental case study they conducted such as pattern 

analysis for anxiety and depression level [2], assessing 

patients who have been diagnosed with autism and those who 

have not [3]. 

In spite of extensive instrumental as well as scoring noise, 

ML is capable of detecting interactions that are complex, 

high-dimensional and, non-linear that may notify prognosis 

[4]. Figure 2 depicts how behavioral analysis is carried out 

using machine learning algorithms. Many biology and 
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behavioral research laboratories, however, find it strenuous 

to implement these advanced analyses, which may explain 

why they have not yet been widely adopted. In this article, we 

have reviewed about various machine learning techniques 

(like SVM, CNN, Decision tree, Random forest, Naive bayes) to 

study behavior analysis in healthcare sector. 

 

 
 

Fig. 2. Use of machine learning algorithm in behavioral analysis 

in accuracy, precision, error and recall, measuring 0.87, 0.84, 

0.13 and 0.79, respectively [7]. 
II. ALGORITHMS IN DETECTING BEHAVIOURAL ANALYSIS 

A. Naive bayes 

The Naive Bayes algorithm is a statistical classifier which 

predicts the likelihood that a given tuple belongs to a given 

class in accordance with Bayesian analysis theorem [5]. A 

naive bayes method is used in healthcare to assess a patient's 

behavior, such as their mental health, using a multiclass 

classification approach and probilistic algorithm. Radwan 

Qasrawi et al used an empirical Bayesian approach to 

investigate the factors associated with depression and anxiety 

in school-aged children. A total of 3984 West Bank students 

from 5th to 9th grades, age ranging 10-15 years, were studied 

in refugee and community schools. During the academic year 

2013-2014 data was assembled using the health behaviors of 

school children examination to identify risk variables related 

to student mental health symptoms. ML was then used to 

analyze the data. An analysis of 5 ML algorithms, including 

RF, neural networks, decision trees, SVMs, and NB were 

used and it was concluded that NB had the best accuracy in 

predicting depressive disorders (87.1) and anxiety (72.7) [6]. 

 
As a tool for predicting how a person's body will behave if 

she/he contracts Covid-19, Rabie et al. developed the Covid- 

19 Prudential Expectation Strategy (CPES). In this method 

there are three steps: Outlier Rejection Phase (ORP), Feature 

Selection Phase (FSP), and Classification Phase (CP). CPES 

makes use of a Statistical Naive Bayes (SNB) classifier, CP, 

to categorize people according to their body's reaction to 

Covid-19 infection. There were 2215 persons that filled out 

the form in total. Compared to current classification 

algorithms, Prudential Expectation Strategy performs better 

 

 

 

B. SVM (Support Vector Machine) 

A support vector network is the most prevailing supervised 

learning model which uses deep learning algorithms to map 

data into a high-dimensional feature space for classifying and 

predicting data from two groups. SVM increases 

effectiveness and makes healthcare more convenient and 

personalized for patients in a healthcare institution. The 

algorithm is utilized in several healthcare practices to 

anticipate if a patient has a particular heath issue. Its high 

classification accuracy, sensitivity, and specificity make it an 

excellent option for diagnosing diseases like heart disease, 

stress, and influenza. 

 

Athira et al. [8] used SVM technique for development of 

multi-parameter for monitoring patients health. The 

researchers developed a multi parameter system based on 

IOT which had four parameters including heart rate, hotness 

and coldness, pulse rate, and oxygenation are observed using 

analogous sensors and in case of emergency an email is 

conveyed to patient's guardian. They achieved classification 

accuracy to 95 percent of the mpm system (Multi-Parameter 

Patient Monitor) by improving the algorithm of SVM. 

 

Using behavioral risk as a predictor of cervical cancer, 

Degrimenci [9] investigated KNN, Random Forest, and SVM 

algorithms for their potential role in cervical cancer 
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prediction. The information utilized in this study was 

collected from the UCI Machine Learning Repository (a 

library of data on cervical cancer behavior risk). A total of 72 

indonesians were recruited to provide the samples. Result 

showed that 21 were in danger (positive) and the remaining 

51 were not in danger (negative). The facts that were 

collected related to cervix cancer behavior which includes 19 

characteristics, such as diet, hygiene practices, sexual risk, 

emotion, etc. Out of all the approaches that were tested, the 

SVM technique had the most appreciative accuracy (91.67% 

with sigmoid-SVM). 

 

C. Random Forest 

 
Random Forest (RF) algorithm is an ensemble classifier that 

uses a variety of decision tree models to improve presaging 

accuracy. Based on the set of training data, it generates several 

classification trees that are each trained using bootstrap 

sampling [10]. Random forests are effective at estimating 

variable significance with neural networks. Their ability to 

handle huge data sets with hundreds of variables makes them 

an excellent approach for dealing with missing data. 

Probabilities of contracting a disease can be forecast using a 

random forest model based on past diagnoses. The concept 

may be useful for managing risks, communicating 

customized health inforation, and assisting with healthcare 

decisions [11]. 

 
Khalilia et al. [12] trained random forest classifiers for 

predicting diseases using HCUP (Healthcare Cost and 

Utilization Project) data from National Inpatient Sample 

(NIS). To predict the threat of 8 chronic disease, they 

evaluated the effectiveness of SVM, bagging, boosting, and 

RF ensemble learning hinge on the Area Under the ROC 

Curve (AUC). Additionally, RF calculates the significance of 

each and every variable in the classification procedures, 

which helped them overcome the class imbalance issue. An 

average AUC of 88.79% was calculated for eight disease 

types using the HCUP data set and found to be promising in 

disease prediction. 

 
Kazuya et al. [13] conducted a study in Japan to show a link 

between stroke-related search behavior and stroke-related 

mortality. The regression analysis used a number of 

characteristics as predictors, including sex, lifespan, 

hospitalizations, progress, strokes, etc. They identified 9476 

abstracts from Japanese literature relating to stroke symptoms 

and signs and a score of 89.94% was achieved using age- 

adjusted mortality from stroke in the RF analysis. It revealed 

that the query with high relevance score was stroke, and that 

it was associated with Japan's age-adjusted mortality rate. 

 
D. CNN (CONVOLUTED NEURAL NETWORK) 

 
CNN is a kind of artificial neural network which uses 

mathematical operations that it is typically employed in 

image recognition, segmentation, classification and has one 

or more convolutional layers, and other correlated tasks. As 

CNN categorizes hundreds of pictures each minute, it could 

 

 

be useful because new photos could be categorized instantly. 

Photos are sent for grading to physicians when a patient 

comes in for screening, but they are not appropriately rated. 

A trained CNN is capable of making a rapid diagnosis and 

responding to a patient immediately. In similar fashion, the 

network produced these results using only one image per eye. 

 
 

Fig. 3. An illustration of how data filtering works 

 

 
Oliveira et al. [14] developed a CNN method to detect the 
wandering movements of Alzheimer's patients based on data 
gathered from non-intrusive sensors around the house (Figure 
3). 220 paths were generated in the dataset. This data was 
identified by CNN using visual features (such as loops or 
random movements). The data was compared with 60 min and 
30 min datasets and the 30 min datasets had a precision 
difference of 55.57%, a recall difference of 20% and a F1 
score difference of 17.86%. 

 
 

Pratt et al. [15] carried out a CNN based model for the 
classification of 5 classes of diabetic retinopathy disease. 
They took 80000 images from the Kaggle through which 
state-of-the-art DR stage classification technique was put 
together by utilizing complex DR characteristics such as 
transude on the retina, MAS, and HEMS, they employed a 
CNN architecture with expansion of data to designate 5 
degrees of diabetic retinopathy severity. 

 
 

D. Decision Tree 

 
Decision tree is a type of supervised machine learning 

technique which predicts and processes data using 

classification and regression analogies based on real life [5]. 

Health systems can use decision trees to determine the initial 

course of treatment for behavior problems and to implement 

empirically validated treatment procedures [16]. 

 
In a study by Cohen et al. [17] behavioral profiles of children 

with Autism Spectrum Disorder are used to guide treatment 

decisions through CART decision trees. They compared the 

PDDBI with the ADOS-2 to determine its criterion-related 

validity. A total of 110 candidates were selected between 1.5 
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and 6.9 years age and grouped into 2 behavioral aspects: 

Receptive/Expressive Social Communication Abilities 

(REXSCAs) and Approach Withdrawal Problems (AWPs). 

Based on T-scores, various cut-off scores was evaluated in 

this study for domains such as sensory behaviors, traditions, 

repetition of language, offensive behaviour, and ability to 

express. 

 
Using a decision tree algorithm, Batterham et al. analysed 

depression outcomes. This study showed that environmental 

factors are associated with various social factors that are 

related to depression. After 4 weeks of follow-up, patients 

were allowed to begin taking new antidepressants; 25% of 

placebo patients and 7% of zuranolone patients received new 

antidepressants in the phase 2 study. Decision trees were 

discovered to have higher susceptibility and selectivity than 

logistic regressions when analogous predictors were used 

[18]. 

TABLE I. RECENT STUDIES CONDUCTED ON BEHAVIOR ANALYSIS WITH THE HELP OF ML FOR THE TREATMENT OF VARIOUS DISEASE 

 
S.No Technique Paper Worked on Accuracy Year 

1 Naïve Bayes Radwan Qasrawi et al. [6] Depression and anxiety 87.1%(depression) 

72.7%(anxiety) 

2022 

Rabie et al. [7] Covid 87% 2022 

2 SVM Degirmenci [9] Cervical cancer 91.67% 2022 

Athira et al. [8] Heart rate, temperature, respiration rate, 

oxygen and saturation 

95% 2020 

3 Random Forest Khalilia et al. [12] 8 chronic diseases 88.79% 2011 

Kazuya et al. [13] Stroke 89.94% 2022 

4 CNN Pratt et al. [15] Daibetic retinopathy disease - 2016 

Oliveira et al. [14] Alzheimer disease 82.65% 2022 

5 Decision Tree Cohen et al. [17] Autisum spectrum disorder - 2019 

Batterham et al. [18] Depression - 2009 

 

 

 

III. CONCLUSION 

 

As machine learning becomes more prevalent, it is being used 

for diagnosing diseases in multiple industries. A number of 

scientists have discussed the benefit of machine learning- 

based disease diagnostics (MLBDD) in terms of time and cost 

efficiency. Traditionally, diagnostic techniques are labor- 

intensive, expensive, and require human involvement 

frequently. According to WHO estimates, lifestyle changes 

are responsible for 30% of all deaths worldwide. These deaths 

can be avoided by correctly identifying the risk factors that 

go along with them and developing behavior modification 

strategies. Prevention of potentially fatal consequences 

requires changes in health-related behavior. Life expectancy 

will be increased if early diagnosis, prevention assistance, 

and appropriate treatment are provided as soon as possible. 

Machine learning algorithms will be implemented to further 

investigate methods like sensor based feature extraction, such 

 

as Electrocardiogram (ECG), Electroencephalogram (EEG) 

etc, for the diagnosis of early-stage diseases from human 

behavior on various platforms. The idea behind automated 

 

 

patient and disease monitoring activities are to conserve time 

and fill in when all doctors are busy, like during an 

emergency. The deployment of smart technology in this 

industry can help save lives during pandemics, such as the 

COVID-19 epidemic. 
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