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ABSTRACT 

 

Polycystic Ovarian Syndrome is a complicated multifactorial disease identified as 

irregular menses, stubborn weight gain, insulin resistance, Hair loss, and in extreme 

cases, infertility and ovarian cancer. There are multiple diagnostic criteria but none of 

them covers all the aspects of PCOS and hence it becomes all the more important to 

perform absolutely correct diagnosis. In this case, Artificial intelligence has 

significantly played an important role. The present study discusses CNN-Convolutional 

Neural Network model using ultrasound images of infected and normal ovaries. The 

dataset was obtained from Open source database- Kaggle. With an accuracy of 74.5%, 

the model worked satisfactorily. To analyze the model, a normalized confusion matrix 

was also prepared, to rule out any confusion faced by model. Since the CNN 

Architecture was pretty straightforward and simple, accuracy was limited to 75%, 

however, with addition of more model layers, the accuracy can be increased. The 

amount of dataset can also be increased to improve efficiency of the model. With time, 

more techniques have been developed that can enhance the quality of healthcare in 

world. Smart AI like XAI or explainable AI is self-interpretable and helps working with 

complex algorithms. Precision medicine is also developing and innovative self-

diagnosing applications can be built for diseases like PCOS which progress on 

symptoms that are easily identifiable and non-invasive.  
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CHAPTER 1 

INTRODUCTION: 

 

One in every 15 women globally suffers from polycystic ovary syndrome (PCOS), an 

endocrine condition. It is primarily characterized by elevated levels of androgens, acne, 

and hirsutism, and can eventually make women more susceptible to long-term insulin 

resistance, miscarriages, or even infertility. It is a chronic disease and has been well 

documented in all stages of women life. Symptomatic management has led us to a state 

where PCOS can be controlled but till now, a lot of females face issues in conceiving 

due to PCOS. Despite being recognized for several decades, PCOS remains a complex 

and challenging condition to understand fully [1]. The etiology of subject disease is 

definitely complex and involves delicate relation between hormonal, genetic, metabolic, 

and environmental factors like dietary choices. Genetic predisposition appears to play a 

role, as PCOS often clusters within families. Various candidate genes have been 

identified, suggesting a complex polygenic basis for the syndrome [2]. Hormone 

imbalances are the most common causative or diagnostic markers of PCOD, for 

example excess androgen secretion or Hyperandrogenism (HA) or disregulated 

gonadotropin secretion, Insulin resistance or hyperinsulinemia are also significant in 

PCOS [3]. Multiple environmental factors are also responsible for making PCOS a 

lifestyle disorder as well. Unhealthy diet choices like high fat, low protein intake along 

with lethargic schedules with less or no day-to-day activity is disturbing the lipid profile 

of body leading to obesity or adipose accumulation resulting in aggravated PCOS 

symptoms [4]. 

To this date, there is no cure for PCOS as unfortunately, it is a chronic disorder. Every 

patient has a different symptom, some are dealing with T2D, while others are facing 

problems in conceiving. This is one of the major reasons that a single cure can‘t be 

decoded for PCOS. However recent advancements in healthcare give promising hopes 

that can change the future of disease management in world.   

Artificial intelligence is a computer science based contemporary technique that creates 

programs and algorithms to make machines smart and effective at carrying out tasks 

that often call for expert human intellect. It was introduced in 1950s by Alan Turing‘s 
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attempt to distinguish whether a machine can be intelligent as a man via ‗The Turing 

Test‘. But it took 20 years for AI to enter into the Healthcare sector with the onset of 

databases like PubMed and MEDLARS that digitized the data. The digitization framed 

a strong foundation for Artificial Intelligence in Medicine (AIM). From MYCIN (that 

could recommend antibiotic treatment options according to a patient‘s body weight) to 

using new technologies to identify ALS, there is no looking back for AIM. Recently due 

to advanced research in Artificial Intelligence, the applications in healthcare industry 

have increased exponentially [5]. It has applications in prediction, diagnosis, treatment 

and even management of diseases due to the huge amount of healthcare data available to 

us.  

As a subgroup of artificial intelligence, Machine learning works as a human brain in a 

machine. A code is trained on the basis of a large amount of data to distinguish or make 

a decision on specific question which is input in different forms, be it an image, a text or 

numeral based data and even voice [6]. In the present study, we will understand how 

machine learning has mediated in shifting healthcare from invasive diagnostic methods 

that are painful to the patients to a noninvasive way of diagnosing disorders like PCOS 

using ultrasound images. The present study utilizes Convolutional Neural Network that 

specializes in processing data which has a grid like architecture, for example an image. 

To define an image, it is a binary representation of visible data. Each grid contains 

pixels that represent how bright and which color the pixel should be [7]. A.K.M Hosain 

et al built PCONet which is a CNN model to detect or diagnose PCOS with an accuracy 

of 98% [8]. Various other similar studies have been done to increase the accuracy of 

detection without any error. Chauhan et al. used Naïve Bayes, Decision tree classifier, 

k-nearest algorithm aka KNN, SVM & LR to detect Polycystic ovaries where Decision 

tree defeated all the other. On the basis of a picture dataset, Kumari categorised PCOS 

using diverse ML algorithms. According to her findings, ―VGG-19‖ had the best 

accuracy out of the four, scoring at 70%. By employing the Generative Adversarial 

Networks (GANs) and enhancing the data, she managed to get over the limitations 

imposed by the dataset. In total, there were 94 images; 50 of them showed PCOS, while 

the other 44 were ultrasonic pictures that didn't [9].  
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Objectives of the study; 

1. Understanding the employment of Artificial intelligence in diagnosing diseases 

like PCOS. 

2. Developing a CNN model using ultrasound image dataset available in the open 

source database – Kaggle 

3. Analyze the precision of the proposed CNN model with the help of Confusion 

matrix. 

4.  Propose future prospects of artificial intelligence in management of PCOS. 
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1 UNDERSTANDING PCOS 

Polycystic Ovarian Syndrome (PCOS) is known to be the most common disorder in 

women of 14-49 years of age. A patient may present asymptomatically or with several 

gynecologic, dermatologic, or metabolic symptoms. The Rotterdam criteria, asks for 

only two of these 3 symptoms— HA, OD, & ovaries with multiple cysts— along with 

discarding other disorders that show HA or ovulatory dysfunction, are cordially 

suggested by the Endocrine Society's guidelines. Menstrual abnormalities, abnormal 

hair growth (hirsutism), overweight and obesity, Type 2 diabetes, and heart disease are 

all prevalent among those with PCOS. Not just physiological, but PCOS also causes 

mental dysfunctions in multiple patients, for example women face depression, anxiety 

and hormone imbalance while dealing with irregular periods, cases of infertility, and 

other symptoms as stated above [10].  

Due to multiple common symptoms, this heterogenous disorder is also a challenge to 

diagnose. Detecting Hyperandrogenism is relatively easy by identifying an increased 

level of androgen in blood tests but can give a false positive result as well. Presence of 

cysts in ovaries is diagnosed via ultrasound imaging which can also help to check the 

lining of endometrium. However, since the counting of cysts can be an error prone 

process and might present us with false diagnosis Irregular periods will lead to 

thickening of endometrium, this can also lead to Uterine Cancer. Therefore, it is 

unnecessary to mention that PCOS needs more attention than it is given. Up until now, 

there are only symptom based treatments available for example, in case of hirturism, 

first line of drugs include Spironolactone, Metformin and Eflornithine. However for 

other effects like infertility, clomiphene is given. Because of high cases of Insulin 

resistance in PCOS patients, Metformin is most commonly used drug [11]. 
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2.1.1. AETIOLOGY OF PCOS 

To understand PCOS, let us understand the causative mechanisms of Polycystic Ovarian 

Syndrome. One in every 15 women globally suffers from polycystic ovary syndrome 

(PCOS), an endocrine condition. It is primarily characterized by elevated levels of 

androgens, acne, and hirsutism, and can eventually make women more susceptible to 

long-term insulin resistance, miscarriages, or even infertility. It is a chronic disease and 

has been well studied and reported at every stage of women life after menarche. Most 

women with PCOS are obese, particularly at abdomen which puts them at a higher risk 

of developing secondary diseases like Impaired Glucose Tolerance (IGT), Type 2 

Diabetes Mellitus, stress, anxiety, Pancreatic cell dysfunction and other metabolic 

problems [1]. PCOS can be caused because of genetic as well as Environmental factors 

as demonstrated in Fig 2.2. After years of study, studies could finally jot down some 

significant causes of PCOS, some of them are mentioned: Reactive oxygen species 

(ROS), increased exposure of androgen to embryo, immunological and endocrine 

complications.  It is also affected simultaneously by many genes or oligomeric 

sequences. "genome-wide association studies (GWAS)," genes associated with specific 

location, and foetal programs revealed the genetic basis of HA and IR and the probable 

involvement of acquired factors from the environment in PCOS. [12] 

2.1.2. PCOS & INSULIN RESISTANCE 

International Diabetes Federation released a statement described as follows; PCOS is a 

risk factor for T2D which cannot be modified or prevented, especially in women. IR 

(Insulin Resistance) acts as a shared link between PCOS and T2D. Even after IR being a 

complex situation, blood lineage with history of IR and obesity have been found to be 

common in PCOS affected women. This means families or parents can pass PCOS to 

their off springs [2][3]. Wonem with PCOS show increased levels of phosphorylated 

receptor substrata that is the cause of feeble signal from insulin receptor. Mutation in 

Melatonin Receptor B1 (MTNRB1) is found in PCOS which retards the insulin 

production, accumulating glucose. Women with Insulin resistance are more likely to 

develop PCOS because insulin stimulates theca cells to produce androgen, reduces free 

testosterone, ultimately results in down regulation of SHBG in liver. The aberrant 

steroidal function in the ovary, increased exercise by P450 steroidogenal enzyme 

associated with production of male hormones, problems with cortisol metabolism are 

some other possible causes of elevated androgen levels. Circulating ACTH levels in 

PCOS-afflicted women are found to be comparable to those in controls. For babies 



17 
 

exposed to PA, the unwanted androgen increase for effects of glucose digestion and 

precursors for upcoming body illnesses is substantially more. Adipocyte growth may 

also be promoted by testosterone [13]. Infants with PA experience a drop in average 

islet size, proportional islet growth, and stable islet fractional area. Additionally, such 

newborns also demonstrated that the islet cell ratio was rising and the growth marker 

Ki67 was elevated [14]. 

IR leads to Hyperandrogenism but is unrelated to weight gain in PCOS patients. In 

women with similar weights, Insulin mediated glucose metabolism was reduced to a 

certain 40% in women with PCOS than in healthy patients. Obesity might not cause this 

reduction however, it can aid indirectly [15]. PCOS patients represent higher levels of 

CD11c (ITGAX) and TNF-alpha gene expression in cutaneous adipose tissue than the 

general population. TNF being the inflammatory agent can boost the development of IR 

in PCOS women. Endothelial artery cells develop Insulin resistance when NO level falls 

and ET-1 levels rise. As a result, vasodilation via insulin is restricted due to decrease in 

NO production and high vasoconstrictors production. The American Heart Association 

therefore concludes that IR accelerates the risk of enzyme involved and cardiovascular 

diseases in PCOS-positive individuals along with T2D. In PCOS women, IR leads to an 

increase in insulin release from pancreatic cells. IR also elevates hepatic production, 

mobilizes adipose tissues to increase quantity of plasma-FFA. It inactivates enzymes 

including PDH and ultimately leads to glucose production and insulin resistance [16]. 

2.1.3. PCOS & HYPERANDROGENISM 

HA or Hyperandrogenism or increased/unwanted expression of androgen in female 

body, is not only the main diagnostic marker of PCOS but also a major causative 

condition of PCOS. If mother‘s uterus reports a high level of androgen and preterm 

delivery, fetus is most likely to develop PCOS [17]. Daughters of PCOS afflicted 

mother secrete higher anti-mullerian hormone (AMH) that slows down the initial 

follicular growth and contributes in accumulation of follicles in ovaries referred to as a 

polycystic ovary. Adrenarche begins at an early stage which is the greatest trouble in 

PCOS [18].    
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2.1.4. PCOS & DISTURBED FOLLICULAR DEVELOPMENT 

PCOS develops in the adolescent years of life where symptoms like acne, irregular 

menses, physical disturbances due to increased levels of luteinizing hormone, LH/FSH 

ratio, testosterone, DHEA, simultaneous reduction of SHBG along with IGF binding 

protein are reported due to Hyperinsulinemia and IR. HI induces release of LH from 

pituitary, thus LH/FSH ratio increases, increases androgen synthesis from ovaries, 

downregulates SHBG which in turn leaves free testosterone as mentioned above. High 

levels of ROS, chemokine and cytokine production in response to impaired adipose 

tissues causes inflammation which is reported to be one of the causes of HA [15]. All in 

all, HA along with augmented levels of LH muddles the ovulatory maturation process 

and lead to anovulatory (no egg) cycles- infertility.  

2.1.5. PCOS & ENVIRONMENTAL FACTORS- DIETARY 

IMABALANCE 

More recently, PCOS has been identified as a lifestyle disorder where most of the 

symptoms can be treated if patient is given a balanced diet. Obesity is prevalent in 35-

70% of PCOS patients and weight gain simply worsens the situation while a healthy 

weight loss can improve it. There is not enough literature backed data on effects of diet 

regulation on PCOS. Fig 1 depicts the number of randomized controlled trials in last 5 

years when searched on PubMed with keywords ‗PCOS & Diet‘.  

 

 

Fig 2.1: Number of randomized controlled trials on Dietary effects on PCOS 

available in last 5 years on Pubmed 

 

Women with higher fats intake develop severe complications in PCOS. Carbohydrates 

and protein levels are also studied in relation to PCOS. Low carbohydrates in diet 

reduce IR and cholesterol levels, along with overall reduction in weight up to 5% [4]. 
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Low glycemic load, high protein and low caloric diet have been reported to increase 

insulin sensitivity to a significant level. An overall weight loss of 5-10% can help with 

relieving the distress, according to recent guidelines, however lower energy diets have 

little sustainability, and weight management is a task to fulfill for long term. Even if the 

patients are highly motivated to lose weight, they are heavier than normal individuals, 

this is a changed response to diet in affected female‘s body, may be because of HA and 

IR, having a role in changing appetite, metabolism and energy homeostasis. 

 

Fig 2.2: Interplay of genetic, environmental, and hormonal factors in 

pathophysiology of Polycystic Ovarian Syndrome 

2.2. DIAGNOSIS OF PCOS 

Even after being prevalent in human population since decades, PCOS is not given the 

attention it screams for. Until 2018, there were no consistent guidelines to characterize a 

polycystic ovary with other ovarian conditions correctly[19]. In 1930s, Steien & 

Levanthall were the first ones to report a syndrome with menstrual irregularity, 

hirsutism and infertility. It was then called Steien- Levanthall syndrome and later was 

renamed as PCOS. Until 1970s, PCOS remained a reproductive disorder, but with the 

discovery of conditions like insulin resistance, HA and hirsutism caused by mutations in 

Insulin receptor, they were associated with each other.  

PCOS is determined by a number of markers which is both a good and a bad thing. 

Since there are a multiple markers, multiple detection routes are available but they may 
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also be linked to some other condition and give false positive as PCOS. Increased levels 

of LH wrt FSH. This LH: FSH ratio can abscond in random blood tests due to 

fluctuating LH release [20]. High level of free testosterone is significantly reported in 

PCOS patients. In cases of PCOS that leads to anovulatary cycles, reduced progesterone 

along with estradiol in mid-follicular level is established through studies [21]. 

Ultrasound images characterize PCOS by an augmented number of antral follicles, 

thickening of ovarian borders and a significantly visible hyperplasia in theca cells. This 

induces production of more androgen in response to LH from the theca cells. PCOM 

(polycystic ovarian morphology; One ovary containing more than 12 follicles) is most 

common in women with regular menstrual cycle and decreases with increase in age. 

Until 8 years of menarche, it is not recommended as a diagnostic feature for PCOS. 

Some women with PCOM have higher levels of testosterone, but others might have 

normal levels. A study showed PCOM affected women never develop PCOS during 

follow up [22].  

As it is clear that the causes of PCOS is not very clear, the ―vicious cycle of PCOS‖ has 

not been decoded, so the diagnosis is based on phenotypic characters of disease [23]. 

National Institute of health (NIH) criterion was adopted in 1990 at an international 

conference meeting where every participant decided/participated for the potential 

diagnosis factor. HA and chronic anovulation received maximum votes and came to be 

known as NIH Criteria [24].   

2.2.1. Rotterdam criteria was adopted in 2003 in Netherlands. It was a very random 

conference discussing PCOS diagnosis, and the finalized criterion was not 

evidence based. It was just an add on to NIH criteria. Rotterdam required any 

two of the three symptoms to be present for PCOS diagnosis  

1) Hyperandrogenism, 

2) Chronic anovulation and  

3) PCOM 

It broadened the affected groups of women as 

1) PCOM with HA and no Ovulatory dysfunction 

2) PCOM with Ovulatory dysfunction and no HA [25] 

2.2.2. Androgen Excess society gave AES criteria in 2006 with the help of a 

dedicated task force who gave evidence based suggestions.  

Clinical/Biochemical HA with 

1) Ovarian dysfunction with or without PCOM 
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2) PCOM minus OD 

This has not been widely adopted and it also stamped out the Rotterdam criteria [26] 

2.2.3. NIH worked on evidence based diagnosis identification on PCOS in 2012. 

The accentuation on PCOM caused perplexity because it wasn't obligatory or 

ample for the diagnosis of PCOS, according to the conference group's final 

report, and the word "PCOS" was a hindrance to advancement. The panel 

proceeded by utilizing the Rotterdam criteria in investigations with exact 

phenotypic definitions. Additionally, they suggested a thorough study plan that 

includes evaluation of the physiology and chronic health effects of the PCOS 

symptoms.  

2.2.4. The 2013 Clinical Practice Guideline of the Endocrine Society and the 

International Evidence-Based Guideline of 2018 are the 2 main evidence-

based recommendations for the detection & superintendence of PCOS, 

respectively [27]. Because of the dearth of randomised clinical trials (RCTs) in 

the PCOS, standard of proof on which these criteria are founded or constructed 

is mostly low. The evidence supporting twenty fours of the thirty four 

suggestions in the Endocrine Society Clinical Practise Guideline was deemed to 

be of poor or very low quality. Out of 175 recommendations, only 31 of them 

were adopted that were evidence backed. Both the guidelines, supported by 

experienced personalities, prefer Rotterdam criteria for high accuracy diagnosis 

of PCOS. 
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Fig 2.3: Schematic diagram representing diagnostic criteria of Polycystic ovarian 

syndrome and the possible phenotypes 

2.3 TREATMENT STRATEGIES OF PCOS 

2.3.1. TREATING HYPERANDROGENISM: 

The main objective while treating a PCOS patient is to reduce the roaming free 

testosterone which gets accumulated due to inactive SHBG. To achieve this, there are 

some strategies like- Muting testosterone releasing enzymes, altering the perceptivity of 

theca cells that produce excessive androgen in response to LH, attenuating gonadotropin 

receptor hormone (GnRH) and AMH levels. GABA has been reported in high 

concentrations in CBSF of PCOS afflicted women which has been correlated to high 

levels of GnRH. In studies, women reported requirement of high levels of progesterone 

to control Leutinising Hormone levels [28]. Kisspeptin with an unknown origin has 

been reported to have a positive relation with LH in PCOS women. CREBZF gene has 

been reported to regulate testosterone and enzymes required in production of androgen. 

Gene silencing can be implicated to silence CREBZF gene. A natural compound called 

neringenin (flavanone) has been reported to inhibit activity of 3-beta HSD & 17 beta- 

HSD – the steroid enzymes [29]. Androstenedione is converted to testosterone via AKR 

– 1C3 enzyme and it is present in excess levels in PCOS afflicted women which can 

also be targeted as a therapy [30]. 

2.3.2. TACKLING HYPERINSULINEMIA: 

Metformin is the holy grail for PCOS patients apart from clomiphene. Metformin acts as 

the activator of AMPK Pathways via inhibition of liver‘s respiratory chain [31]. The 

AMPK pathway in turn alters the fat metabolism pathway and leads to sensitization of 

insulin. It has been used in PCOS since more than 20 years and has not disappointed in 

managing it. It also inhibits fructose- 1,6 bisphosphate [32]. With research, it has been 

proven that metformin can induce ovulation in PCOS women with non-obese weight 

along with relieving acne, hair loss, etc. 

2.3.3. MANAGING OTHER SYMPTOMS OF PCOS:   

Aquaporins (7-9) have been working great as drug targets to grow normal follicles in 

PCOS affected women. Normal levels of Vit D also play extremely dominant part in 

preparing the endometrium. Females with normal levels of Vitamin D had more thick 

endometrium which is directly related to the chance of conceiving. Minodixil has been 

working fine in alopecia in PCOS. It acts as potassium channel opener and its 
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metabolite component minodixil sulfate is mainly responsible for treating alopecia. 

Hormonal imbalance is very frequent in PCOS, which can often lead to infertility in rare 

cases. This is the cause of anxiety disorders in many females with PCOS. With research, 

it can be concluded that healthy lifestyle and diet plays a major role is alleviating such 

symptoms. Drugs like clomiphene are available to induce ovulatory cycles [33]. 
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CHAPTER 3 

 

3.1. ARTIFICIAL INTELLIGENCE IN HEALTHCARE 

The term was coined by John McCarthy in 1956, which denotes a machine which 

mimics human brain and its intelligence, including features like learning, decision 

making, and problem solving. Recently in last 10 years, researchers have started 

utilizing the full potential of Artificial intelligence. It is not just a single system, but a 

superset of multiple algorithms, one of them being Machine learning. The sudden 

success of AI and ML is attributed to the vast amount of digitized data that is now 

available. The only thing that can make or break a ML algorithm is the data [34]. 

Fig 3 depicts the sudden increase in number of articles published in last 10 years 

discussing applications of AI in healthcare sector.  

 

 

 

Fig 3.1: Increase in number of peer reviewed articles on applications of AI in 

healthcare sector. 
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3.2. MACHINE LEARNING 

Unlike traditional programming, where an algorithm may be categorically programmed 

using well-known properties, machine learning (ML) takes into account subgroup of 

data to produce an system which is capable of using innovative or unconventional 

amalgamation of features rather than those that can be inferred from the ground up. The 

four most popular learning techniques in machine learning (ML)—as discussed 

following can each be used to tackle a distinct problem [35] .

 

Fig 3.2: Schematic diagram showing relation between AI and its subgroups- ML & 

DL 

3.2.1. SUPERVISED LEARNING: 

It is a supervised training of machine where the training dataset is labeled explicitly. 

Following are the steps to perform supervised machine learning; 

1. Data is possessed, split into training, testing and validating dataset 

2. Inform the model about the link between features and target using the training 

dataset. 

3. Gauge the model using test dataset to check how well it can predict the results 

[36] 

Regression and classification are the two most commonly used SML algorithms, where 

regression predicts some absolute values like numeric data. However, a classification 

algorithm essentially classifies into categories to which the respective data belongs [36] 



26 
 

 

3.2.2. UNSUPERVISED MACHINE LEARNING: 

Unsupervised learning seeks to identify specific designs in a datagroup and assign each 

instance to a certain category, in contrast to supervised learning. These algorithms are 

not superintended because the features in a dataset that exists or not are determined via 

the algorithm without any guidance using a labeled data or target [37]. Clustering and 

association are two of the unsupervised learning algorithms that are most frequently 

used [36] Clustering is simply dividing the data into specific clusters based on some 

patterns. As we go on preparing clusters, some unsupervised outputs present us with 

different features that we did not know of in the first place [36]. 

 

3.2.3. SEMI SUPERVISED LEARNING: 

It is the middle situation between supervised and unsupervised learning. It comes in 

handy when dataset is not consistent, per se, some of it is labeled and rest is not. This 

type of algorithm is used in cases of image data when labeling each one of the image is 

time consuming and laborious. In these cases, an expert labels some images and then 

trains the model to label the rest of images. These labeled images then act as training set 

for another model that was actually needed for the problem [36] 

 

3.2.4. REINFORCEMENT LEARNING: 

This is the most advanced form of machine learning which does not solves problem on 

the basis of a labeled or unlabeled dataset. There are no desired outputs, like a human, it 

learns and attempts to answer using its experience along with a dedicate dataset. If it 

fails to provide appropriate answers, it learns again from its errors[38]. This is one of 

the closest algorithm, technology could get to human learning experience. 

Reinforcement learning has its applications in computer science but it is yet to prove its 

potential in Medicine [36]. 

 

3.3. NEURAL NETWORK AND DEEP LEARNING: 

ANN is another subtype of Machine learning inspired from human neural networks. 

Nodes of ANN replicate Neurons in humans‘ body that interacts with each other. The 

strength of connections between nodes in an ANN is determined on the basis of their 
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capacity to produce an intended result, similar to human neuron system where neurons 

junctions are nourished more and more only when each nerve cell share equivalent 

response in a biological system [39]. 

 

3.3.1. FEEDFORWARD NEURAL NETWORK 

As the name suggests, the information is transferred from one node of the earlier layer 

to the nodes present in the next consecutive layer, translated and then again transferred 

to the next node. The smallest unit of this model is a perceptron which is a ML model 

that takes in an input in form of important features and tries to identify a segregating 

line, hyper plane to classify them in respective tangents. Collectively, multiple 

perceptrons form multilayer perceptron model aka the Artificial neural network (ANN). 

When information is passed in forward direction in a perceptron model, it becomes a 

FeedForward neural network [39].  

A) 

 

 

 

 

 

 

 

 

 



28 
 

 

B) 

 

Fig 3.3: A) Single perceptron. B) Network of perceptron in multiple layers forming 

an Artificial Neural network with information moving in forward direction 

(Feedforward neural network). 

 

3.3.2. CONVOLUTIONAL NEURAL NETWORK 

In cases of image recognition, Feedforward ANN is not the ideal choice as pixels in an 

image are the input for each node and there is no as such relation between layers and 

nodes. This can distort the spatial arrangement of pixels. To solve this technical issue, 

CNN comes handy. Instead of taking single pixel as input, CNN puts batch of pixels 

into specific nodes in the next layer to preserve the spatial arrangement of image [40].  

These batches of nodes absorb the special features that will be used as convolutional 

filters. Grey scale images are simply single matrix digital-image and 3 stacked matrix if 

colorful image (blue, red and green channels). Pixels or matrices have values ranging 

from 0 to 255 according to intensities of color [39] The convolutional filter is a little 

more smaller matrix of size two by two to Nine by nine. The filter matrix is multiplied 

with image matrix through which the convolutional filter passes and a new matrix is 

created that entails values which tell if the filter has caught a feature of interest [40]. 

 

The features are extracted and their location is marked on feature map. This is used as 

input for next layer via a deep CNN algorithm. The next layer produces new feature 

map using new filters and when this goes on for multiple layers, the final feature map is 
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extracted, compressed and input to ANN which ultimately performs image 

identification. All of this is known as Deep Learning [39].   

Deep learning has been effectively used in exploiting image datasets of diverse patient 

and their affected regions. For example, a study by Wenqi et al. with an accuracy of 

98%, CNN model trained to diagnose PCOS used scleral images [41] 

DL has also shown applications in Diabetic Retinopathy using retinal fundus images 

[42]. The only challenge available to us right now is the amount of data for diseases like 

PCOS. Also, large data is not always the solution, if the training data is imperfect, 

mislabeled and unrelated to real world population or the test population, the model will 

fail miserably to perform well in a real life scenario. Another problem commonly 

referred to as ―black box‖ is very frequent with DL algorithms. It is a condition when 

input is given and an output is received but on what basis the output came, is not very 

clear. In such cases, simpler linear algorithm is much more interpretable than DL [39]. 
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CHAPTER 4 

METHODOLOGY 

4.1. DATA RETRIEVAL 

Datasets have been taken from Kaggle, an online community for information scientists 

and AI experts. Customers can search and submit informational indexes on Kaggle, 

research and construct models in an electronic information science environment, and 

integrate with many information scientists that specialize in Artificial Intelligence who 

are motivated by challenges to complete information science assignments. It is a great 

learning platform along with an authentic source of information and datasets. A raw 

dataset with 1568 PCOS positive images of ultrasound, and 2288 not-infected 

ultrasound images of ovaries was obtained from an open source for public use from 

Kaggle. 

A raw dataset with 1568 PCOS positive images of ultrasound, and 2288 not-infected 

ultrasound images of ovaries was obtained from an open source for public use from 

Kaggle.  

4.2. IMAGE PROCESSING AND AUGMENTATION 

As the images were not consistently of similar sizes and colors, they were not suitable to 

use in machine learning. Hence, after acquiring images, they are subjected to certain 

changes like resized all the images to 224 x 224, adjusted color to standard ‗RBG‘. 

Jupyter Notebook has been utilized in this case as interface for exercising, primarily 

combining TensorFlow and Scikit-learning packages for Python. 

Augmentation of images can be a very useful as well as quite powerful technique to 

reduce the prediction errors. The number of images is increased by altering the 

sharpness, enhancing image contrast, flipping, shifting etc. In this study, some 

manipulations are done including zoom, horizontal and vertical flip and rotating. 
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Fig 4.1: Augmentation of image datasets to increase the efficiency of model 

 

4.3. APPLYING CNN MODEL TO CLASSIFY ULTRASOUND 

IMAGES OF FEMALE OVARIES WITH AND WITHOUT PCOS 

Deep Neural Network architecture provides us with a very useful model called 

Convolutional Neural Network algorithm to classify images. Fig 6 depicts the 

architecture of CNN model employed for diagnosis of Polycystic ovarian syndrome. 

Fig 4.2: Convolutional Neural Network employed in Detection of PCOS using 

Ultrasound images of ovaries 
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Following layers have been utilized in this CNN model: 

 

4.3.1. CONVOLUTION LAYER:  

It is the fundamental component containing a group of filters or roots with 

comparatively shorter size as compared to the size of training image [43] In our study, 

we have kept it 5 x 5. Our Convolution layer has been strengthened via padding that 

provides extra layer to the external image. In a deep neural network, a weighted sum of 

input signals is now passed through an activation function, and the output is used as an 

input. In our study, ―reLU‖ activation has been used which is a Rectified Linear unit 

function.  

Similar convolution is performed after pooling. 

 

4.3.2. POOLING:  

With Pooling, overall geographic size of the image is reduced keeping all the important 

features intact [44] to reduce the computation required. MaxPooling function is unitized 

in our study which reproduces maximum value for each patch of parameter space via 

pool size of four by four.  

The same kind of pooling has been done after second round of convolution layer. 

 

4.3.3. FLATTEN LAYER:  

It basically converges the previous multi-dimentional output into 1-D. The output of this 

layer creates a one-dimensional array, which helps build the input layer of the 

classification neural network, where all the components of the array are fed to each 

neuron. The one-dimensional array created in this step, however, contains an extremely 

essential & condensed collection of input picture features after conducting all previous 

CNN procedures. As a result, the feature extraction portion of this machine learning 

method is believed to run from the "Convolutional layer" to the "Flatten layer."[34] 

4.3.4. DENSE LAYER:  

The final layer of the CNN architecture, known as the "Dense Layer," is used in this 

method as the classification layer. This layer functions similar to a feed-forward ANN, 

and is situated at the end of the CNN framework and, in accordance with the essential 

design principle of the conventional multilayer perceptron neural system, each neuron in 

it is interconnected to each  and single neuron of the row preceding it [45].   



33 
 

The CNN model was created using the Cross-Entropy function of loss and Adam 

optimizer of accuracy being the primary assessment parameter for each classifier per 

epoch. To train the model via images supplied and produce the classification output, 

machine learning has been carried out in 10 epochs utilising the aforementioned CNN 

architecture. However, deep learning algorithm analyses the image to take out salient 

information for classification, negating the need for much image processing prior to 

training.  

 

 

Fig 4.3: CNN Models deployed in the study: Convolutional layer, Pooling, Flatten 

and Dense. 
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CHAPTER-5 

RESULTS: 

5.1. ACCURACY OF MODEL  

The CNN model that is deployed in this study is a very simple and straightforward 

algorithm with a short cohort of ultrasound image data. The accuracy came out to be 

more than 70%.  

There are few limitations with the model: 

1. Multiple modifications can be done, adding a fine tuning layer where transfer 

learning can be introduced. This fine tuning layer can use pre-trained models for 

example- VGGNet16 model having 16 layers, 144 parameters and accuracy of 

90% [46]. 

2. The data size is rather small as compared to other models‘ training datasets. 

Collaborations with hospital and diagnosis institutes can help provide much 

more authentic data than which is available anonymously online. 

 

 

 

 

Fig 5.1: Overall Model accuracy is found to be 74.5% 
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5.1.1. PRECISION: Defined by the formula below, also defined as division of true 

positive (TP) to all the positives output by model. It is the answer to this 

question- ―When all the predictions were given by our model, how many 

were actually true?‖ [47] 

 

Formula-                                         
              

                              
                   (5.1) 

 

5.1.2. RECALL: It is our model‘s True Positive Rate (TPR), It basically answers the 

following question- ―When model predicted, how many of them were true 

that should have actually been predicted as true?” [48] 

 

Formula-                                    (   )  
              

                            
  (5.2) 

 

5.1.3. F1 SCORE: based on model‘s precision & model‘s recall. It measures how 

efficiently the model presents the trade-off between recall and precision. 

 

Formula-                                               
               

                
   (5.3) 

 

5.1.4. ACCURACY: Defined as the numeric of optimum predictions in all of the 

predictions, it is used to measure model‘s working efficiency [49] 

 

Formula-                                       
                             

            
            (5.4) 
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Fig 5.2: With each Epoch, training loss and validation loss is decreasing which 

explains how well the model is fitting our data, and vice versa, respectively. 

 

 

 

 

Fig 5.3: With each Epoch, training accuracy and validation accuracy is increasing 

which explains how well the model is predicting the unseen validation data. 
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Finally the model is ready to be used and a small demonstration is provided for both 

infected and not-infected ovary. 

5.2. RESULT ANALYSIS 

5.2.1. INFECTED Vs. NORMAL OVARY: 

The main feature of a polycystic ovary is the diameter and number of follicles 

present in ovary. If follicles are more than 20, it is said to be a Polycystic 

ovary[9].  

           Normal ovary                                       Infected Ovary 

 

Fig 5.4: Difference in normal and infected ovaries with PCOS as visible in 

ultrasound images of ovaries. 

5.2.2. TESTING MODEL TO PREDICT WITH A TEST ULTRASOUND 

IMAGE OF AN INFECTED OVARY 

 

Fig 5.5: Input Code to extract test image and check for model’s prediction 
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Fig 5.6: Input image: Polycystic ovary 

 

 

Fig 5.7: Prediction result showing diagnosis as: INFECTED 

 

5.2.3. CONFUSION MATRIX 

It is a square matrix used to define performance of a classification algorithm. 

The design examines the actual objective attributes in relation to the predictions 

of the model. This provides us with a thorough understanding of the errors that 

our identification model exhibits [46]. A confusion matrix has 4 variables-  
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True Positive: 

It is a condition when the real and proposed outcome are same and +. 

 

True Negative: 

It is a condition when the real and proposed output are same but -. 

 

False Positive: 

When the real and predicted output is different, model anticipated it to be a 

positive class but it actually is negative. It can also be referred to as Type-I error 

 

False Negative: 

Condition where the real and proposed outcome is different, model anticipated it 

to be negative, but actually it is positive. It is also referred to as Type-II error. 

 

We prepared a normalized confusion matrix which treats the sample size in each class 

as 1, just so to make the analysis consistent [46]. 

 

Fig 5.8: A sample confusion matrix 
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Normalized Confusion matrix-  

Columns represent predicted labels whereas rows represent actual labels. It can be 

inferred that the model works better for diagnosing normal ovaries as compared to 

infected ovaries 

 

 

Fig 5.9: Number of true positive (TP) and true negative (TN) are shown by light 

blue colored boxes whereas False Positive and False negatives are shown by Dark 

blue colored boxes. 
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CHAPTER-6 

CONCLUSION 

Polycystic ovarian syndrome is the most common gynecological disorder affecting 

reproductive health of millions of women with a chronic timeline. Women can also pass 

it to their daughters if they are able to conceive otherwise due to anovulatory cycles, 

women face infertility. Symptoms include hirsuitism, acne, irregular menstrual cycles, 

weight gain, Insulin resistance aka Type 2 diabetes, etc. The interplay of 

Hyperandrogenism and Insulin resistance has an important role to play in aetiology of 

PCOS. Genetic and environmental factors have been reported to accelerate the disease 

progress. Since the disease is multifactorial and multiple symptoms are visible, it is hard 

to decode any one absolute treatment plan for it. The treatment hence, is symptomatic. 

In some, irregular menses is an issue, in others, infertility is the major problem, while 

some face a death threat from T2D. If we talk about the diagnosis, the situation is not 

worth the praise. Since there are so many symptoms, it can create a false positive 

condition; while that symptom would have been because of some other condition, it 

might lead to a false PCOS diagnosis. The invasive techniques are not always patient 

compliant, and the ultrasound images might be misread even by professionals 

sometimes.  

Artificial intelligence becomes a helping hand in such cases and takes into account all 

kinds of features that we want to diagnose in case of PCOS. Since it is a computed 

algorithm, it is going to work exactly same and correct every time until the data 

provided to it is appropriate. Artificial intelligence is the modern computer science 

technique through which the automation and human labor is reduced to a very large 

extent. There are multiple sub-disciplines in Artificial intelligence, like Machine 

learning and deep learning. Although both of them are almost similar and 

interconnected, deep learning uses principles of machine learning to prepare advanced 

solutions to advanced human problems. DL & ML have proven its worth in almost all of 

the sectors, and in healthcare too. Research including ML &DL is increasing day by day 

with more opportunities opening since the increase of digitized data available online. 

Omics approach is one of the recent advancements in biotechnology, and has opened 

multiple ways of looking at and working in biological science. AI technology makes it 

feasible to automate diagnostics, patient screening, pain anticipating, drug development, 

treatments including computerised drug delivery, precision healthcare, future outcomes, 
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and decision-making assistance [50]. Machine learning has applications in drug 

discovery [51]. Molecular docking of drugs is a very useful approach for drug 

repurposing and machine learning plays a crucial role in validating the results [51] In 

cases of cancers, neurodegenerative disorders, Machine learning has become a tool in 

there prediction at early treatable stages. Self-diagnostic models using non-invasive 

parameters like weight, acne, hirsuitism, etc., and invasive parameters like AMH 

concentration and number of follicles in ovaries, are also available for PCOS which are 

built on Machine learning [52] 

In this study, we tried to build a simple and straightforward Deep learning model to 

predict Polycystic Ovarian Syndrome using a large dataset of ultrasound images of 

infected and normal ovaries available online. The model employed in the present study 

was Convolutional Neural Network that works in layers and transfers information to 

next layers. With an accuracy of 74.5%, the model was working fine and can be 

improved. Comparative analysis parameters like precision, recall and FI-Score were 

also determined. A normalized confusion matrix was prepared to null out the confusion 

model is facing.  

With more datasets and increase in number of ML models in our CNN model for 

prediction of PCOS, accuracy can easily be improved. Following are the limitations that 

we faced: 

1. Multiple modifications can be done, adding a fine tuning layer where transfer 

learning can be introduced. This fine tuning layer can use pre-trained models for 

example- VGGNet16 model having 16 layers, 144 parameters and accuracy of 

90%. [46] 

2. The data size is rather small as compared to other models‘ training datasets. 

Collaborations with hospital and diagnosis institutes can help provide much 

more authentic data than which is available anonymously online. 
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CHAPTER – 7 

FUTURE PROSPECTS OF ARTIFICIAL INTELLIGENCE IN 

PCOS 

It is believed that a successful artificial intelligence technique to identify PCOS from 

ovarian ultrasound pictures could be a useful way to restore thousands of women's 

reproductive health. Recent research in detection of PCOS using machine learning has 

experienced a sudden boom. For example, studies done by [53][54][55] used diverse 

image processing methods in follicle detection of ovaries, then employed traditional or 

CNN models to diagnose PCOS in clinical samples. Due to lack of data which is 

authentic, easy to process and used in algorithm, these Convolutional neural networks 

lag behind in terms of accuracy. [6] study showed that with an AUC value of 0.978, 

their model was successfully able to detect PCOS, and promises a huge potential of 

Deep learning in detection of PCOS and other disease alike.  

 

Fig 7.1: The future of Artificial Intelligence will require a strong interrelation of 

each of the elements: Big Data, Hardware and Algorithm to produce Smart 

solutions 

AI technology makes it feasible to automate diagnostics, patient screening, pain 

anticipating, drug development, treatments including computerised drug delivery, 

precision healthcare, future outcomes, and decision-making assistance [50]  

Explainable AI or XAI is a validation tool for AI or ML models being used in providing 

a clinical validation for in-silico research. If we accept this study, it can be said that the 
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laborious clinical validations can be ruled out with the help of Artificial intelligence. As 

proposed in [50], future work can be based on constructing a personalized application 

for all of the potential patient population, that is capable of performing PCOS screening 

in real time without any invasive technique. This can provide a risk assessment analysis 

to the users, and warn them if they show any symptoms beforehand [56].  

This work requires more database which is exhaustive and top notch quality as the 

application is directly catering to the customers. Any misdiagnosis or faulty analysis can 

risk a life. This will help associating healthcare workers and informaticians keeping in 

mind that the model is as easy to interpret to the healthcare professionals as it is to the 

computer science expert. 
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APPENDIX 

 

A.1. Modules used in preparing CNN Code: 

1. TensorFlow: It is framework known for its libraries that are free to use/ open 

source aiding in tricky numeric computations. Developed by Google, available 

in C++ and python languages, it is one of the most used frameworks in Machine 

learning algortihms.   

2. Keras: It acts as the interface for TF library to work on artificial neural network 

models. It is user-friendly, fast and modular and built specially for deep learning 

algorithms to speed up the process.  

3. Categorical Cross entropy: It is used as a loss function for models with 2 or 

more than 2 output; multiclass classification. It is imported from keras.losses 

and the output is given a value from 0 to 1.  

 

A.2     Code for using categorical cross entropy to calculate losses in model. 
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A.3    CNN Model using sequential() function showing trainable parameters  

 

 

A.4 Code for preparing Confusion Matrix 
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