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ABSTRACT 
 

The Internet of Things (IoT) is a term that refers to all of the gadgets that may connect to the 

Internet in order to collect and share data. Cybersecurity has been widely used in a variety of 

applications like including intelligent manufacturing processes, homes, personal gadgets, and 

automobiles, and has resulted in new advances that continue to confront hurdles in tackling 

problems linked to IoT device security approaches. The increasing number of cyber security 

attacks against IoT devices and intermediary media for communication supports the assertion. 

Attacks against the IoT, if undetected for a long period of time, inflict serious service interruption 

and financial loss. It also poses the risk of identity theft. 

This project addresses the security difficulties that the Internet of Things IoT and industrial IoT 

devices confront, and it presents a machine learning technique-based intrusion detection solution 

for IoT devices. The proposed testbed is divided into seven levels, each of which contains new 

technologies that meet the critical requirements of basic IoT and industrial IoT applications. The 

dataset used in this study is Edge-IIoTset, which is a complete, realistic cyber security related 

dataset of IoT and industrial IoT applications that can be used by machine learning technique 

driven intrusion detection systems. The dataset comprises sensors for humidity, temperature, water 

level detection, level of pH, moisture in the soil, pulse rate, and flame detection, among other 

things. The collection also identifies and assesses fourteen attacks on IoT and industrial IoT 

communication procedures, which are divided into five categories. The study examines the 

performance of the different machine learning algorithms after processing and analysing the 

dataset. Real-time intrusion-based detection on Internet of Things devices is critical for making 

IoT-enabled services dependable, safe, and profitable. 

Keywords: Internet of things, cybersecurity, Machine learning algorithm
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CHAPTER 1 

INTRODUCTION 

 

The Internet of Things IoT and Industrial IoT[19] is a network of interconnected devices that 

communicate with one another and deliver data to users over the Internet. IoT has grown 

rapidly in recent0years, thanks in part to its broad0applicability, scalability, and support 

for0smart applications. The vast majority of IoT application perform functions automatically, 

with little or no contact from people. Industrial IoT (IIoT) is a subset of IoT in which IoT 

related devices are often employed in closed industrial contexts. The Internet of Things has 

been0successful in reducing resource use while increasing productivity. The Internet of Things 

(IoT) is a crucial enabler of0industry 4.0, often known as the Fourth Industrial Revolution. 

There are currently over 8 billion IoT-connected devices,0and the number is still growing. 

1.1 IOT and IIOT  

IoT refers to a network of physical devices, vehicles, appliances, and other objects that 

are0embedded with sensors, software, and connectivity, enabling them to collect and exchange 

data over the0internet. These connected0devices can communicate0with each other and with 

humans, making it possible to gather and ianalyze large amounts1of data for various purposes. 

Industrial IoT (IIoT), also known as Industry 4.0, focuses0specifically on the application of 

IoT technologies in industrial settings. It involves connecting industrial1machinery, 

equipment,0and processes to the internet, allowing for enhanced automation, monitoring, and 

optimization of industrial operations.  

IIoT devices[21] are designed to withstand harsh environments and are used in sectors such as 

manufacturing,1energy, transportation, agriculture, and0healthcare. Some examples of 

industrial IoT devices are sensors, smart meters, assets tracking system, connected machines, 

robotics, automation machines and industrial gateway devices. There are various types of 

sensors are used to collect data from the physical environment. Examples include 

temperature0sensors, pressure sensors, vibration1sensors, and proximity sensors. These 

sensors provide real-time information about the condition and performance of machines and 

equipment. Smart Meters are IoT-enabled meters used in industries to monitor and measure 

energy consumption, water usage, and other utilities. They provide accurate and timely data 

for efficient resource management and cost optimization. Asset Tracking Systems are those 
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IIoT devices equipped with GPS or RFID technology are used to track and0monitor the location 

and condition1of valuable assets, such as vehicles, containers, or equipment. This helps in 

optimizing logistics, improving asset utilization, and preventing theft or loss. 

Connected Machines are industrial machinery and equipment can be connected to the internet 

to enable remote monitoring, predictive maintenance, and performance optimization. Data 

from these machines can be analysed to detect anomalies, predict failures, and schedule 

maintenance activities efficiently. Robotics and Automation Systems are IoT devices play a 

crucial role in industrial robotics and automation. Connected robots and automated systems can 

communicate with each other and with other devices, enabling seamless integration and 

coordination in manufacturing and production processes. Industrial gateways and edge devices 

act as intermediaries between the IIoT devices and the central cloud-based systems. They 

aggregate data from multiple sensors and devices, perform local data processing, and 

transmit0the relevant information to the1cloud for further0analysis and decision-making.  

 Device Exploitation are attacks where attackers can target vulnerabilities in IoT devices to 

gain unauthorized access or control. This can involve exploiting weak default passwords, 

software vulnerabilities, or insecure network connections. Once compromised, attackers can 

take control of the device, manipulate its functionality, or extract sensitive data. Data1Breaches 

on IoT devices often collect and transmit0ensitive data. Attackers may attempt to intercept or 

tamper with this data during transmission, leading to potential data breaches.  

Physical Attacks on IoT devices located in public spaces or exposed environments can be 

physically tampered with or damaged. Attackers may attempt to manipulate or sabotage the 

devices, leading to service disruptions or unauthorized access. This can result in unauthorized 

surveillance, disclosure of sensitive information, or compromise of user privacy[18]. Supply 

Chain Attacks are those attacks where attackers can compromise the supply chain of IoT 

devices, injecting malicious code or tampering with the device's firmware or hardware. This 

can lead to pre-installed backdoors, unauthorized access, or compromised device integrity. 

Cloud is adapted by many companies in the form of public cloud,0private cloud, or 

hybrid1cloud based upon their usage. Cloud provides many types of services like infrastructure 

as a service0(IaaS), Software as a0service (SaaS), and platform as a0service (PaaS) with this 

cloud also provides storage as a service for customers based upon rental format [7]. The main 

advantage of moving towards a cloud environment is cost reduction for maintaining servers 
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and which can be used for further enhancement in security areas.  

With a large number of consumers shifting towards cloud-based systems it has many security 

challenges to be addressed. Due to its security issues, many top companies are not moving 

toward cloud-based systems due to its sensitive information which cannot be shared on cloud 

systems [11]. One of the0main security challenges between the cloud service provider and the 

consumer is the trust between them as the consumer thinks that his secure data can be accessed 

by the cloud service provider and according to the cloud service provider there is a chance that 

any customer can provide any of attack inside the cloud [8].  

Some of the attacks are phishing attacks, DoS attacks, and man-in-the-middle0attacks which 

are possible inside the cloud. There are many types of attacks that are possible inside the cloud 

that led to the stealing of sensitive data, unavailability of service, and so on [4]. There are many 

existing studies that show that there many challenges associated with security inside the cloud. 

It becomes important to identify the security threat and being prevented it. There are many 

types of attacks in traditional methods that are not sufficient enough to handle those attacks. 

 Machine learning is an area in which models are trained with data to predict accordingly. 

Machine learning techniques are mainly classified into three types of learning methods, 

supervised learning in which labeled data is been provided, unsupervised0learning which 

contains unlabeled1data, and semi-supervised learning which contains both labeled as well 

unlabeled data for training [16].  

 

1.1.1 ATTACKS IN IOT AND IIOT DEVICES 

 

Cyber security is considered a major issue in IoT-based systems. In recent years many 

researchers are doing studies in this field to identify the major attacks which can be possible 

inside the IoT devices and how we can prevent them. Many security-based systems are being 

provided inside the IoT and IIoT devices but mainly all these security systems are based on 

identifying a specific type of attack or on the most common signature attacks [13]. Many 

attacks are not based upon signature attacks which lead to the failure of a security system. In 

this case, it needs the intervention of the cyber security team to test, identify threats and 

generate any security stem for that attack. It takes hours and days to identify and fix the problem 

which makes it a disturbance in IoT devices [19]. To deal with this problem machine learning 
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models are being proposed which are well trained to identify any threat.  

There are many common types of attacks that are possible inside the IoT and IIoT devices are: 

Injection attack: Injection attacks in cyber security refer to a class of attacks where untrusted 

or malicious data is inserted into a system or application, leading to unintended and potentially 

harmful consequences. These attacks exploit vulnerabilities in input validation mechanisms 

and can allow an attacker to execute arbitrary commands, manipulate data, or gain unauthorized 

access to a system.  

SQL injection attacks occur when an attacker0inserts malicious SQL0statements into an 

application's1input fields that are then executed by1the underlying0database. The goal is to 

manipulate the SQL query structure or gain unauthorized0access to the0database, potentially 

extracting sensitive information or modifying data. Cross-Site Scripting (XSS)0attacks involve 

injecting malicious scripts0into web pages0viewed by other1users. By exploiting vulnerabilities 

in input validation, attackers can inject JavaScript or other executable code that is executed by 

users' browsers, leading to data theft, session hijacking, or defacement of websites. Command 

injection attacks occur when an attacker injects malicious commands into system commands 

executed by an application. If input validation is not performed correctly, an attacker can execute 

arbitrary commands on the underlying operating system, potentially gaining control over the 

system. By injecting malicious LDAP statements, attackers can manipulate LDAP queries, 

potentially gaining unauthorized access or extracting sensitive information. 

 

XML injection attacks exploit vulnerabilities in applications that parse XML input without 

proper validation. Attackers can inject malicious XML content, potentially leading to data 

exposure, denial of service, or remote code execution. OS command0injection attacks0occur 

when untrusted0input is0passed to the operating system0shell as a command. Attackers can 

execute arbitrary commands on the underlying system, potentially compromising the system's 

integrity or gaining unauthorized access. 

Denial of service (DoS) and Distributed Denial of service (DDoS) attack: DOS (Denial of 

Service) and DDoS (Distributed Denial of Service) attacks are malicious attempts to disrupt 

the normal functioning of a network, system, or website by overwhelming it with a flood of 

illegitimate traffic. In a DOS attack, a single source (usually a single computer or network) 
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attempts to overload a target system or network with a massive number of requests. The goal 

is to exhaust the target's resources,0such as CPU power, memory, or network bandwidth, 

making it unable to respond to legitimate requests. Common types0of DOS attacks include 

SYN0flood, ICMP flood, UDP0flood, and HTTP flood. 

In a DDoS attack,0multiple0compromised computers or devices (known as a botnet) are 

coordinated to simultaneously launch an attack on a target system or network. The combined 

traffic from the distributed sources overwhelms the target's resources, making it inaccessible 

to legitimate users. DDoS attacks are more powerful and harder to mitigate compared to DOS 

attacks. Attackers often use techniques like IP spoofing to hide the source of the attack and 

make it difficult to trace back to them. 

Both DOS and DDoS attacks can0cause significant disruption to targeted systems, resulting in 

financial losses, reputation damage, and loss of user trust. Organizations employ various 

strategies and technologies, such as traffic filtering, rate limiting, and load balancing, to detect 

and mitigate these attacks. 

Man in the middle attack: Man in middle0attack in which an attacker changes the 

communication between client and server. This type of changes is made without 

acknowledging them. This type of attack is mainly possible inside the software as a service 

environment. A Man-in-the-Middle (MitM)0attack is a type of cyber-attack0where an 

attacker0intercepts and relays communication0between two parties0without their0knowledge. 

The attacker positions themselves between the communicating parties, allowing them to 

intercept, alter, or eavesdrop on the communication. 

The attacker positions themselves between the legitimate sender and receiver, often by 

exploiting vulnerabilities in the network infrastructure or by tricking users into connecting to 

their malicious network. The attacker0intercepts the communication flow between the parties, 

acting as a relay. This can be achieved by hijacking network connections, manipulating routing 

protocols, or using techniques like ARP spoofing. In some cases, the attacker may modify the 

communication by injecting malicious content or altering the messages exchanged between the 

legitimate parties. 

ARP Spoofing/Poisoning where the attacker0manipulates0the address resolution protocol 

(ARP) to associate0their MAC address with0the IP address of the target, redirecting0traffic 
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intended0for the target to the attacker's machine. DNS0Spoofing where the attacker intercepts 

DNS requests and responds with falsified DNS information, redirecting users to malicious 

websites or services. Session Hijacking where the attacker steals session cookies or session 

identifiers to impersonate a legitimate user and gain unauthorized access to their account or 

session. SSL/TLS Stripping where the attacker downgrades secure HTTPS connections to 

unencrypted HTTP, allowing them to intercept and manipulate the communication without 

triggering warnings. Wi-Fi Eavesdropping where the attacker sets up a rogue Wi-Fi0access 

point with a similar0name to a legitimate network, tricking users into connecting to the 

malicious network and capturing their traffic.  

Information Gathering:  Information gathering techniques in cyber security refer to the 

methods and approaches used to gather intelligence and collect data about a target system, 

network, or organization. These techniques are often employed by security0professionals and 

ethical0hackers to assess the security posture of a target and identify potential vulnerabilities. 

One of the common information gathering techniques in cyber security is port scanning. Port 

scanning0is the process of scanning a target system0or network to identify open0ports and 

services running on those ports. Port scanning helps an attacker identify which ports on a target 

system or network are open and listening for connections. Each open port corresponds to a 

specific service or application that is running and accessible over the network. By identifying 

open ports, an attacker can gain insights into the potential vulnerabilities or services that can 

be exploited in subsequent stages of the attack.  

OS fingerprinting is an information gathering technique used in cyber security to determine the 

operating system (OS) running on a target system or device. It involves collecting and 

analyzing various network characteristics and responses to identify the specific OS being used. 

OS fingerprinting helps attackers gather information about the target system's underlying 

operating system. By identifying the OS, attackers can tailor their attacks to exploit known 

vulnerabilities or weaknesses specific to that OS. OS fingerprinting also provides insights into 

the target's network architecture and potential security measures in place. 

Malware Attacks: Malware0attacks in cyber security0involve the use of malicious0software 

to compromise the security and integrity of computer systems, networks, and user data. 

Malware, short for "malicious software," is designed to infiltrate systems, perform unauthorized 

activities, and often cause harm.  
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Viruses are self-replicating programs that infect other files or systems by attaching themselves 

to them. They can cause damage by modifying or corrupting files, degrading system 

performance, or spreading to other systems. Worms0are standalone programs0that replicate 

and7spread across networks withoutithe need for a hostifile. They exploit vulnerabilities in 

network services or operating systems to propagate and can cause network congestion, data loss, 

or system crashes. Trojans, or Trojan horses, are disguised as legitimate programs or files but 

contain malicious code. They trick users into executing them, allowing1attackers to gain 

unauthorized access, steal sensitiveiinformation, or control compromised systems. 

Ransomwareiis a type of malwareithat encrypts the victim'sifiles or locks their system, 

makingithem inaccessible until a ransomiis paid. It can causeisignificant financial and 

operational damage to individuals and organizations.  

Spyware is designed to gather sensitiveiinformation, such as login credentials, browsing habits, 

or personal data, without the user's consent. It operates in the background, monitoring user 

activities and transmitting data to the attacker. Adware displays unwanted advertisements, often 

in the form of pop-ups or banners, to generate revenue for the attacker. It can slow down system 

performance, track user behaviour, and compromise user privacy. Botnetsican be usedifor 

various maliciousiactivities, including distributedidenial-of-service (DDoS) attacks, spam 

distribution, or data theft. 

TCP is a reliable and connection-orientediprotocol used in computer networks. It ensures the 

reliable delivery of data by establishing a connection between the sender and receiver. TCP 

providesifeatures like erroridetection, flow control, and congestionicontrol. It guarantees that 

data packets arrive in the correct order and handles retransmission of lost packets if necessary. 

UDP is a simple and connectionless protocol that operates on top of IP (Internet Protocol). It is 

known for its low overhead and lack of reliability guarantees compared to TCP. UDP provides 

a lightweight and fast data transfer mechanism without the need for establishing a connection 

or maintaining a session. 

ICMP is a network layeriprotocol used for sending errorimessagesiand operational information 

related to IP packet processing. It is mainly used by networkidevices, such asirouters and hosts, 

to communicate error conditions or provide diagnostic information. ICMP messages include 

features like ping (echo request/reply), network unreachable notifications, time exceeded 

notifications, and fragmentation-related messages. 
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ARP is a protocol used to mapian IP address to a physical (MAC) address in a local network. It 

is used when a deviceiwants to send data to anotheridevice on the sameinetwork but only knows 

the IP addressiof theidestination. 

DDoS attacks are specifically designed to target web servers, aiming to exhaust their resources 

and render them inaccessible to legitimate users. These attacks are executed by exploiting 

numerous compromised devices, which are often assembled into a botnet, in order to generate 

an overwhelming volume of traffic or requests directed towards the targeted server. 

In the case of DDoS attacks on HTTP (Hypertext Transfer Protocol), the attackers typically 

concentrate their efforts on overwhelming the web server's ability to handle incoming requests. 

By inundating the server with an immense number of HTTP requests, its capacity can be 

overwhelmed, rendering it unable to respond to legitimate traffic. As a result, genuine users 

experience a denial of service, impeding their access to the server. 

Participating in or engaging in DDoS attacks is both illegal and unethical, as it inflicts harm and 

disrupts the availability of online services. It is crucial to uphold the law and utilize the internet 

responsibly and ethically. Should you encounter any suspicious activity or suspect that you are 

a victim of a DDoS attack, it is strongly advised to report the incident to the appropriate 

authorities or seek assistance from a cybersecurity professional. 

1.2 MOTIVATION 

IoT and IIoT devices are0vulnerable to1various types of attacks0due to their 

interconnected0nature and potential1security weaknesses. Here are some common types of 

attacks that can target IoT devices. Botnets and DDoS Attacks in which IoT devices can be 

infected with malware and used to form botnets, which are large networks of1compromised 

devices. These botnets can be used to launch1Distributed Denial of Service (DDoS) attacks, 

overwhelming a target system with a flood of traffic and causing service disruptions. One 

technique that can be used for the detection of various types of attacks is using different machine 

learning techniques. Machine learning contains different types of algorithms like linear 

regression, support vector machine, and so on. These machine learning algorithms0are used to 

predict any security threat inside the cloud. Machine learning algorithms are being trained with 

 labeled anomalies and which helps us to find any security threat happening inside the IoT and 

IIoT devices.  
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1.3 OBJECTIVE 

The  objective  which are being followed for this research study are  mainly related to  cyber 

security. It tells about different IoT and IIoT devices  related attacks which are possible on it. 

For  classification of different types of attack research study has used different types of machine 

leaning techniques like SVM, RF, DT and KNN. It has also been performed on deep neural 

network. All the study has been analyzed on 2 feature classification and 15 feature classification. 

For the balancing out the dataset  sampling techniques has been implemented which modifies 

the minority classes of attacks. Performance has been measured for edge IoT dataset based 

before applying sampling techniques and compared with after applying the sampling techniques. 

1.4 THESIS OUTLINE  

The thesis work has total divided into six chapters  with each having something related to the 

techniques. 

Chapter 1 has been divided into three sections with first section focuses in the basic of IoT and 

IIoT related devices . Section second focuses on  motivation and third section focuses on the 

objective part of the thesis. 

Chapter 2 gives brief overview related work which has been done earlier about the IoT related 

datasets in cyber security.  

Chapter 3 gives outline about the dataset and techniques which are carried out in this thesis.  In 

this all the ML techniques have been discussed. 

Chapter  4 gives overview about  software and hardware tools which are used under this research 

work. 

Chapter 5 explains results about the research study. It gives performance of the different ml 

techniques with or without sampling techniques . 

Chapter 6  contains conclusion and future work  regarding this research study
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CHAPTER 2 

RELATED WORK 

 

Machine learning can play a significant role in enhancing cybersecurity by detecting 

andipreventing variousitypes of cyberithreats. Anomaly detection can be done using machine 

learning algorithms can learn the normal behaviour patterns of systems, networks, and users. They 

can then identify deviations from these patterns, which may indicate potential cyber-attacks or 

anomalies. By leveraging techniques like unsupervised learning, clustering, or outlier detection, 

machine learning can detect previously unseen or unknown threats. Intrusion Detection Systems 

where ml models can be trainedion historical data to identify patterns and signatures of known 

attacks. This enables them to recognize and classify new attacks in real-time. IDS based on 

machine learning can analyse network traffic, system logs, and other relevant data sources to 

detect and respond to intrusion attacks.  It's worth noting that while machine learning can enhance 

cybersecurity, it is not a silver bullet and should be used in conjunction with other security 

measures and practices. It requires careful training, validation, and monitoring to ensure accuracy 

and avoid false positives or false negatives. Regular updates and retraining are also necessary to 

keep up with evolving cyber threats. 

  

2.1 LITERATURE VIEW 

According to Chkirbene et al. [5] proposes a supervised machine learning algorithm that uses a 

decision tree as a classifier over the UNSW-NB-15 dataset. In thisipaper, a new methodology has 

beeniproposed which makes use of past decision history along with a developed model using a 

decision tree to identify the malicious user. In this, it has been found that impact of new techniques 

has increased accuracy from 66% to 90% . 

 

Nandita et al. [6] proposes a method based upon a support vector machine to secure the cloud. 

This paper it has been discussed about intrusion detection systems for the detection of intruders 

inside cloud servers. It has been found that SVM has poor performance over the larger dataset 

and by using 34 attributes of the NSL-KDD dataset upon 41 total attributes has an accuracy of 

95% . 
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According to Andrey et al. [7] proposes a self-learning-based model for distributed denialiof 

service attack detection where it detects any network changes inside it and minimizes the false 

detection of a legitimate users as malicious users and vice versa. It has been observed an increase 

in the accuracy of the model by using this self-learning method. 

 

According to Abdul et al. [8] proposes ml algorithms as support vector machine, Random Forest 

and NaiveiBayes for intrusion detection inside the cloud. It mainly focuses on attacks that come 

under DDoS attacks. It has been found that SVM algorithm has higher performance over other 

two machine learning algorithms. It can be further used for intrusion detection. 

 

According to Xingxin et al. [9] proposes an approach using naive Bayesian classification over 

encrypted datasets. This paper it has been provided a theoretical concept for security inside the 

cloud. In this scheme, the provided approach cannot learn anything useful from data over the 

cloud. 

 

According to Zecheng et al. [10] proposes a DDoS intrusion detection method inside the 

sourceiside of the cloud using nine ml algorithms. It has been found that SVM outperforms better 

in accuracy than all other machine learning algorithms used here and can detect four kinds of 

DDoS attacks. 

 

According to Alan et al. [11] proposes a method using the ANN algorithm used to detectiand 

alleviate already identified and unidentified DDoS attacks.  This paper generally discusses some 

patterns based upon feature detection to separate the attack traffic from the general traffic. It has 

been found that it has overall 98% accuracy in compared to other approaches. 

 

According to Munawar et al. [12] proposes a method for the classification of data using the KNN 

data classification algorithm. The mainiobjective of this paperiis divided data based upon their 

working categories: sensitive and non-sensitive data. Data encryption has been applied to 

sensitive data so that it can secure the data from any type of attack. 

 

According to T. Salman et al. [13] proposes a technique for detection of different anomalies of 

intrusion detection systems and categorization of those anomalies based on different types of 

attacks on the UNSW dataset. In this, they have used two supervised learning techniques for 
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 attack detection in which random forest technique shows 99% accuracy over linear regression 

technique and categorization has lower accuracy compared to detection system. 

 

According to R. Kumar et al. [14] proposes a method to protect the virtual machines inside the 

cloud against different DoS attacks. In this paper, researcher has classified different DoS attacks 

using support vector machine algorithms for one class. All the accuracy of different types of DoS 

attacks has been analysed by calculating the confusion matrix. 

 

According to B. Gulmezoglu et al. [15] identifies the problem regarding cross virtual memory 

attacks on commercial clouds. It mainly attacks the last-level cache inside the virtual machine. In 

this paper, they have proposed a machineilearning technique using a support vectorimachine 

which is used for the classification of applications inside the cloud. 

 

According to E. Hesamifard et al. [16], all the machine learning algorithms require sensitive data 

in raw format to train their model in the detection of attacks in the cloud. To overcome this, it 

proposes a neural network algorithm-based techniques which are applied over encrypted data and 

return the outcome in encrypted form. Based on the received data we can classify the type of 

attack related to the cloud. 

 

According to C. Modi et al. [17] proposesia networkiintrusion detection model on NSL-KDD and 

KDD datasets. This model is used for the detection of DoS attacks inside the cloud by making 

use of snort and decision tree classifiers. It has been found that by using this model detection of 

attacks has an accuracy of more than 95%. 

 

According to M. Marwan et al. [18], there is a huge security issue over the cloud in terms of 

healthcare systems for medical image analysis. In this paper various methods have been projected 

to secure the image inside the cloud using SVM and FCM algorithm. As a result, it has been found 

it helps in the protection of the cloud without increasing the cost of the encryption process to be 

embedded inside this model. 

 

According to et al. [19], it talks about the security challenges faced by security-defined networks 

inside the cloud. In some of the techniques data traffic is used for theidetection of distributed DoS 

attacks. In thisipaper, an XgBoost machine learning-based algorithm has been proposed which 

has a much higher rate of accuracyiand a very lowifalse-positive rate. 
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According to J. Grover et.al. [20], Thisipaper presents a comprehensiveireview of the existing 

literature on cloud computing security. The study does not utilize a specific dataset as it focuses 

on analyzing and summarizing previous research on cloud security issues. The paper contributes 

to the understanding of securityiconcerns in cloud computingiand serves as a valuable resource 

for researchers and practitioners in the field. 

 

According to M. Mohammadi et al. [21], The paper covers a wideirange of deep learning 

algorithms and architectures used in IoT bigidata and streamingianalytics, including deepineural 

networks (DNNs), convolutionalineural networks (CNNs), recurrentineural networks (RNNs), 

and their variants. The paper also emphasizes the integration of deep learning with edge 

computing to enable real-time processing andidecision-making atithe network edge. While the 

paper does not present specific accuracy values, it serves as a valuable resource for understanding 

theistate-of-the-art in deepilearning for IoT big data and streaming analytics. For specific 

accuracy values associated with deep learning algorithms in IoT data analytics, it is recommended 

to refer to the original research papers cited in the survey or conduct further research in the 

specific domain of interest. 

 

According to Y. Meidan et al. [22], The authors conducted experiments using real-world IoT 

botnet attack data collected from a large-scale IoT testbed. They compared the performance of 

the N-BaIoT system with traditional machine learning algorithms,isuch as RandomiForest, 

Support Vector Machinei(SVM), and k-Nearest Neighbors (k-NN). The resultsireported in the 

paper demonstrate the superiority of the N-BaIoT system over traditional machine learning 

algorithms in detecting IoT botnet attacks. The deep autoencoder-based approach shows 

promising performance in identifying abnormal network behaviors associated with botnet 

activities. While the specific accuracy values are not provided in the paper, it highlights the 

improved detection capabilities of the N-BaIoT system using deep autoencoders. The focus of the 

paper is on the effectiveness and advantages of the proposed system, rather than reporting precise 

accuracy metrics. 

 

According to P. Kumar et al. [23], The paper highlights the utilization of ensemble learning 

techniques in the IDS framework, which combines multiple classifiers to enhance the detection 

accuracy and robustness. It incorporates features such as fog computing to enable distributed  

processing and decision-makingicloser to the edge devices in IoT networks. This paper consists 

of UNSW-NB15 dataset with original IOT based data model of DS2OS. It has been found with 
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ensemble method using XgBoost, KNN and Naïve Bayes algorithm. The proposed model has been 

found with accuracy with 93.21%. 

 

According to D. Rani et al. [24], This paper performs binary classification on TON-IOT dataset 

for IoT and industrial IoT. Ensemble based technique of machine learning algorithm has been 

used. In this paper bagging and boosting of classification has been used. It has been analysed that 

model with normal and anomaly class has been detected and accuracy has been found as 96.2%. 

 

According to M. Zolanvari et al. [25], In this paper SCADA based IoT model has been used for 

intrusion detection. It has been applied over water sensor datasets and mainly classified into two 

binary classifications as attack or normal. In this pape4r different machineilearning algorithms 

hasibeen used like RF, SVM, DT and KNN. It has been found that RF has highest accuracy of 

99.2% for binary features. 

 

Table 2.1 shows the different types of datasets which has been analysed for the detection of 

attacks. Attacks can vary from single to multiclass with different encoding techniques. Table also 

shows which type of machine learning techniques has been used or the detection of attacks. 

 

Table 2.1: Comparison of different datasets with Models 

Paper 

Title 

Data set 

Used 

Security Threat 

Addressed 

Machine Learning 

Technique Used  

[5] UNSW-NB-15 Intrusion detection Decision Tree 

[6] NSL-KDD Intruder inside cloud. Support 

VectoriMachine 

[7] RSVNET DistributediDenial of Service Relearning Method 

[8] Data of Snort algorithm Distributed Denial of Service SVM, Naïve Bayes, RF 

[9] Real time data set Attacks over encrypted data in 

cloud 

Naïve Bayesians 

classification 

[10] Data collected from 

Virtual machines 

Different types Denial of Service 

attack 

LR, SVM, Naïve Bayes, 

RF, DT, k-means 

[11] DoS attacks between 

2000-2013 

Distributed Denial of Service 

attack 

Artificial Neural 

Network 
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[12] Attack Domain Data Confidentiality and 

Sensitivity 

K-Nearest Neighbor 

[13] UNSW Normal, Generic, DoS, Backdoor 

and Worm attacks 

Linear Regression, 

Random Forest 

[14] Eucalyptus cloud DoS attacks on Virtual Machine Support Vector 

Machine 

[15] Instruction and data 

cache 

Cross VM attacks Support Vector 

Machine 

[ 16] MNSIT Privacy Preserving Neural Network 

[17] NSL-KDD and KDD  DoS attacks Decision Tree 

[18] Health Information 

Technology 

Data Protection and Data Privacy SVM and Fuzzy C-

means Clustering 

[19] KDD 99 DDoS attack XgBoost Classifier 

[20] NSL KDD DOS, Malware LR, RT, RF 

[21] Edge IIoT DOS, Malware, Injection, 

Phishing 

RT, SVM, KNN, ANN, 

DT 

[22] N-BaIoT IoT botnet Attack SVM, KNN, RF 

[23] UNSW-NB15 DOS, Malware, Injection, 

Phishing 

XgBoost, KNN and 

Naïve Bayes 

[24] TON-IOT Normal, Attack Ensemble learning 

[25] SCADA Normal, Anamoly RF, SVM, DT and KNN 
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CHAPTER 3 

DATASET AND TECHNIQUES USED 

 

This section mainly explains about dataset used for intrusion detection in IoT and IIoT 

devices using different machine learning techniques. In this chapter has been divided 

intoitwo parts where the firstisection explain brief about dataset and other section explains 

about different machineilearning techniques usediin this project. 

 

3.1 Dataset  

This chapter section explains about the dataset used for intrusion detection IoT and IIoT 

devices. Edge IIoT dataset has been designed based upon seven steps: 

 

In the first configuration of network equipment step where refers to the process of preparing 

and adjusting network devices to establish a functional and secure network infrastructure. It 

involves tasks such as physical installation, connection of cables, and configuring various 

settings to enable communication between devices and ensure proper network operation. 

Proper setup and configuration of network equipment are essential for establishing a robust 

and secure network that meets the needs of the users or organization. 

 

In the second step threat and attack modelling in cybersecurity for IoT devices involves the 

systematic identification, assessment, and analysis of potential threats and attacks that can 

target IoT devices and their associated networks. It is an essential step in designing effective 

security measures to protect IoT devices from various malicious activities. 

 

In the third step normal and attack IoT data generation in IIoT devices involves the generation 

of data that simulates both normal and malicious activities in an industrial IoT environment. 

This process is important for various purposes, such as evaluating the effectiveness of 

intrusion detection systems, training machine learning models for anomaly detection, and 

testing the resilience of IIoT systems against potential cyber-attacks. 

 

In the fourth step normal and attack IoT data collection in cybersecurity involves the process 

of gathering data from IoT devices to analyze and understand both normal and malicious 
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activities. This data is essential for developing effective intrusion detection systems, training 

machine learning models, and improving the overall security of IoT environments. 

 

In the fifth step feature extraction in cybersecurity refers to the process of selecting and 

transforming relevant attributes or characteristics from raw data to represent patterns, 

behaviours, or indicators of security-related events or anomalies. It plays a crucial role in 

building effective machine learning models, intrusion detection systems, and security analytics 

frameworks. Total 61 features have been extracted from 1176 features.  

 

In the sixth step of data processing, we have added attack label where normal is refereed as 0 

and all the attack as 1. We have added attack type where it denotes different types of attacks 

like DDoS, malware, injection attacks and others. After that removal of incorrect and NAN 

data and the splitting the dataset as train and test. 

 

In the seventh step analyse the performanceiof the dataset using different machine 

learningialgorithms. Compare the algorithms performance from all and apply curve plotting 

of it. In the figure 3.1 shows head of the dataset.  

 

 

Figure 3.1: Dataset Explanation 

 

3.1.1 Data Pre-processing 

This step is to pre-process the Data Frame by removing unnecessary columns, handling 

missing values, removing duplicates, shuffling the data, and checking the count of each attack 

type in the 'Attack type' column. Defines a list called drop columns containing the names of 

columns to be dropped from the Data Frame. Drops the specified columns from the Data Frame 
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using the drop function with axis=1. Drops any rows that contain missing values (Nan) using 

the drop function with axis=0. Removes duplicate rows from the Data Frame using the drop 

duplicate’s function. Only the first occurrence of each duplicate row is kept. Shuffles the rows 

of the Data Frame using the shuffle function from scikit-learn. This step randomizes the order 

of the rows. 

 

3.1.2 Data Normalization 

Data normalization using StandardScaler is a common preprocessing step in machine learning. 

It is used to transform numerical data into a standardized scale, making it easier for models to 

interpret and compare features. The StandardScaler class in scikit-learn is a transformer that 

standardizesifeatures by subtracting the meaniand scaling to unitivariance. Compute theimean 

andistandard deviation of each feature in the dataset. Subtract the mean from each feature 

value to center the distributioniaround zero. Divide eachifeatureivalue by its 

standardideviationito scale the values, resulting in a unit variance. The purpose of this 

normalization is to ensure that all features have similar scales and follow a standardinormal 

distribution (mean=0, variance=1). Thisican be beneficial for certain machine learning 

algorithms, such as those based on distance calculations or gradient descent optimization, as 

it prevents features with large scales from dominating the learning process. 

 

 

3.1.3 Data Balancing Using SMOTE and Random Oversampling 

Random Oversampling and SMOTE (SyntheticiMinority Over-sampling Technique) are two 

commonly used techniquesifor addressing classiimbalance in machineilearning. Random 

Oversampling is a simple technique that involves randomly duplicating samplesifrom the 

minority class toibalance theiclass distribution. It increasesithe number ofiinstances in the 

minorityiclass to match the majority class. This approach can lead to overfitting since it 

duplicates existing data without introducing any new information. SMOTE is an oversampling 

technique that generates synthetic samples to balance the class distribution. Instead of simply 

duplicating existing samples, SMOTE creates new synthetic samples by interpolating between 

existing minority class samples. It selectsia minority class sample and finds its k-nearest 

neighbours. It then randomlyiselects one of the neighboursiand creates a newisample by 

combining features from theiselected neighbour and the original sample. This processiis 

repeated until the desired level of class balance is achieved. 
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Figure 3.2: Different type of attack count before sampling 

 

In the figure 3.2, it shows the different count of attacks present inside the dataset. It has total 

of 15 features with normal and fourteen types of attacks which are possible for IoT and 

Industrial IoT devices.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3: Different type of attack count after sampling 

 

In the figure 3.3, it shows the count of different types of attacks after applying sampling 

method with random oversampling method.  

 

3.2 Machine Learning Techniques Used  
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Machine learning is an area in which models are trained with data to predict accordingly. 

Machine learning techniques are mainly classified into three types of learning methods, 

supervised learning in which labeled data is been provided, unsupervised learning which 

containsiunlabeled data, and semi-supervised learning which contains both labeled as well 

unlabeled data for training [16]. Machine learning contains different types of algorithms like 

linear regression, support vector machine, and so on. These ml algorithms are used to predict 

any security threat inside the IoT devices [12]. Machine learning algorithms are being trained 

with labeled anomalies and which helps us to find any security threat happening inside the 

cloud. The main advantage of using machine learning algorithms is they become more 

accurate and precise by training on proper datasets. 

A few Classifiers can be utilized to construct an attack prediction model like Bayesian 

Network algorithm, Multi-Layer Perceptron algorithm, Logistic Regression algorithm, 

Decision Trees algorithm, Radial Basis function network algorithm.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4: Different ML Techniques [5] 

In the figure 3.4, it talks about the different types of machine leaning techniques which are 

classified under supervised and unsupervised learning. 

 

 

 

In this study different ML classification techniques been used. All the techniques have been 
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used are explained below. 

 

3.2.1 Random Forest 

Random Forestiis a popular machineilearning algorithm that is widely used foriboth 

classification and regression tasks. It is an ensemble learningimethod that combines the 

predictions of multipleidecision trees to make accurate and robust like predictions. In a 

Random Forest, a collection of decision trees is trained on different subsets of the training 

data, with each of the tree using a random subset of all features. During training, each tree 

independently makes predictions, and the outcome prediction is determined by aggregating 

the predictions of all the trees. One of advantages of Random Forest is its capability to provide 

feature importance ranking, which helps identify the most influential features in the prediction 

process. This can aid in feature selection and understanding patterns in the data. 

3.2.2 Decision Tree 

Decision Tree (DT) is a popular machine learning technique used for classification. It is a non-

parametric algorithm that builds a tree-like model of decisions based on theifeatures in the 

input data. The Decision Tree algorithmiworks by recursively splitting theidata based on the 

valuesiof different features. At each split, it selects the feature that bestiseparates the data into 

distinct classes or reduces the impurity of the classes. The algorithmicontinues to split the data 

untiliit reaches a stop criterion, such as reaching a maximum depth or a minimuminumber of 

samplesiat a node. 

 

3.2.3 K-nearest Neighbor 

K-Nearest Neighbors (KNN) is a popular machine learning technique used for both 

classification andiregression tasks. It is a non-parametricialgorithm that makes 

predictionsibased on the similarity of the inputidata points to the labeled data points in the 

training set. In KNN, the number "K" represents the number of nearest neighbors considered 

for making predictions. When a new instance needs to be classified, the algorithmicalculates 

the distanceibetween that instance and all the instances in theutraining set. The K nearest 

neighbors, based on the calculated distance, are then used to determine the class label of the 

newainstance. 

 

 

 

3.2.4 Support Vector machine 
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Support Vector Machines (SVM) is aipopular machine learning algorithm usedifor both 

classificationiand regression tasks. It isia supervised learning algorithm that can effectively 

handleiboth linear and nonlinear datanby finding an optimal hyperplaneuor decisionsboundary 

that separatestdifferent classes orupredicts continuous values. The decision boundary is 

determined by the support vectors, and the margin represents the distanceibetween the 

decisioniboundary and the support vectors. 

3.2.5 Deep Neural Network 

Deep Neural Networks (DNN) is a powerful machine learning algorithm that is widely used 

for solving complexatasks such as image recognition,nnatural language processing, and 

speechrrecognition. DNNs are a type of artificialnneural network that consists of multiple 

hiddenllayers between the inputaand output layers. The architecture of a DNN allows it to 

learn hierarchical representations of the input data. Each hidden layereextracts and learns 

features from the previous layer, gradually building a hierarchy of increasingly abstract 

representations. This enables DNNs to capture intricate patterns and relationships in the data, 

making them capable of solving highly complex problems. DNNs utilize a largennumber of 

neurons andpparameters, which enables them to learn from vast amounts of data and model 

highly nonlinear relationships. They can automaticallyllearn feature representationsffrom raw 

data, eliminatingtthe need formmanual feature engineering in many cases. 

 

The training of DNNs involvesttwo main steps: forwardppropagation and backpropagation. 

During forwardpprogation, the input data is passedtthrough the network,aand the activations 

of each neuron are computed. The output of the network is compared to the true labels, and 

the erroriis calculated. In the backpropagation step, the error is propagated backward 

throughithe network, and the gradients of the weights and biases are computed. These 

gradients are then used to update the parameters of the network using optimization techniques 

like gradient descent. DNNs can have various activationifunctions, such asasigmoid, ReLU 

(Rectified Linear Unit), or SoftMax, which introduce nonlinearity into the network and enable 

it to model complex relationships. The choice of activation function depends on the task and 

the characteristics of the data. 
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CHAPTER 4 

EXPERIMENTAL SETUP 

 

This chapter provides information about software and hardware used for the model. It also 

talks about the flow of data execution and in next chapter we will see about the results. 

 

4.1 Hardware 

 

The proposed work on machine learning techniques. It requires a laptop or pc of basic 

configuration provided below: 

• System: Windows, Mac 

• Processor: Core i5 processor 

• RAM: 8GGB 

• HardDDisk: 512 GB 

 

4.2 Software 

  

For implementation of the project it requires anaconda, Jupyter collab with python modules. 

All machine leaning model require python for implementation. All the packages have been 

installed with mount to drive for use of collab. In the figure 4.1, it shows all the library 

installed for the implementation of the model.  

 

 

Figure 4.1: Library used by techniques 
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4.3 Workflow 

In the figure 4.2, Framework of the model we have used in the project. It will start from data 

collection and then data preprocessing where we will remove Nan values and other corrupt 

values. The preprocessed data is splitted to train and test data. Then we perform different 

machine learning algorithms and we have compared the data. 

 

  

Figure 4.2: Workflow of project 
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4.4 Methodology  

In this section we will define the workflow of the project. Dataset has been taken for industrial 

and IoT device for intrusion detection.  Project has been implemented from based on 2 features 

as attack and normal. Dataset has been analyzed based on 15 features then apply different 

machine learning algorithm. These are the metrics which are analyzed for different ml 

algorithm. 

• Accuracy: Accuracy is a commonlyyused evaluation metrics that measures the 

performance of a classification model. It represents the proportion of 

correctlycclassified instances out of total number ofiinstances in a dataset. It has been 

shown in equation i. 

 

𝐴𝑐𝑐 =
𝑇𝑃𝐴𝑡𝑡𝑎𝑐𝑘 + 𝑇𝑁𝑁𝑜𝑟𝑚𝑎𝑙 

𝑇𝑃𝐴𝑡𝑡𝑎𝑐𝑘 + 𝑇𝑁𝑁𝑜𝑟𝑚𝑎𝑙 + 𝐹𝑃𝑁𝑜𝑟𝑚𝑎𝑙 + 𝐹𝑁𝐴𝑡𝑡𝑎𝑐𝑘
   --------------------  i 

 

• Precision: Precision is a performance metrics used toeevaluate the quality of a 

classification model, particularly in binarycclassification tasks. It measures 

theiproportion of true positive predictions (correctlyppredicted positive instances) out 

oftthe total instances predicted asppositive by the model. It has been shown in equation 

ii. 

 

Pr =
TPAttack

TPAttack+ FPNormal
                                 --------------------  ii 

 

• Recall: Recall measures the ability ofaa model to correctly identifyppositive instances 

while minimizing falsennegatives. A higher recall value indicates that the model has a 

better ability toccapture positive instances, whereas a lower recall suggests that the 

model may be missing positive instances. It has been shown in equation iii. 

 

𝑅𝑐 =
𝑇𝑃𝐴𝑡𝑡𝑎𝑐𝑘 

𝑇𝑃𝐴𝑡𝑡𝑎𝑐𝑘 +  𝐹𝑁𝐴𝑡𝑡𝑎𝑐𝑘
                            --------------------  iii  
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CHAPTER 5 

RESULTS AND DISCUSSION 

 

This chapter gives data about result obtained on apply different machine learning algorithm 

on edge IoT dataset for intrusion detection. For comparison of different techniques it has been 

analyzed based on 2 features as attack or normal and based upon 15 features as normal, DDoS 

UDP, Backdoor, Port Scanning, DDoS ICMP, SQL injection, DDoS TCP, Vulnerability 

scanner, Ransomware, Fingerprinting, MITM Password, DDoS HTTP, Uploading, XSS. 

 

Confusion matrix for 2 feature classification has been shown in figure 5.1 where one class 

denote with normal and other with attack. In this 2-feature extraction is plotted on the 

confusion matrix. 
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Figure 5.1: Confusion matrix for 2 feature classification 

 

Figure 5.2: Confusion matrix for 15 features 

 

In the figure 5.2, all the four algorithms have been analyzed on the edge IOT dataset for 15 

feature classification and confusion matrix has been shown. In the table 5.1 the accuracy of  2 

feature classification ahs been shown. 

Table 5.1: Accuracy for 2-feature classification 

S.No. Technique Used Maximum Accuracy 

1 Random Forest 99.98% 

2 Support Vector Machine 99.99% 

3 Decision Tree 99.99% 

4 K-Nearest Neighbor 99.99% 

5 Deep Neural Network 99.99% 
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Figure 5.3: Accuracy for 2 class classification 

 

 

In the Table 5.2, it shows accuracy score for 15 feature classification  without sampling and 

applying the different machine leaning techniques which has been implemented. It also 

shows the accuracy score by using the random oversampling technique. 

 

Table 5.2: Performance score for different techniques before and after sampling 

S.No. Techniques used Performance before 

Sampling 

Performance after 

Sampling 

1 Random Forest 93.2 98.25 

2 Support Vector Machine 77.8 79.31 

3 Decision Tree 94.18 98.16 

4 K-Nearest Neighbor 79.8 88.2 

5 Deep Neural Network 94.2 94.92 
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Figure 5.4: Accuracy for 15 feature classification with before and after sampling 

 

In this project we have compared the accuracy before doing the random oversampling and 

SMOTE sampling with after sampling process as shown in figure 5.4. It has been found that 

accuracy has been increase with sampling process. In the sampling process we are tuning the 

minority classes. 

 

Figure 5.5: Training and validation accuracy  
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Now after validation of accuracy with training and validation of loss with training graph has 

been plotted and analysed. The graph plotting of the validation accuracy per epoch has been 

plotted on figure 5.5. 

Figure 5.6: Training and Validation loss 

 

All the machine learning models has been analysed and their plot has been done based upon 

validation accuracy and validation plot per epoch. It has been found that on the best epoch 

validation loss obtained is 0.105. The graph plot for the validation loss per epoch ahs been 

plotted on figure 5.6.   
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

 

In this section talks about the summary, conclusion and future work about this topic. All the 

techniques have been analysed and accuracy is been compared based upon edge IoT dataset.  

6.1 Conclusion 

Securing IIoT devices is of utmost importance due to the critical nature of industrial IoT 

applications utilizing IoT technology. However, there is a significant gap in providingaadequate 

security measures for these systems. While big data analytics and machine learning (ML) 

technologies have been mostly employed to ensure security in traditional ITssystems, the 

unique characteristics and priorities of Industrial Control Systems (ICS) necessitate specific 

attention and tailored security approaches. Recognizing this need, we have highlighted the 

value of ML algorithms in detecting attacks through presentations and experimental 

evaluations. By leveraging ML techniques, we aim to enhance the security of IIoT systems and 

address the distinct cyber risks associated with industrial applications. Different type of SVM, 

KNN, random forest, decision tree and DNN has been used for analysing the dataset. 

For detection of attacks using machine learning techniques and deep learning algorithms we 

have found that accuracy of the approaches is from 77 to 94 percent based upon the techniques. 

For improvisation of accuracy, we have used sampling technique as SMOTE and Random 

Oversampling. By using the sampling technique, it has increased the accuracy to 78 to 98 

percent. It has been found that random forest has highest accuracy over edge IoT dataset. 

Comparison has been made on different machine learning techniques. 

6.2 Future Scope 

The proposed methodology for intrusion detection using machine learning technique in IoT 

and industrial IoT devices has been implemented with different ml techniques. It can be 

implemented using other ml and deep leaning techniques so that accuracy can be increased. 

Ensemble learning techniques have shown promising results in various domains, including IoT 

datasets. No any ensemble technique has been implemented on edge IoT dataset.  
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Ensemble learning can enhance the accuracy of IoT datasets by combining predictions from 

multiple models. By leveraging diverse models and aggregation techniques such as bagging or 

boosting, ensemble methods can effectively reduce bias and variance, resulting in improved 

overall accuracy. 
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