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Every day as we can see around us that data is generating exponentially. We are the reason 

the reason for that amount of data today, an individual generating on an average 40 

Exabyte’s of data daily. The data can be come from any sources like social media, online 

transactions, IOT’s, digital media, records, different sensors etc. handling this huge amount 

of data nowadays becoming a challenging task. The data can be big or small in the size and 

can be of any form like unstructured, semi-structured or structured. We can’t handle these 

amount of big data with the traditional techniques. 

 

Therefore, in order to handle such large amounts of unstructured data, we need methods and 

mechanisms that are simple to use, quick to process, and effective. The two main 

technological advancements that can manage any type of information are Hadoop and 

Spark. for storing, processing, and analysing the data, there are many tools and techniques 

are used in the Hadoop and spark. The Hadoop framework data is processing the data in 

distributing manner. The two basis elements of Hadoop are HDFS for storage, MapReduce 

and yarn for parallel processing in distributed manner, scheduling the data(tasks) and 

analalyzing the data. The second one spark uses resilient distribute data sets for fast 

processing for overcome computational complexity. In this report we will see what is the 

Hadoop architecture, how it stores and process the data using MapReduce, how spark is 

better than Hadoop, how sparks done the job, what is the Apache spark technology and 

Hadoop and spark’s comparative analysis. 
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CHAPTER 1 

                              INTRODUCTION 
 

    

   1.1 Overview 

Large amount of information is generating all over the world daily. Mostly the data which is 

coming are the unstructured data. The world population is very high that’s why the generation 

of data is also very huge and coming from many sources. So every day we need to store that 

data and analysis it after processing. Moreover, new advancements have been arisen to 

detonating volumes of complicated data, including web traffic, web-based media content, 

machine generated information, sensor information and system information . In the early days 

when internet become popular Hadoop used to store the data, managing it and process on large 

data sets. Hadoop MapReduce has come up as a exceptionally powerful and productive tool 

for examination Big Data. MapReduce is likewise great for checking authentic information and 

performing analytics  [1]. 

 

But MapReduce was slow to give response on large set of data, so for that type of unstructured 

data the processing is done by spark which gives fast results and utilised extensively in large 

data. Spark was created in 2009, and in 2010 it will be made available to everyone as open 

source.. Apache spark is done sophisticated analytics in very fast speed. nowadays, as 

associations confronting the development need for ongoing information investigation to 

accomplish advantage, another open source engine, Apache Spark, has entered in the field. 

 

1.2 What is Big Data 

Big data is nothing but the data which is huge and other term we can say the small data which 

is bigger in size. 

 

Here the aim is to solve the new problem or older one in the efficient and effective way. There 

are five v’s of big data that are- 

 Volume 



 

 Velocity 

 Variety 

 Value 

 Veracity 

: 5 v’s of big data [2]

Variety means Big data is not only the numbers, string or dates. It is also the media, audio, video, 

3-D data, unstructured text etc. so here are varies type of data in the market. Traditional data base 

system can handle only small set of structured data, consist able data.  



 

Volume means the amount of data which is generated. Data can be from online or offline 

transections. The data is saved in tables, records or files. A commonplace PC may have had 10 

gigabytes of capacity in 2000. 

 

Velocity denotes the speed of generating the data, means how frequently data has been 

generating. Data generated in streams, batches or bits and it can in both in online and offline 

mode. [2] 

 

Veracity means the is the coming data is truthful and worthiness or not. Today data is such a 

large that the difficult control the quality of the big data and accuracy of it [2]. 

 

1.3 Big Data Analytics 

In order to find rediscovered patterns, correlations, and other priceless insights, enormous and 

complicated datasets—often referred to as "big data"—are examined and assessed. It entails 

using creative approaches, algorithms, and technologies to extract valuable knowledge and 

information from enormous amounts of data. 

Big data analytics has grown in value across a variety of industries, helping businesses to make 

informed decisions that will improve operations and keep them competitive in the data-driven 

world of today. It has uses in a variety of fields, including Analytics for business and marketing 

like organizations may better understand consumer preferences and purchasing trends with the 

use of big data analytics. This enables personalised advice, targeted marketing campaigns, 

pricing optimisation, demand forecasting, and market trend research. Other one may be in 

Healthcare: sector by enhancing patient care, streamlining hospital operations, and advancing 

medical research, big data analytics has completely changed the healthcare industry . There are 

many more sectors like social media, Cyber security, business management etc. 

 

1.4 Frameworks of Big Data 

There are a number of well-liked frameworks for working with big data that offer the 

infrastructure and resources needed to manage and handle enormous datasets. Some of the well-

known frameworks employed in the big data ecosystem include the following: 

 

One of the most well-known frameworks for massive data processing is Apache Hadoop. The 

Hadoop Distributed File System (HDFS) for distributed storage and the MapReduce 



 

programming language for distributed processing make up its two main parts. Massive datasets 

can be processed using Hadoop across a cluster of commodity hardware in a fault-tolerant and 

scalable manner [4]. 

 

MapReduce can be replaced by Apache Spark, an open-source distributed computing platform 

that is quicker and more adaptable. Various data processing activities, such as batch processing, 

real-time streaming, and machine learning are supported by Spark. 

 

1.5 Challenges of Big Data 

While big data analytics brings many advantages, it also has a number of problems that businesses 

must solve. These difficulties include massive volumes of data that are beyond the capacity of 

conventional data processing technologies are dealt with by big data analytics. Scalable 

infrastructure and effective data storage and retrieval methods are needed for managing, storing, 

and processing such massive datasets. Big data is produced quickly, frequently in real-time or 

very close to real-time. Streaming data analysis and fast insight extraction necessitate 

sophisticated methods. There are some challenges as follows 

 Data Integrity: Big data may contain biases, inaccuracies, and other types of poor data 

quality. To make wise decisions, data accuracy and dependability must be guaranteed.  

 Scalability: Businesses need to make sure that their big data analytics infrastructure can 

grow as data volumes rise. To 

managData Integrity: Big data may contain biases, inaccuracies, and other types of poor 

data quality 

 To make wise decisions, data accuracy and dependability must be guaranteed.  

 To manage the growing workload, scaling horizontally by introducing more computing 

power and dividing data processing over numerous nodes is essential. 

 Scalability: As data volumes rise, businesses must make sure their big data analytics 

infrastructure can grow with them. To 

managData Integrity: Big data may contain biases, inaccuracies, and other types of poor 

data quality. 

Data security and privacy Working with private and sensitive data is a common part of big data 

analysis. To guard against unauthorised access, breaches, and misuse of data, organisations must 

handle privacy and security issues. In such circumstances, adherence to data protection standards 

becomes essential. 

 



 

It takes a combination of technical solutions, organisational tactics, and qualified employees to 

overcome these obstacles. To effectively utilise big data analytics, organisations must invest in 

solid infrastructure, adopt adequate data management and processing frameworks, establish data 

governance practises, and promote a data-driven culture [5]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

CHAPTER 2 

                           LITERATURE REVIEW 

 

Hadoop is open-source for all, it is the execution of MapReduce tool and generally utilized for 

lot of data handling. Hadoop has mainly two components one is HDFS and another one is map 

reduce. Hadoop is developed by the doug cutting  in 2006 after the google published the paper 

on GFS that how to process the data using GFS map reduce . Hadoop is open source. It takes 

more time then spark in real time. It is purely disk type storage means every time when it 

performs the task it will touch the disk. 

 

So what is Hadoop? 

• 

• 

• 

 There are a few new executions of Hadoop to conquer its presentation issues, for example, 

gradualness to stack information and the absence of reuse of information. For example, Starfish is 

a Hadoop-based system, which meant to work on the exhibition of MapReduce occupations 

utilizing information lifecycle in examination. It likewise utilizes work profiling and work 

process enhancement to lessen the effect of unbalance information during the work execution. 

Starfish is a self-tuning framework dependent on client prerequisites and framework 

responsibilities with practically no need from clients to design or change the settings or 

boundaries [6]. In addition, Starfish's Elasticized can mechanize the decision making for making 

advanced Hadoop groups utilizing a blend of recreation and model-based assessment to track 

down the most appropriate responses for consider the possibility that inquiries concerning 

responsibility execution. 

      



 

2.2 HDFS 

HDFS is a dispersed document framework which was developed to run on product equipment. 

HDFS is similar to DFS in which also data stores in distributed fashion and one node taken 

care of all the distributions. There is one gateway node which is responsible for the mapping 

of data distributed and MapReduce process done on top of it for process the data. Hadoop 

cluster or room created to store Hadoop room . 

 

 2.2.1 Hadoop Cluster Creation

Cluster means group of nodes, laptops, virtual machines. Every laptop which have Hadoop 

cluster will have an “Edge Node”. 

We can get IP address of edge node. We need IP address to communicate the edge node. There 

are total 4 nodes in Hadoop cluster, they are- 

 

• 

• 

• 



 

 

With the putty tool anyone can communicate to edge node. We can have many number of edge 

node for same cluster. To talk to the Hadoop nodes user should communicate to edge node in 

Hadoop language, so that edge node will pass that inside the room. Ambari on Microsoft azure 

will show you the cluster details. every node has IP address/host name, ram and hard disk. 

 

2.3 MapReduce 

It is the processing the big data using map () and reduce () functions. It works on the data 

locality means process will go towards to data and process it, early model DFS fails to process 

the data efficiently because DFS don’t use data locality. 

MapReduce …... Data locality        Distributed process 

 

Big data ordinarily put away in a huge number of ware servers so conventional programming 

models, for example, message passing interface (MPI) can’t deal with them successfully. Along 

these lines, new equal programming models are used to work on the exhibition of NoSQL 

information bases in datacenter’s. MapReduce is proposed by the google. These coverings can 

give a superior command over the MapReduce code and help in the source code improvement 

[8]. 

 

 



 

As we can see in above figure there are an Edge node or master node which split the data to the 

all name nodes or slave nodes in a distributed manner. Now when we processed on the stored 

data then with the help of data locality (when the process is going toward the data) at each node 

processed result will have generated. This is called Map phase. After the processed data now we 

need to combine them at one node so master decides to store the processed data in selected one 

name node and there all the data gets merged, and this process is call Reduce. 

 

2.4 Data Analysis Process 

 

 

 

 

 

 

As above figure shows generally cycle to dissect any sort of information in hadoop 

environment. At first information can be anyplace however we need to stack it into HDFS or 

neighborhood document framework which we should be possible utilizing flume, Sqoop, or 

Hadoop commands. When information get stacked, it is put away and handled in HDFS or 

nearby document framework. To examine this store information we can use Pig or MapReduce 

[9].   overall process that how any kind of data can be analyze in Hadoop framework document 

framework with the assistance of instruments like sqoop, Hadoop order or flume. When the 

information stacked, it will be put away and handled on the neighborhood document framework 

or HDFS. For dissect the handled information we can utilize MapReduce or pig innovation to 

investigate this put away information. 



 

 

2.5 Sqoop 

HDFS data. Hive doesn’t required java or understanding 



 

   CHAPTER 3 

                                   SPARK 

Apache spark is the very fast cluster computing technology. The significant element of Spark 

that makes it one of a kind is its capacity to perform in memory calculations. It permits the 

information to be reserved in memory, in this way dispensing with the Hadoop's plate overhead 

limit for iterative assignments [10]. 

 

Spark introduced RDD’s which is its fundamental architecture, RDD is the Resilient 

Distributed Dataset. 

 –

 –

 

 

In Spark data is distributed in the memory as in Hadoop firstly we need to store it then can 

distribute it. Spark is very frequently using these days in the organizations to process the data. 

Spark is RAM memory type computing means it does not use disk frequently, it uses it partially. 

Spark map reduce is similar to the Hadoop map reduce but it is 100 times faster than Hadoop 

map reduce .  



 

Essentially, there are other proposed procedures for profiling of MapReduce applications to 

track down potential bottlenecks and re-enact different situations for execution examination of 

the adjusted applications. This pattern uncovers that utilizing basic Hadoop arrangement would 

not be effective for huge information examination, and new devices and procedures to 

mechanize provisioning choices ought to be planned and created. This can be another help (i.e., 

large information investigation as-a-administration) that ought to be given by the Cloud 

suppliers to programmed huge information examination on datacenter’s. Not with standing 

MapReduce, there are other existing programming models that can be utilized for large 

information handling in datacenter’s, for example, Dryad and Pregl [12]. Dryad is a disseminated 

execution motor to run enormous information applications as coordinated non- cyclic chart 

(DAG). 

Activity in the vertexes will be run in bunches where information will be moved utilizing 

information channels including archives, transmission control convention (TCP) associations, and 

shared memory. Additionally, any sort of information can be straightforwardly moved between  

hubs. While MapReduce just help single info and yield set, clients can utilize quite a few 



 

information and yield information in Dryad. Pregl is utilized by Google to deal with huge scope 

diagrams for different purposes, for example, investigation of organization charts and long range 

interpersonal communication administrations. Applications are acquainted as coordinated 

diagrams with Pregl where every vertex is modifiable, and client characterized worth and edge 

show the source and objective vertexes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

CHAPTER 4 

         COMPARATIVE ANALYSIS OF FRAMEWORKS 

 

 

4.1 RDBMS vs Hadoop 

Before Hadoop, RDBMS used for the data storing and processing, but unstructured data is the 

problem in RDBMS. Hadoop can process both structured and unstructured data.  Fault 

tolerance in Hadoop is the main advantage compare to RDBMS. Hadoop is the highly scalable 

framework compared [14] to traditional databases system. Relational DB used to most popular 

on early 80s in rdbms information is stored in row and Colum fashion in table format. And to 

process the data mostly use SQL for query and writing the data. we know that data becomes 

increased so DBMS also not in the situation to help you. That time we got internet in to the 

market, internet got emerging in 1980s. 

 

Because of internet explosion in 1980s, data analytics emerging a new tool as RDBMS. 

Remotely we started to accessing the data, it is not necessary to save the data on my personal 

computer. While by all account not the only proposed game around for this sort of inquiry, 

SQL came to win out. Unquestionably, many variables contributed. Be that as it may, an 

ostensibly executioner component of SQL was its explanatory nature. Application developers 

need just indicate which records they need rather than how to recover them. The "how" turned 

into an execution detail of the RDBMS.  

 

 In Hadoop at whatever point the information is ship off the hub then that is repeated over the 

all hubs in the bunch that implies in the event of disappointment of any hub happened than the 

information won't be lost in light of the fact that the duplicate of the information accessible to 

the another hub. So to deal with huge information Hadoop enjoys an upper hand over the 

customary information bases to wipe out adaptation to non-critical failure . 

 

 

 

     



 

                                                 Table 4.1 Hadoop vs RDBMS 

 

   S.no               Hadoop                RDBMS 

    1               The type of data can be anything 

processed by Hadooop like 

unstructured, semi structured or 

structured 

In RDBMS mostly structured data 

processed 

    2 Here processing is coupled with the 

data storage 

Mainly data storage 

    3 It is open source For software license cost required 

    4 Ideal for massive data processing or 

storage 

ideal for an OLTP environment 

    5 Low integrity Follows ACID properties that’s why 

integrity is high 

    6 provides greater throughput than 

RDBMS 

Provides less throughput 

 

                                           

 



 

Apache spark done the cluster handling faster than the Hadoop MapReduce and the speed is 

close to 10 to 100 times, the main thing is that Hadoop MapReduce’s number of read and writes 

to the hard disk is more [21] . 

Spark offers lazy computation means it optimizes the job before execution but in Hadoop is 

optimize after the execution. In spark processed result after every iteration will save in RAM 

parallel but in Hadoop is store in disk file that’s why Hadoop is 10 to 100 times slower than 

Spark. 

 

 

 

 

.                                                   

 

  



 

                                                    Table 4.2 Spark vs Hadoop 

 

             Parameter                 Spark                Hadoop 

Storage of Data In spark Data stored in 

memory 

Stores on the disk 

Fault tolerance Fault tolerance occurs due 

to resilient distributed 

datasets  

For the fault tolerance it 

uses replication 

Line of code The project apache spark 

contains 20,000 lines of 

code. 

The Hadoop 2.0 contains 

more than one lakh line of 

code 

Speed Due to in memory 

calculations, it is quicker. 

Slower than spark 

OS support Windows, Linux, Mac Linux 

Streaming data Can be used for 

modification of real time 

data as well as process this 

data  

With the help of 

MapReduce we can 

processing a group of saved 

data 

Security Less secure  More secure because of 

ACL’s 

 



 

                                               CHAPTER 5 

                           CONCLUSION AND FUTURE SCOPE 

 

In this paper we different kind of Hadoop technologies, how Hadoop is used for the data 

processing and storage, how spark is different from Hadoop, why spark is faster than Hadoop 

framework. We studied that MapReduce is most efficient than traditional techniques. In the 

word count problem, we saw that how Spark done the job in less time compare to Hadoop. 

Because in spark data is distributed in memory and in Hadoop distribute the data when its 

stored and Spark store it in RAM instead of disk so that’s all the reason why Spark is faster. 

 

Many of the studies shows that the data in future will generated so huge and exponentially. 

Recent research published that by the year of 2025 the big data will reach to the 175 zettabytes. 

 Future work will be definitely performed on the distributed networks, because in coming 

years’    cloud computing will also use by drastically. New tools and frameworks always be need 

to the better change on existing  
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