








ABSTRACT

Because of the availability of enormous volume of data and computing resources, deep

neural networks have gained popularity as they find application in both industry and academia.

For certain tasks where a large training dataset cannot be obtained, transfer learning has shown

that complex models that are already trained on large datasets can be applied to specific tasks by

fine-tuning. However, in the healthcare domain, there is always a shortage of publicly available

data and resources. Also, large pre-trained models are complex and often have a higher memory

requirement, making them difficult to deploy. To overcome this issue, Knowledge Distillation

has been used widely in the healthcare domain. Knowledge Distillation has been successful in

compressing large and complex models making them easier for deployment.

To explore about the applications of Knowledge Distillation in Healthcare domain, we con-

ducted a Systematic Literature Review. We analyzed recent studies based on some research

questions that we formulated. After our analysis, we found some research gaps.

In this study, we explore the potential of utilizing transformers in a limited data setting. We

propose a framework based on Knowledge Distillation to train transformers for classifying lung

diseases using respiratory sounds. Our proposed framework combines the attributes of both

Convolutional Neural Network (CNN) and Transformers i.e., the translation equivariance and

inductive biases of CNNs with the ability of transformers to handle long range dependencies.

We have used Wavegram-Logmel-CNN as the teacher and Audio Spectrogram Transformer

(AST) as the student model. The results show that our proposed framework improves the accu-

racy of the Transformer model. We also discuss the future scope for further improvements.
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CHAPTER 1: INTRODUCTION 

 

1.1 OVERVIEW 

In this study, we have proposed a framework to train Transformer model for the task of audio 

classification of respiratory sounds. The training is done using limited data. Since 

transformers cannot generalize well on small data, we incorporate a teacher-student approach 

by using a CNN as a teacher to train our transformer model. This framework also combines 

the results shows that our approach improves the performance of the transformer model. 

 

1.2 PROBLEM STATEMENT 

Deep learning models have become the state-of-the-art in various domains such as computer 

vision, natural language processing (NLP), speech processing etc. With the availability of 

large amount of data and compute resources, large and complex deep learning models can be 

applied to solve different tasks. In certain situations where limited data is available, a model 

trained from scratch may not be the best approach as the model may fail to capture 

relationships among features and learn the data points instead. This can be solved using a 

model training technique called Transfer Learning. Using this, a complex model which is 

already trained on a large dataset to learn representations (feature extraction) from the data is 

used by slightly fine-tuning it on the target task. This enables complex models such as [1], 

[2], [3] and many more which have been trained on [4] to be used on problems where enough 

data cannot be gathered. This technique works because it has been found that shallower layers 

of complex models tend to learn general features like corners, edges of objects which may be 

generalized to a lot of different tasks, whereas the deeper layers focus on the finer details of 

the image [5]. 

 There are still limitations to transfer learning, the major one being the domain 

sensitivity of the models. If the data distribution between the data on which pretraining is 

done and that of target task is significant, pretrained models perform poorly. In the healthcare 

domain, medical datasets have different distribution than ordinary images in ImageNet 

dataset. Also, there is not enough data available publicly that may come close to the scale of 

ImageNet data as medical institutions have to maintain the privacy of patients. It is also 

desired that models should have lower inference time (latency) and should not have a higher 

memory requirement as they are to be deployed on edge devices with low processing 
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capabilities for real time applications.  Thus, model compression method is required. 

Acceleration techniques such as pruning which removes redundant parameters and 

quantization which reduces the bits required to store parameters are incorporated in deep 

learning frameworks. These methods help in reducing the model to some extent. Another 

method that has become popular is knowledge distillation where a large model called the 

teacher generally supervises the training of a simpler model called the student. Knowledge 

can either be the probability distribution obtained from the final layer or features extracted 

from intermediate layers of the teacher. This knowledge is used to train the student model. 

The student model is either a less complex model that does not require high processing 

capability or is identical to the teacher model. Such model can be easily deployed on edge 

devices. This makes knowledge distillation a suitable model compression technique for 

healthcare applications. 

 

1.3 OBJECTIVE 

The motivation of our research comes from the identification of gaps that we found while 

conducting a systematic review of recent work that has been done in healthcare sector 

involving knowledge distillation (explained in Chapter 2). Since the scale of medical datasets 

is not the same as datasets like ImageNet, Transformers models fail to generalize well on 

such data. Also, CNNs can perform well on small datasets due to their equivariance to 

translation and in-built biases, we can use representations learned by CNNs in conjunction 

with training a transformer so that it may generalize well. Therefore, the CNN acts as teacher 

and Transformer becomes the student. 
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CHAPTER 2: RELATED WORK 

 

In this section, we have explained the systematic review that we conducted on recent work 

that has incorporated knowledge distillation to train deep learning models. The systematic 

review is organized in the form of research questions to analyse the selected studies. Using 

our systematic review, we found some gaps which laid the basis of our research. 

 

2.1 BACKGROUND 

This section describes all the related terminologies that are need to understand the subsequent 

sections of our systematic review and the successive chapters of our thesis. This includes all 

the relevant information regarding deep learning, its different architectures, knowledge 

distillation and its types and various performance metrics. 

 

2.1.1 Deep Learning 

Deep Learning uses a class of machine learning algorithms called neural networks which 

consist of processing units called neurons which are interconnected to each other. These are 

modeled after the brain as the it consists of interconnected neurons through information is 

passed in the form of electric signals [6]. A Feedforward neural network consists of three 

layers: input, hidden and output layer. A neural network with a single hidden layer is called a 

shallow network. The network becomes deeper as the hidden layers keep on increasing. 

Neurons of one layer are interconnected to its preceding and succeeding layer (except for 

input and output layer). Each neuron receives an input and performs multiplication with a 

weight value assigned to it. To add non linearity to the calculations, these values are passed 

through an activation function. The weights of these neurons are the parameters of the model 

that are to be updated so that network can make predictions as accurate as possible. The 

weights are updated by back propagating the residuals. 

Convolutional neural networks (CNN) are used to solve problems which involve images. 

Feedforward networks have all neurons interconnected thus spatial information of an image 

will not be preserved. A CNN uses convolution operation in which a kernel (also called filter) 

slides over the image. The output obtain after a convolution operation is called a feature map. 

It is passed as input to pooling layer that helps in reducing the dimensionality and extracting 

the important features. These features are flattened and passed to fully connected layers 

similar to the layers in feed forward neural networks to obtain predictions on the given task. 
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 Figure 16 Architecture of a simple CNN. 

 

Recurrent neural networks (RNN) are used for sequential data (time series or text data). rely 

on a similar kind of translational invariance as CNN. The input to an RNN cell is dependent 

on the output from its previous states also called the hidden states. These are not suitable for 

tasks involving long term dependencies because of the problem of vanishing gradients, where 

change in weights (model parameters) become so small that there is no new information 

learned by the model. LSTM (Long Short-Term Memory) solves this issue to some extent by 

dividing the hidden state into hidden and cell state. The hidden states help in choosing which 

features to use for each time stamp by using three gates namely forget gate, update gate and 

output gate. This increases the complexity and make LSTM computationally expensive. 

Gated Rectified Unit (GRU) reduces the complexity by using only two gates instead of three. 

 

 

Figure 17 Architecture of RNN [6]. In case of multiple inputs at different timestamps, an 

unfolded RNN is obtained by connecting RNN cells in series which takes input 𝑥 at 

timestamp 𝑡 and hidden state 𝑠𝑡−1 from the previous node to produce output 𝑜𝑡. The current 

hidden state 𝑠𝑡 is passed to the next node. 
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GANs (Generative Adversarial Network) are generative models consisting of two networks 

called the Generator and Discriminator. Generator is tasked with learning distribution of data 

from training and generating data from random noise. Discriminator tries to distinguish 

whether the input given is real or is produced by the generator [7]. Both the models are 

trained in parallel. 

 

 

Figure 18 Architecture of GAN [107]. 

 

The concept of self-attention and Transformer model [8] is the reason for the major 

breakthroughs that have occurred in the field of NLP recently. Self-attention involves 

weighing significance of each word in a sentence by comparing each word in a sentence to 

every other word based on the context. The Transformer uses this self-attention mechanism 

by combining multiple self-attention modules where each module focuses on different part of 

the sentence. Inspired by this, [9] proposed Vision Transformer (ViT). ViT works by slicing 

the image into 16 x 16 patches and maps these patches into a one-dimensional vector which is 

passed to a Transformer encoder. Thus, vision transformer converts images to tokens which 

resembles converting sentences to tokens in case of NLP Transformer. 
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2.1.2 Knowledge Distillation 

Knowledge distillation is a model compression technique that is used to train a simple model 

called the student by transferring the representations learned by a complex model called the 

teacher.   

The idea of model compression was given by [10] in which features from a complex 

ensemble model were compressed into a single model by pseudo labeling an unlabeled 

dataset and training the simple model on that dataset. Based on this, [11] generalized this idea 

by introducing Knowledge distillation in which the logits from a complex model were used as 

“soft labels” to train a simpler model (Figure 5). 

Figure 19 Architecture of NLP Transformer (Left) [8] and Vision Transformer (Right) [9]. 
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Figure 20 General Framework for Knowledge Distillation [106]. 

Based on the mechanism used for training (Figure 6), knowledge distillation can be classified 

as. Offline Distillation: Teacher model is either a pretrained model or a model fine-tuned on 

the target task. Knowledge from teacher is used to supervise the student. Online Distillation: 

Teacher and student are updated simultaneously for each epoch. Self-Distillation: Teacher and 

student model are same. Knowledge from deeper layers is used to train shallow layers. 

 

 

Figure 21 Types of knowledge distillation based on training mechanism [106]. 
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Knowledge Distillation can also be classified based on the type of knowledge extracted from 

teacher to train student (Figure 7), it can be classified as: Response Based: Logits from final 

layer of the teacher act as labels to train the student. Feature Based: Instead of using logits, 

student learns from the feature maps of the teacher. Relation Based: Student learns by 

modelling relationship between feature maps of teacher. It is done using correlation analysis, 

similarity matrix, graph analysis of feature maps, etc. 

 

Figure 7 Different types of knowledge in teacher model and their sources [106]. 

2.1.3 Performance Metrics 
 

• Accuracy: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 +  𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

( 1 ) 

• Precision:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑃
 

( 2 ) 

 

• Sensitivity (Recall): 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
 

( 3 ) 
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• Specificity:  

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 +  𝐹𝑃
 

( 4 ) 

 

where 𝑇𝑃 = true positives (positive cases predicted as positives), 𝑇𝑁 = true negatives 

(negative cases predicted as negative), 𝐹𝑃 = false positives (negative cases predicted as 

positive), 𝐹𝑁 = false negatives (positive cases predicted as negative). 

 

• F1-Score:  

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 

( 5 ) 

• AUC-ROC: It is the area under the curve of ROC (Receiver Operating Characteristic) 

where TPR (Recall) is plotted against FPR (1-Specificity). 

 

• Kappa Score: It is used to measure performance of a classification model against a model 

that randomly classifies an observation. 

𝐾𝑎𝑝𝑝𝑎 𝑆𝑐𝑜𝑟𝑒 =  1 −
1 − 𝑝𝑜

1 − 𝑝𝑒
 

( 6 ) 

where 𝑝𝑜 = observed agreement, 𝑝𝑒 = expected agreement. 

 

• Mean Squared Error: 

𝑀𝑆𝐸 =  
1

𝑁
 ∑(𝑦𝑖 − �̂�𝑖)2

𝑁

𝑖=1

 

( 7 ) 

• Mean Absolute Error: 

𝑀𝐴𝐸 =  
1

𝑁
 ∑ |𝑦𝑖 − �̂�𝑖|

𝑁

𝑖=1

 

( 8 ) 
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where 𝑁 = total number of samples, 𝑦𝑖 = actual value, �̂�𝑖  = predicted value. 

 

• Dice Similarity Coefficient: Measure of similarity between two sets. 

𝐷𝑆𝐶 =  
2 |𝑋 ∩ 𝑌|

|𝑋| + |𝑌|
 

( 9 ) 

• IOU (Intersection Over Union): Measures accuracy of predicted bounding box. It is also 

known as Jaccard Correlation Coefficient. 

 

𝐼𝑂𝑈 =  
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛
 

( 10 ) 

2.2 SYSTEMATIC LITERATURE REVIEW 

This systematic literature review provides an overview of the recent studies which involve 

knowledge distillation using deep learning in the healthcare domain. We adopt the 

methodology of our study from [12]. First, we define the research questions for our SLR. 

Next, we define the search process to obtain relevant articles from academic databases. Then 

we apply the inclusion and exclusion criteria to filter out studies that are relevant to our SLR. 

These steps are explained in the following subsections. 

 

2.2.1 Research Questions Formulation  

The following research questions are constructed to meet objectives of our SLR. 

RQ1. What are the different deep learning architectures being used as teacher and student? 

RQ2. On what tasks are these models being applied to? 

RQ3. What data preprocessing techniques are used? 

RQ4. What datasets are being used to train the models? 

RQ5. What metrics have been used to analyze the performance? 

 

2.2.2 Search Method 

The scientific databases that are used to find literature for our study are PubMed and 

ScienceDirect. These databases have been searched using keywords. The keywords used to 

create the search query are “knowledge distillation”, “deep learning”, “healthcare”. After 

searching the databases, we obtain 657 studies on which screening is applied. Before 
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screening, duplicate records are removed. While screening, we filter out studies that are not 

relevant to our study based on our inclusion criteria and obtain eligible studies. We apply the 

exclusion criteria to obtain final set of 34 studies to analyze for our SLR. Figure 8 shows the 

process of literature selection. 

 

2.2.3 Defining Inclusion and Exclusion Criteria 

The studies meeting the inclusion criteria (IC) were included in our SLR. These are defined 

as follows: 

• IC1: Studies match the search queries. 

• IC2: Studies which have open access or can be accessed by an institutional proxy 

(account or network). 

 

The studies meeting the exclusion criteria (EC) were not included in our SLR. These are 

defined as follows: 

• EC1: Studies which do not train deep learning models using knowledge distillation. 

• EC2: Studies which are not related to healthcare domain. 

• EC3: Studies which are published before January 2019. 

 

 

Figure 22 Flowchart depicting the procedure of literature selection. 
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2.2.4 Discussion 
 

After searching the databases and applying the inclusion and exclusion criteria, a total of 34 

research articles are selected. These studies, along with their Year of Publishing (YoP), 

publisher and type are listed in Table 1. For the rest of this section, we denote each study by 

their assigned ID as shown in Table 1. 

 

Table 8 Studies selected for Systematic Literature Review 

ID Research 

Study 

YoP Publisher Type 

RS1  [13] 2021 Wiley Journal 

RS2  [14] 2021 IEEE Journal 

RS3  [15] 2020 ACM Conference 

RS4  [16] 2021 IEEE Conference 

RS5  [17] 2021 IEEE Journal 

RS6  [18] 2021 Elsevier Journal 

RS7  [19] 2021 ACM Conference 

RS8  [20] 2021 AMIA Journal 

RS9  [21] 2021 ACM Conference 

RS10  [22] 2020 IEEE Conference 

RS11  [23] 2020 IEEE Conference 

RS12  [24] 2021 IEEE Journal 

RS13  [25] 2021 Springer  Conference 

RS14  [26] 2020 AAAI Conference 

RS15  [27] 2022 IEEE Journal 

RS16  [28] 2021 IEEE Conference 

RS17  [29] 2022 SPIE Journal 

RS18  [30] 2021 IOP Publishing Journal 

RS19  [31] 2021 Elsevier Journal 

RS20  [32] 2022 Springer  Journal 

RS21  [33] 2022 Nature Portfolio Journal 

RS22  [34] 2019 IEEE Journal 

RS23  [35] 2021 Springer  Journal 

RS24  [36] 2021 IEEE Conference 

RS25  [37] 2021 Elsevier Journal 

RS26  [38] 2022 IEEE Conference 

RS27  [39] 2021 IEEE Conference 

RS28  [40] 2022 Nature Portfolio Journal 

RS29  [41] 2022 Nature Portfolio Journal 

RS30  [42] 2022 Elsevier Journal 

RS31  [43] 2022 Elsevier Journal 

RS32  [44] 2022 Elsevier Journal 

RS33  [45] 2022 Elsevier Journal 

RS34  [46] 2022 Elsevier Journal 
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A descriptive analysis of selected studies is presented. Based on figure 9, half of the stud 

ies are published in the year 2021. Out of the 34 studies, 22 (65 percent) are published in 

journals and 12 (35 percent) in conferences. The maximum number of studies i.e., 12 are 

obtained from IEEE Xplore Digital Library out of which 7 are conference articles and 5 are 

journal articles. 

 

 

Figure 23 Selected studies grouped by year of publishing. 

 

Figure 24 Type of articles included in our study. 
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Figure 25 Count of selected studies by publisher. 

 

2.2.5 Research Questions 

RQ1: Network Architectures 

All the teacher and student models are mentioned in Table 2. Majority of the studies are using 

identical architectures for both teacher and student. Study RS1, RS5, RS11 do not use any 

student model because they use self-distillation technique for training the model. Remaining 

studies use a custom CNN model or a pretrained student model that is lighter than their 

respective teacher model. This reduces the number of parameters. 

 

Table 9 Teacher and Student Deep Learning models used in the studies 

ID Model (Teacher) Model (Student) 

RS1 [47] + CNN None (Self Distillation) 

RS2 [48] [49] 

RS3 ResNet-146 8-Layer CNN 

RS4 [1] + LSTM (Trained on 

multiple tasks) Same 

RS5 [50] None (Self Distillation) 

RS6 [1] (different variants are 

trained) Same 
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RS7 GRU with self-attention Same 

RS8 [51] pretrained on 

radiology corpus Same 

RS9 [1] (different models were 

trained on different 

subsets) 

Same (knowledge of all 

subsets is distilled into a 

unified model) 

RS10 Encoder-Decoder Model 

based on [52] 

Same with reduced 

number of filters 

RS11 Custom CNN None (Self Distillation) 

RS12 Ensemble of [47], [53], 

[54] [55], [56] 

RS13 Custom Graph CNN Same 

RS14 [57] + [58] with residual 

connections Same 

RS15 

[59] 

Custom model based on 

[58] 

RS16 

Ensemble of Custom CNN 

models 

Custom CNN with 

decision tree 

regularization 

RS17 Ensemble of [58], [1] Custom CNN 

RS18 [60] [58] 

RS19 

[1] (Pretrained) 

[1] (weights were 

initialized using He 

initialization) 

RS20 [47] + LSTM [47], [1] + LSTM 

RS21 [9] Same 

RS22 [61], [2], [62] used for 

neighbour generation Custom NN 

RS23 

[2] 

Same (neurons reduced in 

the last layer) 

RS24 3D CNN based on VGG7 Same 

RS25 

[2] 

Same (filters reduced by a 

factor of 4), Custom CNN 

RS26 [47] [63] 

RS27 

Custom CNN + GRU 

Same model with reduced 

depth of convolution 

layers 

RS28 [47] Same 

RS29 

[64] 

Same model with less 

layers 

RS30 [9] + [58] [1] + [58] 

RS31 [1] Custom CNN 
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RS32 [65], [2], ResNet-121 [66], [52], [47], [3] 

RS33 

Custom GAN 

Same GAN with low rank 

convolutions 

RS34 

[9], [1] 

[67] (number of filters are 

halved) 

 

RQ2: Tasks 

The selected studies have been categorized based on application areas (tasks) in Table 3. The 

most popular application areas are Medical Image Classification and Medical Image 

Segmentation. 

 

Table 10 Classification of selected studies based on the task 

Task ID 

Medical Image Classification 

RS1, RS3, RS4, RS5, RS6, RS11, 

RS12, RS13, RS19, RS20, RS21, 

RS22, RS23, RS24, RS25, RS26, 

RS28, RS31, RS32, RS34 

Medical Image Segmentation 

RS2, RS9, RS10, RS14, RS17, RS18, 

RS30 

Sound Analysis RS16 

Radiology Protocol Selection RS8 

Medical Named Entity Recognition RS29 

Medical Image Synthesis RS33 

Medical Image Registration RS15 

Electronic Medical Record Analysis RS7 

ECG Analysis RS27 

 

 

RQ3: Preprocessing Methods 

The different preprocessing methods used in the studies are listed in Table 4. We are not 

considering resizing image according the deep learning model as it is a necessary step and 

will be same for any deep learning pipeline. 

 

 

 

 



26 

 

Table 11 Preprocessing Techniques used in the selected studies 

ID Pre-processing Techniques 

RS1 2D rotations by 90, 180 and 270 degrees 

RS2 Random Rotation, Random Flip 

RS3 Rotation, Zoom, Width Shift, Shear, Horizontal Flip 

RS4 Normalization 

RS5 Random Scaling, Random Rotation, Random Flip 

RS6 Center Crop 

RS7  

RS8  

RS9  

RS10 Random Rotation, Shear Translation, Random Flip 

RS11  

RS12 Random Brightness, Random Contrast, Affine 

Transformation, Horizontal Flip, Vertical Flip 

RS13  

RS14 Center Crop, Random Flip, Random Rotation 

RS15  

RS16 Sample rate conversion, Duration trimming, Mel-

spectrogram extraction 

RS17 Random Rotation 

RS18  

RS19 Horizontal Flip, Vertical Flip, Random Rotation 

RS20 Geometry Correction, Intensity Correction 

RS21 Histogram Equalization, Gaussian Blurring, 

Normalization 

RS22  

RS23  

RS24  

RS25 Histogram Equalization, Random Flip 

RS26 Normalization, Random Erasing 

RS27 Band Pass Filtering, Normalization 

RS28  

RS29  

RS30  

RS31  
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RS32 Rotation, Random Zoom, Width Shift, Height Shift, 

Shear 

RS33  

RS34 Random Flip, Random Crop 

 

RQ4: Datasets 

Table 5 contains all the datasets used in the selected studies. The authors of studies RS1, RS4, 

RS8, RS18, RS28, RS34 have collected their own data from hospitals, clinics and medical 

institutes and these datasets are not available publicly. Rest of the studies uses datasets that 

are publicly available. 

 

Table 12 Datasets used in selected studies 

ID Dataset 

RS1, RS4, RS8, RS18, 

RS28, RS34 Self-Acquired 

RS2 [68], [69] 

RS3 [70] 

RS5 [71] 

RS6 [72] 

RS7 [73] (for pretraining), [74, 75] 

RS9 Lesion-10, Disease-48 

RS10 CVC-ClinicDB 

RS11 [76] 

RS12 [77, 78] 

RS13 [79], [80] 

RS14 [81, 82] 

RS15 [83], [68] 

RS16 [84] 

RS17 [85] 

RS19 [76] 

RS20 [86] 

RS21 [87], [88, 89] 

RS22 [90], [91], [92] 

RS23 [93, 94, 95] 

RS24 OASIS, AIBL 
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RS25 [71], [96] 

RS26 [97] 

RS27 [73] 

RS29 [98], [99], [100] 

RS30 [101], [73] 

RS31 [102] 

RS32 [103] 

RS33 [104], [105] 

 

RQ5: Performance Metrics 

Since the studies are diverse, there is no efficient metric for comparison. Table 6 shows all the 

metrics that have been used in the studies to analyze performance. 

Table 13 Performance metrics used in selected studies 

ID Metrics 

RS1 Accuracy: 0.986 

Precision: 0.990 

Sensitivity: 0.987 

Specificity: 0.986 

F1-Score: 0.988 

AUC: 0.991 

RS2 LiTS: 

Dice: 0.959 

 

KiTS: 

Dice: 0.965 

RS3 Accuracy: 0.968 

F1-Score: 0.968 

Precision: 0.96 

Sensitivity: 0.976 

Specificity: 0.957 

RS4 Accuracy: 

Task 1: 0.825 

Task 2: 0.511 

 

BLEU: 

Task 3: 0.481 

RS5 Accuracy: 0.787 

RS6 Kappa: 0.641 

F1-Score: 0.913 

AUC: 0.938 

RS7 MSE: 283.931 
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MAE: 10.701 

RS8 Precision: 0.67 

Recall: 0.62 

F1-Score: 0.63 

RS9 Mean Average Precision: 

Shot-Based: 0.630 

Region-Based: 0.640 

Feature-Based: 0.642 

RS10 IOU: 

polyps: 0.798 

merkel: 0.863 

ulcer: 0.461 

bleeding: 0.573 

RS11 AUC: 0.879 

RS12 Accuracy: 

MobileNetV3-Small: 0.935 

EfficientNet-B0: 0.928 

RS13 ABIDE: 

Accuracy: 0.66 

F1-Score: 0.67 

AUC: 0.70 

 

TADPOLE: 

Accuracy: 0.85 

F1-Score: 0.60 

AUC: 0.70 

RS14 Dice: 0.901 

RS15 SLIVER: 

Dice: 0.912 

Jacc: 0.836 

 

LiTS: 

Dice: 0.867 

Jacc: 0.764 

RS16 Specificity: 0.80 

Sensitivity: 0.59 

RS17 Dice: 0.945 

RS18 Dice: 0.856 

IOU: 0.739 

HD95: 5.67 

RS19 Accuracy: 0.857 

F1-Score: 0.732 

Precision: 0.751 

Recall: 0.748 

RS20 Accuracy: 

DenseNet-121: 0.821 
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ResNet-50: 0.753 

ResNet-18: 0.795 

RS21 SIIM ACR:  

AUC: 0.913 

 

COVID:  

AUC: 0.966 

RS22 MNIST: 

Accuracy: 0.985(LeNet) 

 

QuickDraw: 

Accuracy: 0.897(LeNet) 

 

CelebA:  

Accuracy: 0.937(VGG16) 

RS23 Accuracy: 

VGG-16(64 neurons): 0.963 

VGG-19(64 neurons): 0.965 

RS24 OASIS:  

AUC: 0.858 

 

AIBL: 

AUC: 0.777 

RS25 EyePACS: 

 

Accuracy: 

VGG/4: 0.766 

Custom CNN: 0.768 

 

Messidor: 

 

Accuracy: 

VGG/4: 0.798 

Custom CNN: 0.791 

RS26 Accuracy: 0.925 

RS27 Sensitivity: 0.827 

F1-Score: 0.828 

RS28 Accuracy: 0.764 

RS29 CADEC: 

F1-Score: 0.677 

 

ADE: 

F1-Score: 0.874 

 

SMM4H:  

F1-Score: 0.345 

RS30 Syanpse: 
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Dice: 81.61 

HD: 19.23 

 

ACDC: 

Avg. Dice: 91.29 

RS31 Accuracy: 0.917 

RS32 Accuracy: 

XceptionNet: 0.722 

MobileNet: 0.641 

MobileNetV2: 0.612 

DenseNet: 0.628 

RS33 DRIVE 

SSIM: 0.975 

PSNR: 42.2337 

 

IXI 

SSIM: 0.965 

PSNR: 36.3135 

RS34 Accuracy: 0.983 

Precision: 0.977 

Recall: 0.977 

Specificity; 0.995 

F1-Score: 0.977 

 

2.2.5 Outcomes of the Review 

Of all the studies, 10 (38%) use a complex teacher model which is either pretrained or has its 

parameters initialized (by random or some methods) and a simple student model. This helps 

in compressing the complex model making its deployment easier. The exception here is [38] 

in which the teacher model is [47], which is lighter than the student model [63]. 

18 (53%) studies use identical model architecture for teacher and student (Figure 11). This 

does not help in compressing model parameters but address the privacy concern of medical 

data to some extent. The direct association between the data and student is removed as 

student is trained using soft labels from the teacher model rather than actual data. The authors 

of [24], [28] and [29] have implemented this more efficiently by combining federated 

learning with knowledge distillation. In Federated Learning, local models (similar or 

different) are trained on decentralized devices on local data and their parameters are pooled 

into a single global model. 
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Figure 26 Studies grouped by type of knowledge distillation. 

Most of the studies have used knowledge distillation to train and apply deep learning models 

to medical image classification and segmentation tasks (Figure 12). ResNet-50 [1] is the most 

frequently used model for classification task. The reason it works so well is because resnets 

introduced the concept of skip connection where output from previous layer is used as input 

to next layers after skipping some layers. [58] is most frequently used for segmentation tasks 

as it requires fewer examples to learn and does not need multiple passes on images as 

compared traditional CNN models that use sliding window method to detect boundary of an 

object. 

 

 

 
Figure 27 Selected studies grouped by task. 
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Random Flip, Random Crop and Random Rotation are the most common 

preprocessing techniques used in the studies. For data involving audio samples, standard 

preprocessing methods such as duration trimming, Mel Spectrogram extraction have been 

used. Almost half of the studies have not used any preprocessing or data augmentation 

technique. Since medical datasets are small, more emphasis should be on preprocessing and 

augmentation to avoid overfitting. The authors of [13], [16], [20], [30], [40] and [46] have 

created their own dataset but none of them have are publicly available. Rest of the studies 

have used publicly available datasets.  

There are some interesting studies that extend the general teacher student framework. The 

authors of [14] have proposed a novel framework for medical image segmentation by using 

structural information from intermediate feature maps of teacher network. In [16], the authors 

have adopted a Multi Task approach by training different teacher models on 3 different tasks 

and their corresponding combinations. This creates an ensemble of teacher models. All the 

knowledge obtained from this ensemble is used to train the student. To tackle the problem of 

class imbalance in data, the authors of [21] presented the idea of using relational subsets as 

labels rather than actual classes. 

 

The subsets are created based on sampling probability, frequently appeared regions and 

common features on which ensemble of CNNs are trained. In [28], a decision tree has been 

used as a regularization method to train an ensemble of custom CNNs. The authors of [30] 

have extended self-distillation framework by creating an ensemble of teacher and its assistant 

networks. The student model from previous epochs is used as assistant to overcome the 

knowledge gap between teacher and student. The authors of [24] have proposed a framework 

for robust and efficient training of student by progressively selecting the best performing 

teacher out of an ensemble of teachers at each epoch and using its knowledge to guide the 

student. 

 

2.2.6 Research Gaps and Future Work 

Along with our analysis and findings described in section 4, we have identified some points 

on which work can be done in the future. These are listed as follows: 

 

• As Knowledge Distillation is mainly used to train deep learning models, which are known 

to perform better as more data is provided to them. In case of knowledge distillation, this 
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will help teacher model in generalizing better which in turn will improve the performance 

of the student. Very few public datasets used in the selected studies such as [102], [72] 

and [76] can be considered large scale. Thus, there is a need of creating large medical 

datasets under proper regulations regarding the privacy of the patients. 

 

• Federated Learning, can be used along with knowledge distillation to train models where 

privacy of patient records is a necessity. We have seen this being implemented in [36], 

[40] and [41]. This combination of federated learning and knowledge distillation can be 

explored further. 

 

•  We have observed that despite being applied to different diseases, most of the work use 

Knowledge distillation to solve classification and segmentation tasks. Since the domain of 

healthcare is diverse, the use of knowledge distillation can be explored further in tasks 

such as medical image synthesis, patient health record analysis and many more. 

 

• Most of the studies have not mentioned any data preprocessing methods. This can lead to 

overfitting as medical datasets are small and deep learning models tend to learn small data 

rather than learning representation. Thus, in case of data shortage, data augmentation 

should be given more importance. In addition to standard methods, [7] can be used to 

generate and use synthetic images for applications involving medical images. 

 

• In general teacher student framework, the student model is usually a small network with 

basic operations as compared to teacher. This comes with a drop in model performance 

and generalizability. Vision transformer and its variants have gained popularity because of 

its generalizability which occurs as a result of it being pretrained on huge amount of data. 

Since these models cannot be directly applied to small datasets, we can use them as 

student and a strong classifier as teacher. Thus, the student will be more generalizable. 

The authors of [38] have implemented this framework but it needs further exploration as 

it comes with a tradeoff of increased processing requirement. 
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CHAPTER 3: METHODOLOGY 
 

 

 
Figure 28 Proposed Framework. 

3.1 Dataset 

The ICBHI Respiratory Sound Database [110] is a collection of respiratory sound 

recordings and associated data that can be used for research in the field of respiratory 

medicine. It comprises a total of five and a half hours of recorded data in 920 samples which 

are obtained from 126 patients. All the audio files are further annotated by experts to identify 

the presence of crackles, wheezes, a combination of both or no adventitious sound. The 

duration of audio samples ranges from ten seconds to ninety seconds. The audio samples are 

recorded at different sampling rates between 4000 Hz to 44100 Hz. 
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3.2 Teacher Model 

 
Figure 29 AST Architecture. 

For the student model, we have used Wavegram-LogMel-CNN [108]. In this model, audio 

waveforms are passed through a series of convolution layers. The model includes a 1D 

convolution layer followed by three convolution blocks. The first layer uses a filter length of 

eleven and a stride of five. Each of the subsequent convolutional blocks includes two 

convolutional layers, followed by a Max-pooling layer for down sampling, with a stride of 

four for each layer. The resulting vector representation is called the wavegram. Meanwhile, 

the logmel spectrogram for the audio sample is also extracted and passed through a 2D CNN 

block. The wavegram and logmel spectrogram feature map are then combined through 

concatenation, enabling the CNN model to be trained with rich information from both the 

time-domain waveforms and the logmel spectrograms. The teacher model has been pretrained 

on [110] and fine-tuned on [111]. 
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3.3 Student Model 

 
Figure 30 Logmel-Wavegram-CNN Architecture. 

For the student model, we have used Audio Spectrogram Transformer (AST) [109]. AST is 

a type of neural network architecture inspired from Vision Transformer and has achieved 

state-of-the-art performance on audio analysis tasks, such as speech recognition, speaker 

identification, and music transcription.  

The architecture of AST resembles ViT with minor differences. The input to AST is an 

audio spectrogram which is single channel whereas the input to a ViT is a 3-channel image. 

So, the patch embedding layer of AST is initialized by averaging the weights of ViT patch 

embedding layer across channels. This is efficient than expanding the audio spectrogram to 3 

channels. AST can also handle inputs of variable lengths. Our student model is also pretrained 

on [4]. 
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3.4 Distillation Loss 

 For training our student model, we use a custom loss function. We call it distillation loss. It 

is defined as follows: 

𝐿𝑜𝑠𝑠𝑑𝑖𝑠𝑡𝑖𝑙𝑙𝑎𝑡𝑖𝑜𝑛 =  𝛼 ∗  𝐿𝑜𝑠𝑠𝐾𝐿𝐷𝑖𝑣 + (1 −  𝛼) ∗  𝐿𝑜𝑠𝑠𝐶𝐸  

( 11 ) 

where 𝛼 is a parameter that helps in weighing the values of individual losses.  𝐿𝑜𝑠𝑠𝐾𝐿𝐷𝑖𝑣 is 

the KL divergence loss between probability distribution (logits followed by softmax activation 

function) of student model and teacher model. The probability distribution of teacher model is 

taken as the reference distribution. 𝐿𝑜𝑠𝑠𝐶𝐸  is the cross-entropy loss between student logits and 

the ground truth of dataset. 

 

3.5 Training Details 

For both teacher and student model, we have used default configurations. All the training has 

been done on Google Colab Platform. The development environment has 16 gigabytes of 

RAM and Tesla T4 GPU. The framework used for training both models is Pytorch. 
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CHAPTER 4: RESULTS 

 

To obtain a baseline, we train AST without any teacher. Then, we train the student model 

using different teacher models. The models used are EfficientNet-B0, MobileNetV3 and 

Wavegram-LogMel-CNN. Accuracy and AUC are the selected metrics to compare 

performance. As seen in Table 14, the results indicate that all teacher models achieved a 

similar accuracy of 0.864 on the AST-Base student model. However, the Wavegram-LogMel-

CNN teacher model achieved a higher Accuracy and AUC of 0.886 and 0.945 respectively 

compared to the other models, indicating a better overall performance. In conclusion, the 

results suggest that the Wavegram-LogMel-CNN teacher model is the most effective in 

improving the performance of the AST-Base student model. 

 

Table 14 Performance of AST Model with different teachers. 

Teacher Student Accuracy AUC 

None AST-Base 0.864 0.827 

EfficientNet-B0 AST-Base 0.864 0.866 

MobileNetV3 AST-Base 0.864 0.854 

Wavegram-LogMel-CNN AST-Base 0.886 0.945 
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CHAPTER 5: CONCLUSION & FUTURE SCOPE 

 

5.1 Summary 

In this research, we have investigated a scenario of utilizing transformer model for classifying 

lung diseases using respiratory sounds proposed where the dataset is limited. We have 

proposed a knowledge distillation-based framework to train out transformer model by using a 

robust CNN classifier as a teacher.  The knowledge from the teacher CNN supplements the 

training of our transformer model. The results show that our framework improves the 

performance of transformer making it suitable to use under small datasets. This approach can 

be extended to different architectures of transformer. 

 

5.2 Future Scope 

Our current approach uses the representations learned by the teacher from its last layer to 

train the student model. To further improve the performance, our framework can be extended 

by developing a mechanism that uses representations from intermediate layers of the teacher 

model. 
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