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ABSTRACT 

 

 

Our eyes play an important part in our daily lives, allowing us to navigate and interact with 

our surroundings. They offer us a plethora of information about the world around us as 

critical sensory organs. However, the prevalence of eye illnesses, which cause vision loss and 

blindness, is increasing. Early detection and diagnosis are critical for efficient treatment and 

management of eye illnesses. This paper uses Convolutional neural networks (CNNs) to 

extract features from images and effectively identify them. CNNs have demonstrated 

encouraging results in identifying and diagnosing a variety of eye illnesses in recent years, 

including bulging eyes, Crossed eyes, Uveitis, glaucoma, and cataracts. The application of 

CNNs in eye illness detection can enhance diagnosis accuracy, speed, and efficiency, 

allowing for earlier intervention and better patient outcomes. The model's excellent accuracy 

in diagnosing eye diseases highlights the utility of using transfer learning with pre-trained 

models such as ResNet50. The use of CNNs and transfer learning with models such as 

ResNet50 has proven to be an effective technique in the identification and diagnosis of eye 

diseases. The model can enhance patient outcomes and avoid the development of more 

severe vision issues by precisely recognizing and diagnosing eye illnesses. 

Keywords: CNN, Transfer Learning, Resnet50, Eye disease 
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CHAPTER 1 INTRODUCTION 

 

1.1.Machine Learning 

Machine learning [1] is used to create algorithms as well as models that empower 

computers to generate predictions or decisions without the need for complex 

instructions of programming. It includes the design and implementation of 

computational systems which learns automatically and enhance its features from 

previous experiences or data, allowing them to adapt and perform tasks more 

accurately over time. 

At its core, machine learning revolves around the idea of training algorithms to 

recognize patterns and relationships within a given dataset, enabling them to do 

forecasts based on new, data which is never used before. This process typically 

contains three key components i.e. learning algorithms, model and data. 

Data is extremely important in machine learning as it serves as the foundation for 

training and assessing models. The data can be in the form of structured or 

unstructured information, such as numerical values, images, text, or audio. To 

determine the effectiveness of machine learning representativeness and quality are 

the major factor. 

Mathematical representations or frameworks that uses the underlying patterns and 

relationships in data are called as models. Based on the assumptions of the problem 

domain and type of data a model is constructed. The aim of creating a model is to 

generalize well to unseen data, so that we can do precise predictions or decision 

making. 

Learning algorithms are the computational methods used to train and optimize the 

models. These algorithms iteratively analyze the training data, adjusting the 

model's parameters or structure to minimize errors and improve performance. 
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Based on the availability of data, type of problem and outcome a learning algorithm 

is chosen. 

We can categorize machine learning techniques into 3 types i.e. supervised-

learning, unsupervised-learning and reinforcement-learning. 

• In supervised-learning we train our algorithms with labeled examples, 

where every data is linked with a known outcome. 

• Unsupervised-learning deals with unlabeled data, it focuses on learning 

structures or hidden pattern from the data. 

• Reinforcement learning involves training agents to interact with an 

environment, learn from feedback, and make decisions to maximize 

rewards or achieve specific goals. [2] 

The applications [3] of machine learnings can be found in different domains like 

speech and image recognition, self driving vehicles, healthcare, finance, natural 

language processing etc. It has revolutionized various industries by enabling the 

automation of complex tasks, improving decision-making processes, and 

uncovering valuable insights from large volumes of data. 

In summary, ML is a division of AI which leverages data, models, and learning 

algorithms to empower computers to learn, adapt, and make decisions or 

predictions without complex programming. It has the potential to transform 

numerous fields by providing intelligent solutions to complex problems and 

empowering systems to continuously improve and evolve. 

1.2.Deep Learning 

Deep learning [4] concentrates on employing artificial neural networks to carry out 

complex tasks. Deep learning encompasses tasks like identifying images and 

recognizing speech, process the natural language, and making decisions. It is a 

branch of ML. 

Deep learning algorithms mimic the functioning of the human brain by 

constructing complex models comprising interconnected nodes. These models 

process and manipulate data as it traverses through the network. During the training 
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process, the network adjusts the weights of these connections to improve its 

performance on a specific task. 

Deep learning has the ability to extract complex feature from raw data, and then 

learn automatically from them thus eliminating the need of manual intervention. 

Because of this feature of deep learning, we have many advances in the field of CV, 

NLP, voice recognition. Deep learning has unlocked fresh opportunities for various 

applications, including autonomous vehicles, medical diagnostics, and personalized 

recommendations. 

 

 

Figure i: Venn Diagram of AI, ML and DL 
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1.3.Applications of Deep Learning 

Deep learning [5] models are made of artificial neurons. Artificial neurons are 

layers of interconnected nodes which transform and process data which flows from 

the network. Each neuron receives input data, processes it using a mathematical 

function, and then passes the output to other neurons in the network. As the 

network learns, it modifies the strength of the connections between its components 

to get better at a specific task. It's like adjusting the volume levels of different 

instruments in a band to create the best sound. 

Deep learning offers a valuable advantage by automatically learning and extracting 

complex features from raw data. Unlike traditional machine learning approaches 

that require engineers to manually identify and extract relevant features, deep 

learning models possess the capability to independently identify these features. 

This is achieved through training the model on large datasets, allowing it to discern 

and prioritize important patterns and relationships without human intervention. 

Deep learning has achieved remarkable accomplishments in diverse domains such 

as CV, voice recognition, NLP, and robotics. For instance, in computer vision, deep 

learning algorithms have significantly enhanced the precision of image recognition 

systems, empowering computers to accurately identify objects within images. 

Similarly, deep learning models have played a pivotal role in developing Siri and 

Alexa, enabling them to comprehend and effectively respond to natural language 

queries in speech recognition applications. 

Another application of DL is in self driving vehicles. By using deep learning 

algorithms to analyze video streams from cameras mounted on vehicles, the system 

can detect and identify objects on the road, like other cars, persons, and traffic 

signs. 

deep learning is a influential tool that has revolutionized the field of ML. Its ability 

to automatically learn and extract complex features from data has enabled 

breakthroughs in fields ranging from computer vision to natural language 
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processing. As more data develops, computing power continues to increase, deep 

learning is poised to play an increasingly important role in many industries. 

 

1.4.Deep Learning V/S Machine Learning 

ML and DL are two subsets of AI which revolve around training algorithms to 

acquire knowledge from data. While they share similarities, they are different in 

terms of their approaches, architectures, and utility. 

Machine Learning (ML): ML is a branch of computer science which focuses on 

training computer by using algorithms which are capable of learning from existing 

data and make future predictions or decisions for us. These algorithms are capable 

of identifying patterns, feature, or relationship, which are then used to generate 

informed predictions or take actions. In machine learning first we train our model 

with predetermined data, the we can use it on unseen data 

Example: Suppose we want to build a spam email classifier using machine 

learning. We would start by collecting a dataset of labeled emails (spam or not 

spam) and extract relevant features such as the presence of certain keywords, the 

sender's address, or the email's subject line. We would then use this labeled data 

and the extracted features to give training to a machine learning model, like random 

forest or SVM, that can classify future emails as either spam or not spam based on 

the learned patterns. 

Deep Learning (DL): in simpler terms, DL is a kind of ML that puts extra emphasis 

on using neural networks with multiple layers in between. DL models, known as 

deep neural networks (DNNs), are designed to automatically learn hierarchical 

representations of data, extracting complex features and patterns without explicitly 

specifying them. These models can learn from unprocessed data, bypassing the 

need for human intervention. 
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Figure ii Deep Learning V/S Machine Learning 

 

 

Example: Let's consider image recognition using deep learning. In this case, a 

DNN, like a CNN, can learn to recognize objects or patterns in images. The 

network takes raw pixel values as input and learns to automatically extract relevant 

features at different levels of abstraction. It can learn to detect edges, shapes, and 

eventually recognize objects like cars, cats, or trees. By training a deep learning 

model on a vast dataset of labeled images, it can achieve remarkable accuracy in 

classifying new, unseen images. 

To sum it up, machine learning trains algorithms to make predictions using 

predetermined features, whereas deep learning trains complex neural networks 

which can learn hierarchical expressions automatically from raw data. Deep 

learning has demonstrated impressive accomplishment in fields like CV, NLP, and 

voice recognition, which rely on vast data and complex patterns.[6] 
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1.5.Some Machine Learning Terminologies: 

1. Model: In machine learning, a model is a representation or hypothesis that is 

created and trained using algorithms. It learns from input data and generates the 

desired outputs or predictions. The model captures patterns, relationships, or rules 

present in the training data and smears them to make forecasts on unseen data. 

2. Features: Features are measurable properties or characteristics of the data that 

are used as input for a machine learning model. They represent different aspects or 

attributes of the data that are relevant to the problem at hand. For example, when 

predicting fruits, features could include color, smell, taste, and other measurable 

characteristics that distinguish one fruit from another. 

3. Target: The target variable, also known as the label, is the output or prediction 

that the model aims to generate. It represents the value or class that the model is 

trying to predict on the basis of input features. In the fruit example, the target 

variable would be the actual name of the fruit corresponding to the given set of 

features. 

4. Training: Training is the process of using labeled data, consisting of input 

features and their corresponding target values, to teach a ML model to generate 

accurate predictions. When the model is in training phase it adjusts its internal 

parameters or weights based on the input-output pairs, optimizing its performance 

and learning to generalize from the provided examples. 

5. Forecast: Once the machine learning model is trained and ready, it is used to 

generate predictions or forecasts on unseen data. By inputting a set of features into 

the trained model, it generates an output or prediction, which can be a 

classification, regression, or other relevant result depending on the problem. The 

forecast represents the model's estimation or projection based on its learned 

patterns and relationships.[7] 
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Figure iii Architecture of a ML model 

 

1.6. Some Deep Learning Terminologies: 

1. Artificial Neural Networks (ANN): ANNs are the basis of deep learning. ANNs 

are mathematical models which mimics functionality of neural networks found in 

brain. ANNs are composed of nodes which are connected internally is known as 

artificial neurons or units, which are layered in structure. The flow of information 

traverses these networks, and the learning process takes place by modifying the 

weights allocated to the connections among neurons. 
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Figure iv ANN Architecture 

. 

2. Deep Neural Networks (DNN): DNNs are a special kind of artificial neural 

network which are a combination of multiple hidden layers stacked within input 

and output layers. These hidden layers help DNNs learn and understand complex 

patterns and details in data. It's like peeling layers of an onion to uncover deeper 

and more meaningful information. By learning these layers of information, DNNs 

can make better predictions and analyze intricate and complicated datasets. 
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Figure v DNN Architecture 

 

3. Activation Function: Activation functions plays an important role in neural 

networks by introducing non-linearity, enabling the networks to capture and 

represent complex relationships between inputs and outputs. These functions 

determine the output of a neuron by considering the weighted total of its inputs. 

Sigmoid, ReLU and tanh are some of the recommended activation functions. These 

functions enable neural networks to handle and process a wide range of data and 

effectively learn from it. 

 

4. Backpropagation: Backpropagation is a training algorithm utilized in neural 

networks. Its purpose is to minimize the difference between the projected and 

intended outcome by reverse-distributing the loss through the network. This 

involves adjusting the weights of the connections iteratively. By fine-tuning the 

network's parameters through this process, the overall performance of the network 

is improved. 
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5. Convolutional Neural Networks (CNN): CNNs are specialized deep learning 

models commonly used for image and video analysis. They consist of 

convolutional layers that apply filters to extract spatial patterns from the input data. 

CNNs are known for their ability to automatically learn hierarchical representations 

and have achieved remarkable success in tasks like object recognition and image 

classification. 

 

 

 

Figure vi CNN Architecture 

 

 

6. Recurrent Neural Networks (RNN): RNNs are used to process consecutive data 

by introducing loops in the network architecture, allowing information to persist 

over time. RNNs have a feedback mechanism that enables them to capture 

dependencies and relationships within sequences, making them suitable for 

responsibilities such as language modeling, voice recognition, and sentiment 

analysis. 
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Figure vii RNN Architecture 

 

 

7. Long Short-Term Memory (LSTM): LSTM is a special kind of RNN designed to 

overcome the problem of vanishing gradient encountered when training deep 

networks on lengthy sequences. LSTM networks are equipped with memory cells 

that can store information for extended durations, enabling them to capture and 

remember long-range relationships in sequential data. This feature of LSTMs 

enables them to effectively model and understand dependencies that span across 

significant time intervals within the data. 
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Figure viii LSTM Architecture 

 

 

8. Generative Adversarial Networks (GAN): GANs contains two neural networks: a 

generator and a discriminator. The main objective of generator is to produce 

artificial data which is analogous to actual data, meanwhile discriminator is trained 

to differentiate between generated data to the actual ones. These two frameworks 

engage in a competitive process, where the generator strives to enhance the quality 

of its outputs in order to deceive the discriminator. GANs have proven effective in 

tasks such as generating lifelike images, augmenting datasets, and producing 

realistic content by leveraging this adversarial framework. 



 

14 

 

 

Figure ix GAN Architecture 

 

 

 

9. Transfer Learning: Transfer learning is a method that leverages pre-trained 

models on vast datasets to solve similar but different problems. By utilizing the 

knowledge learned from previous tasks. 

Transfer learning has proven to be a valuable technique that can greatly reduce the 

quantity of labeled data needed to train a model from scratch. This approach has 

played a crucial role in driving progress across diverse domains, such as computer 

vision and natural language processing.  

By leveraging pre-existing knowledge and models, transfer learning enables the 

transfer of learned features and insights from one task or domain to another. As a 

result, it enhances the efficiency and performance of training new models, leading 

to significant advancements in various fields. 
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10. Overfitting: Overfitting arises when a model exhibits excellent performance on 

the training data does not generalize well to unknow data. This issue occurs when 

the model becomes excessively intricate, capturing irrelevant noise or idiosyncratic 

patterns present only in the training set. To address overfitting, regularization 

techniques like dropout and weight decay are employed. These techniques 

introduce constraints during the model's learning process, helping to prevent the 

model from becoming too focused on the training data and improving its ability to 

generalize new data.[8] 

 

 

 

Figure x Transfer Learning Architecture 
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1.7.Objectives of the Project 

In this project the following objectives needs to be achieved 

1. Collecting and cleaning the dataset. 

2. Using a good deep learning algorithm for implementation. 

3. Finding the accuracy for the implemented algorithm 

4. Concluding the results. 
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CHAPTER 2 THEORITICAL CONCEPT 

 

In this section, we will delve into the fundamental theoretical concepts that are 

essential for comprehending the main processes and tasks involved in the 

experiments conducted in this project. The concepts we will explore include 

machine learning, transfer learning, and the availability of pre-trained models. 

Additionally, we will discuss the notion of utilizing various types of layers found in 

different pre-trained models. Familiarizing ourselves with these concepts will aid in 

grasping the proposed Eye Disease prediction. 

 

2.1. Types Of Eye Disorders [9]: 

• Eye disorders are an important public health issue that affects millions of 

people globally. That can result in vision loss and blindness, affecting a 

person’s quality of life and ability to do daily tasks.  

 

 

Figure xi Eye Diseases [10] 
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• Genetics, age, underlying health issues, environmental variables, and 

lifestyle choices can all contribute to eye illness. Age-related macular 

degeneration, glaucoma, Diabetic retinopathy(DR), cataracts, crossed eyes, 

conjunctivitis, and Uveitis are some of the most common eye illnesses.  

• Glaucoma causes optic nerve damage and can cause pressure to build up in 

the eye, resulting in visual loss.  

 

 

 

Figure xii Glaucoma [10] 

 

 

 



 

19 

 

• Cataracts cause the lens of the eye to fog, resulting in poor vision and light 

sensitivity. Uveitis is a condition that causes pain, redness, and vision loss 

by inflaming the central layer of the eye. 

 

 

Figure xiii Cataract [11] 

 

 

 

•  Bulging eyes are eyes that protrude from their sockets due to a variety of 

circumstances such as medical problems or eye socket damage.  
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Figure xiv Bulging Eyes [13] 

 

 

 

• Strabismus, or crossed eyes, is a disorder in which the eyes do not align 

properly, resulting in double vision and other vision issues. Crossed eyes 

can be treated with eyeglasses, eye patches, or surgery.  
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Figure xv Strabismus or Crossed Eyes [11] 

 

 2.2. Detection and Treatment using CNN’s [12] 

• These disorders’ symptoms vary but frequently involve visual impairment, 

eye pain, redness, and irritation. To prevent or delay the progression of eye 

disorders, early detection, and treatment are critical. Regular eye exams and 

screenings can help identify potential eye problems at an early stage, 

enabling prompt treatment and effective management. 

• In recent years, the use of CNNs in the detection of eye diseases has gained 

popularity, particularly for the analysis of Age-related macular degeneration 

(AMD), cataracts, diabetic retinopathy(DR) and glaucoma.  

• Convolutional neural networks (CNNs) have emerged as viable techniques 

for detecting eye illnesses and demonstrated considerable potential in 

detecting and diagnosing a variety of eye ailments. 
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2.3. What is CNN [13]? 

• CNNs are deep learning algorithms that can learn to recognise patterns and 

characteristics in images, making them ideal for image classification tasks 

like identifying eye illnesses.  

• CNN is a kind of neural network that utilizes convolutional layers to grasp 

the spatial structures and hierarchical characteristics of input images. The 

network is optimized by altering the weights of its neurons using 

backpropagation, making it more accurate in image classification.   

• CNNs can accurately categorise new images of healthy and sick eyes by 

training on massive datasets of labeled images, enabling early diagnosis and 

treatment.  

• The use of CNNs in the detection of eye diseases can assist medical 

personnel in making an accurate diagnosis, recommending therapy, and 

referring patients to specialists, resulting in improved patient outcomes and 

the prevention of visual loss. 
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CHAPTER 3 LITRATURE REVIEW 

 

 

The developed CNN-based eye identification system detected 100% of completely 

opened eyes with a false alert rate of 2.65 X 10-4%. It did not, however, identify 

whether the eyelids were covering the eyes entirely or partially [15]. To increase 

detection speed, the proposed hybrid eye detection model combines CNN and 

SVM classifiers and employs an eye variance filter. Experiments on several 

datasets show that this method has higher detection accuracy and robustness than 

other methods [7]. The suggested method quickly proposes candidate regions and 

uses CNNs to find the most likely eye region and label it as the left or right eye 

from facial images. The approach obtained accuracy comparable to methods and is 

flexible to image fluctuations [28]. In both the ZJU and CEW datasets, the 

suggested mechanism based on a modified AlexNet DCNN showed good accuracy, 

sensitivity, specificity, precision, F1 score, and AUC values for eye state 

recognition. The approach is appropriate for developing HMI systems [34]. 

 A deep learning strategy for recognizing and analyzing distinct phases of Diabetic 

Retinopathy (DR) utilizing CNN, ResNet, and DenseNet. The suggested model 

achieves 96.22%, 93.18%, and 75.61% accuracy, respectively, and selects hybrid 

CNN with DenseNet as the best model for automated DR detection [19]. The 

model achieves accuracy comparable to that of human specialists and will be 

valuable for gaze behavior analysis by providing physicians and researchers with a 

scalable, objective, and accessible tool [29]. Preprocessing with contrast-

constrained adaptive histogram equalization and expert label verification enhanced 

recognition of subtle features, and transfer learning on ImageNet pre-trained 

models boosted peak test set accuracies [14]. For the ORIGA and SCES datasets, 

the suggested CNN performed well, with accuracy values of 0.822 and 0.882, 

respectively [30]. An unsupervised convolutional neural network and deep-belief 

network model.  
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It outperforms cutting edge glaucoma detection technologies in context of 

sensitivity, specificity, accuracy, and precision [23]. a deep learning-based 

classification strategy for four different sorts of digital retinal pictures that achieved 

96% accuracy on a Kaggle database of 602 DRI using the Invariant of Inception v4 

model [26]. Three classification algorithms for the categorization of four categories 

of eye datasets, including cataracts, iridocyclitis, corneal haze, and normal class: 

neuro-fuzzy classifier, fuzzy classifier and ANN. The results are promising, with 

over 85% sensitivity and 100% specificity [21]. 
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CHAPTER 4 METHODS AND METHEDOLOGY 

 

In this chapter we will discuss about the methods applied during this project. 

4.1. Data Collection & Processing  

• The eye illness dataset was gathered from different sources, including hospitals, 

healthcare organizations, and internet sites. Then a team of medical 

professionals verified and labelled the photographs after they were obtained 

from these sources.  

• The collection has 375 photographs of five serious eye conditions: glaucoma, 

bulging eyes, cataracts, uveitis, and crossed eyes.  

• The quality of the dataset was not appropriate for the model to be trained, so the 

dataset was pre-processed to improve image quality and supplemented with 

new examples using techniques such as image rotation and scaling.  

• The data collection approach for this dataset was carried out in accordance with 

medical research ethical principles, including obtaining patient consent and 

maintaining patient privacy by de-identifying the photos. 

 

4.2. Methodology  

 4.2.1. Data Processing 

o The dataset was too small and of poor quality to train a neural network; 

therefore, we had to manipulate the images to get the dataset ready for 

the model's training.  

o The images are pre-processed to raise contrast, lower noise, and 

improve image quality using the method of data augmentation. For this, 

we've employed the Random Flip, Random Zoom, Random Contrast, 

and Random Rotation functions to amplify the dataset's size and quality 

with the model enhancement prediction capability.  
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o The variation in image size is reduced by scaling the photographs to a 

uniform size.  

o The data's dimensionality is decreased when the photos are converted to 

grayscale, which makes it simpler for the model to extract important 

features. 

 

 4.2.2. Transfer Learning 

o The use of model, such as ResNet50, that has already been trained on an 

extensive collection of data of real-world images is required for transfer 

learning in the classification of eye diseases.  

o When a model is pre-trained, it can take benefit from the learned 

features and architecture, which can enhance performance and reduce 

training time.  

o When fine-tuning a pre-trained model, the final layer is taken out and 

substituted with a new layer that is fully connected and has the right 

number of output nodes for the forthcoming job.  

o Then the training of the model is done on the Eye disease dataset, in 

order to prevent overfitting, weights of the pre trained layers are 

retained. 

 

 4.2.3. ResNet50 

o ResNet50 is a pre-trained convolutional neural network with deep layers 

that has undergone training on the ImageNet dataset, which consists of a 

vast collection of images. 

o The ImageNet collection contains about 1.2 million photos and 1000 

object classes.  

o The ResNet50 architecture has 50 layers and is notable for its ability to 

learn complicated visual features.  
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o We have utilized ResNet50 as a transfer learning model to detect eye 

disorders in this research.  

o Started by downloading the Keras library's pre-trained ResNet50 model 

with ImageNet weights.  

o The ResNet50 model's last layer, which was created for the 

classification of the 1000 ImageNet classes, was then removed and a 

new, fully connected layer with four output nodes matching the five 

classes is added in its place.  

o ResNet50 model was then employed as a feature extractor for the eye 

disease dataset.  

o To extract the features, we loaded images from the dataset and passed 

them through the ResNet50 model. Then used these features to train a 

new classification model with a fully connected layer, which was 

subsequently fine-tuned using backpropagation on the eye disease 

dataset.  

o Using ResNet50 as a transfer learning model with ImageNet weights 

allowed us to take advantage of the pre-trained model's capacity to learn 

complicated features from natural images, which improved our model's 

accuracy for diagnosing eye illnesses. 
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Figure xvi Structure of ResNet50 
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Figure xvii Model representation 
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Figure xviii Pie Chart of results 

CHAPTER 5 RESULT AND DISCUSSION 

 

 

After applying our algorithm to the dataset, we discovered that: 

• 44.4% of the data exhibited symptoms of crossed eyes disease 

• 12.5% indicated the presence of cataracts 

• 8% showed signs of bulging eyes 

• 13.3% displayed symptoms of uveitis 

• 21.8% indicated the likelihood of having glaucoma. 

 

Figure xviii and Figure xix shows the pie chart that displays the overall percentage 

of eyes diseases distribution in the dataset and the histogram shows the frequency 

distribution of eye disease counts. 
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Table 1 presents the training performance of the model over 5 epochs. The table 

includes the loss and accuracy metrics, demonstrating the model's progression and 

improvement over time. The final epoch achieved a remarkable accuracy of 

90.55% on the training data.  

 

Throughout the training process, the model experienced a significant decrease in 

loss, indicating a better fit to the data. Starting with a loss of 2.7085 in the first 

epoch, the loss consistently decreased in subsequent epochs. By the fifth epoch, the 

loss was reduced to 0.2652, reflecting the model's improved ability to minimize 

errors. 

 

Similarly, the model's accuracy increased steadily across the epochs, demonstrating 

its enhanced performance in making correct predictions. Beginning at 50.81% 

accuracy in the first epoch, the model showed substantial progress, achieving an 

accuracy of 73.94% in the second epoch, 81.76% in the third epoch, and 80.46% in 

the fourth epoch. Finally, in the fifth epoch, the model achieved an impressive 

accuracy of 90.55%, indicating a high level of accuracy in classifying the training 

data. 

Figure xix Histogram of Eye Disease Counts 
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Overall, the table illustrates the model's training performance, highlighting its 

significant improvement in both loss reduction and accuracy enhancement as the 

epochs progressed. 

 

 

 

 

Epoch Loss Accuracy 

1 2.7085 50.81 

2 0.7119 73.94 

3 0.5274 81.76 

4 0.5599 80.46 

5 0.2652 90.55 

Table 1 Training Performance of the Model Over 5 Epochs. 

 

 

 

Figure xx shows the training and validation loss and accuracy for a ResNet50 

model over 5 epochs 
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Figure xxi shows that visualization can assist physicians in better understanding the 

model's performance and the types of patterns it can detect in images. 

 

 

 

 

 

 

 

 

 

Figure xx Training and Validation Loss and Accuracy of the model 
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Figure xxi Prediction of different types of Eye Disease 
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CHAPTER 6 CONCLUSION AND FUTURE SCOPE 

 

6.1. Conclusion 

• Eye diseases can be caused by a variety of factors, including genetics, age-

related degeneration, infections, and environmental factors such as UV 

exposure and smoking.  

• Early detection and treatment of eye illnesses is critical for preventing vision 

loss and other problems.  

• The ResNet50 convolutional neural network has produced great results in 

identifying eye disorders. Cataracts, Crossed Eyes, Bulging Eyes, Uveitis, and 

Glaucoma are among the eye illnesses classified by the model with an accuracy 

of 90%.  

• We can enhance patient outcomes and minimize the strain on healthcare 

systems by detecting and treating eye illnesses as early as possible.  

• Transfer learning provides the advantage of allowing the model to use the 

ResNet50 model's pre-trained weights on a vast dataset, which can help 

enhance the model's efficiency on a smaller dataset.  

• This eliminates the requirement for a huge annotated dataset, as well as the time 

and resources needed for training a deep neural network from the beginning.  

• Overall, the results show that the ResNet50 model could be a useful tool for 

diagnosing eye disease. 

6.2. Future Scope in the field of Federated Learning: 

Improved Accuracy and Generalization: Federated learning allows the aggregation 

of knowledge from diverse datasets, which can lead to improved accuracy and 

generalization of predictive models. In the context of eye disease prediction, the 

incorporation of federated learning can enhance the performance of models by 

leveraging a broader range of patient populations, demographic factors, and disease 

manifestations across multiple institutions or geographic locations. 

 

6.2.1. Privacy-Preserving Collaborative Research  

Federated learning provides a privacy-preserving approach for collaborative 

research in the healthcare domain. With the growing concerns about data privacy 
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and security, federated learning enables different healthcare organizations or 

research institutes to collaborate without directly sharing patient data. Eye disease 

prediction models trained using federated learning can be deployed in a distributed 

manner, respecting the privacy of individual patients and institutions. 

 

6.2.2. Enabling Real-Time Monitoring and Intervention 

By leveraging federated learning, eye disease prediction models can be 

continuously updated and improved using data from multiple sources. This real-

time monitoring and intervention capability can be valuable in various healthcare 

settings, including remote patient monitoring, telemedicine, and community-based 

clinics. It enables timely identification and intervention for eye diseases, facilitating 

early diagnosis and treatment. 

 

6.2.3. Robustness to Data Heterogeneity 

Eye disease prediction models trained using federated learning can handle data 

heterogeneity across institutions. Different healthcare centers may have variations 

in imaging devices, image quality, and patient populations. Federated learning 

enables the integration of this diverse data while accounting for the differences, 

leading to more robust models that can generalize well in real-world scenarios. 

 

6.2.4. Transfer Learning and Model Personalization 

Federated learning frameworks can facilitate the incorporation of transfer learning 

techniques into eye disease prediction models. Pre-trained models from one 

institution can be shared across the federated network, allowing other institutions to 

benefit from the learned features and patterns. Additionally, federated learning can 

enable model personalization, where models can be fine-tuned or adapted to 

specific patient subgroups or institutions while preserving privacy. 

 



 

37 

 

6.2.5. Addressing Data Imbalance and Rare Disease Detection 

Federated learning can help address the challenge of data imbalance in eye disease 

prediction. In healthcare, certain eye diseases may have low prevalence or limited 

data availability in individual institutions. By pooling data from multiple sources, 

federated learning enables more comprehensive training data, which can improve 

the detection and prediction of rare eye diseases or conditions. 

 

6.2.6. Collaborative Model Improvement and Knowledge Sharing 

Federated learning promotes collaboration and knowledge sharing among different 

healthcare organizations and research communities. The exchange of model 

updates and learning strategies can lead to advancements in eye disease prediction 

methodologies. Collaborative efforts can involve the development of shared 

benchmarks, open-source federated learning frameworks, and standardized 

evaluation protocols for eye disease prediction tasks. 
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