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ABSTRACT

The deployment plan of the sensors is among the most important design features of Wireless

Sensor Networks. Generally, there are two types of WSN deployment strategies : random and

planned deployment. I center on planned deployment in this report, which is specified as

selecting sensor sites to achieve multiple WSN design objectives under certain constraints. In

this research, Particle Swarm Optimization and Genetic Algorithm are the two different

mathematical methodologies discussed. I have examined basics and fundamental

mathematical foundations for each strategy. The algorithms associated with each technique

are then studied, and a comparison of their goals and performance is made.

Here, I also propose intelligent deployment strategies for heterogeneous node deployment in

wireless sensor networks. Placing the nodes in a wireless sensor network is a difficult

problem, so I use Particle Swarm Optimization (PSO) algorithm and Genetic Algorithm (GA)

to find the optimal location of the heterogeneous nodes thereby increasing the network

lifetime. The routing protocols used in this implementation are direct routing protocol and

multi-hop routing protocol. After performing many experiments, I found that the proposed

methods increase the network lifetime on average up to 150% of the initial lifetime. The

objective function used by the models is the inverse of a lifetime and I tracked lifetime and

time taken to reach a solution for comparing GA and PSO.
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CHAPTER I

INTRODUCTION

Wireless Sensor Networks have developed into a large study field in the last decade,

introducing a wide range of fascinating new applications and recently becoming a vital part

of the Internet of Things idea. A WSN is made up of a large number of small low-power

sensor nodes that can detect a variety of physical phenomena (such as motion, light, sound,

seismic activity, temperature, and so on) in nearly any sort of environment (military, volcanic,

industrial, etc.). Through multi-hop routing, these sensor devices, known to simply as

sensors, digest the raw sensory data and send it wirelessly to one or more data assembly

tanks, known as sinks. For the purposes of processing and querying the acquired data, the

sink(s) are linked to another wireless or wired network.

Environmental surveillance, real-time industrial automation and monitoring, traffic control

and supervision, target tracing in military, continual health monitoring are just a few of the

current uses for WSNs.

Nonetheless, WSN’s enormous promise in critical applications is equaled by their extremely

difficult design process. Because of the significant energy, computation, and networking

limits of accessible sensor devices, WSNs are essentially distinct from traditional wired and

wireless networks. WSNs are also very application-oriented, necessitating flexible

configurations and cross-layer communication protocol stack optimizations. As a result,

nearly every area of WSN architecture, such as MAC, data routing, and transport protocols,

has been extensively researched.

Another important design consideration is sensor deployment, which is often referred to as

sensor positioning, deployment, layout and placement in the literature. I would use the phrase

deployment in this research. The deployment of a WSN has an impact on practically all of its

performance measures, including network's lifetime, sensor connection and network's

successful coverage. In general, there are two types of WSN deployment techniques: random

deployment and planned deployment. Sensors are often spread (e.g., via airplanes) in random



9

deployment, resulting in a stochastic dispersion of sensors, however their concentration can

be regulated to some extent. In some implementations where the field of interest is

unreachable, for example disaster zones and live conflict zones, random deployment may be

the only viable option.

Planned deployment, on the contrary, is described as selecting sensor placements to optimise

one or more WSN design objectives within the limits of a given application. Optimizing

coverage, limiting power consumption (i.e. maximising network longevity), and ensuring

good network connections are all frequent design objectives. Planned deployment is

compatible with a huge range of WSN applications, as long as the AoI is available. Border

observation, facility access control, and architectural maintenance are all examples of this

type of monitoring. If the implanted sensors are mobile, it can even be done in unreachable

AoIs after a first random deployment.

In this report, I offer a new categorization of the approaches and algorithms for planned

deployment of WSNs which have been suggested in the research. The mathematical

methodology utilised to model and solve the deployment issue is the basis for our

categorization. Genetic Algorithms (GA) and Particle Swarm Optimization (PSO) are two

separate mathematical methodologies described.

It's worth noting that the computational techniques in our categorization are heuristics,

capable of offering sub-optimal solutions for most WSN applications. For many planned

deployment challenges, traditional deterministic optimization approaches capable of

generating optimal solutions, such as Linear Programming, are ineffective. This is because a

pragmatic planned deployment situation might have many design goals, heterogeneous

WSNs, or/and a high percentage of sensor nodes. Such issues are known as NP-hard

(non-deterministic polynomial time) problems, since no polynomial-time methods are able to

solve them fully. This shows that the time it takes to obtain optimal solutions for these issues

using deterministic optimization methods, without applying any approximation methods,

grows rapidly as their size expands.
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CHAPTER II

PRELIMINARIES

This chapter covers the fundamental terminology, concepts, and hypotheses relating to WSN

connection and coverage.

2.1 Sensor Node Architecture :

A sensor node is the most basic component of the WSN. The sensor unit, networking

unit, storage unit and processing unit are the four main components of a node. These

are the integral elements of any WSN. The sensing unit detects events near nodes,

while the networking unit allows nodes to interact with one another and sink. Sensor

nodes require a processing unit to process and analyze sensed data, and a storage unit

to preserve the collected data for different purposes.

2.2 Sensing Unit :

This unit is accountable to gather data from their environment. They respond to a

desired physical stimuli such as humidity, temperature, pressure and so on by emitting

a detectable signal. Sensor nodes are often split into two categories based on their

operating principles: passive sensor nodes and active sensor nodes. The active sensor

node is used to assess the strength of the signal generated by the node and echoed by

the objects of interest. For signal generation, it requires an extra power source.

Because they could broadcast and receive signals at the same time, the need for an

extra power source is obvious. The intensity of a signal emitted from the surroundings

is monitored by a passive sensor node. A passive sensor doesn’t need an extra power

source to generate a signal. The fact that the passive sensor node consumes less

energy than the active sensor node is obvious. The comparison of passive and active

sensors is shown in Fig 2.1.
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Fig. 2.1 Active and Passive sensor node

2.3 Sensing Range :

It is the maximal distance between a node and a location within a particular field of

interest at which a sensor node would detect any event that occurs. Any event

occurring within the detecting range of a sensor node must be recognized by that

sensor node. For a 2-D network, the outline of the sensing region is similar to a disc,

while for a 3-D WSN, it is comparable to a sphere. The radius of a disc or a sphere

can be used to represent the sensing range. Figures 2 a–c illustrate the field of interest

coverage with 40, 80, and 120 sensors, respectively, where sensor nodes are randomly

placed in a 100 x 100 m area with rs = 10 m.



12

2.4 Communication Unit :

This component is in charge of communication amongst the nodes. Because of the

assistance given by this component, control and data packets are transmitted across

network nodes. Additionally, communication between sensor nodes has been divided

into two types: two-way and one-way.

2.5 Communication Range :

It is the maximal Euclidean spacing between two nodes that allows them to interact

with one another. Two sensor nodes, on the other hand, will only communicate with

one another if the Euclidean gap between them is less than their communication

range.
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The connection of ten, twenty and thirty randomly placed sensor nodes is depicted in

Figures 3 a–c, respectively.

2.6 Processing Unit :

This component executes a task, processes data, and manages the operability of other

node modules. Different types of processors, such as microcontrollers,

microprocessors, communication processors, and other software integrated circuits

that are built for particular tasks, might be utilised depending on the job.
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2.7 Storage Unit :

It's an important component of the sensor node since it can store instruction sets and

sensory data. On-chip memory and flash memory of the microcontroller are the most

frequently utilised memories from an energy standpoint. The amount of memory

required inside a sensor node is highly dependent on the application.
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CHAPTER III

FUNDAMENTAL DESIGN FACTORS OF WSNs

3.1 Sensing Model

In general, a sensing model for a certain type of sensor is a statistical model that explains the

sensor's likelihood of detecting an event or target. The probability of sensing an event by a

sensor (si) is given by Pij, which is a function of various factors, assuming the event occurs at

a point pj in the Area of Interest. The Euclidean distance (dij) between them, the sensor's

alignment (for example, vision sensors with a specific Range of Vision, and different ambient

factors are the most often utilised parameters). In the research, there exist a variety of sensing

models. However, probabilistic and binary sensing models can be widely categorised.

1. Binary Sensing Model

The Disk Type is another name for this model. This model implies that a sensor's

detecting range (rs) is fixed. When an event happens at a point that is less than or

equal to the detecting range from position of the sensor, the event is probabilistically

recognised by the sensor. If the distance is greater than the detecting range, however,

the event will not be recognised. A binary sensing model is mathematically given as :

where Cxy (si) shows that point ρ is covered by si and d(si, 𝜌) represents the Euclidean

distance amid point ρ and sensor node si.

Because of its simplicity, this model is extensively used in research, although it is

impractical. It's improbable that the effective sensing, or the signals of the observed

event or target, will decline from max to nil in an instant. As a result, adopting a

binary sensing model could result in sensors being underutilised and, as a result, more

sensors being deployed than needed, resulting in greater deployment costs.
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2. Probabilistic Sensing Model

The goal of probabilistic sensing models is to incorporate the numerous factors that

influence sensor reading accuracy. These variables include ambient circumstances

such as noise and obstructions, in addition to the nature of the observed physical

phenomena and the sensor's poor detection potential.

Let re represent the detection uncertainty, with 0 < re < rs and Eq. 2 as the

mathematical representation. The expressions rs - re and rs + re define a ring in which

an event may or may not be sensed depending on the coverage probability value.

where, re represents the uncertainty and bounded by

0 < re and < rs

and

a = d (si , p) − rs − re

where, β and δ measure the probability of detection.

3.2. Sensor Mobility

WSNs are divided into two categories based on the nature of sensor nodes : static

WSNs (WSN) and mobile WSNs (MWSNs). Recent advancements in cloud

technology and robotic technologies have sparked interest in MWSNs. WSNs that

include sensing, communication, computing, and transportation capabilities are

referred to as MWSNs. Installing static sensors on mobile carriers can provide

transportation capabilities. The MWSN could be homogeneous, that is, it only
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comprises mobile sensors, or heterogeneous, that is, it includes both static & mobile

sensors.

The increased mobility can bring numerous benefits to the MWSNs, but it can also

considerably complicate the layout. The capability of the network to self-deploy after

a randomly initialized deployment is the major additional benefit. Due to variables

like wind, vegetation, topographical imperfections, and other considerations, this

self-deployment (or, more precisely, re-deployment) capacity can greatly enhance the

network's effective coverage from the original restricted coverage that is difficult to

regulate. In heterogeneous WSNs with primarily static sensors, mobile sensors may

also be utilised to fill coverage gaps in an AoI. Another significant advantage is the

network's capacity to self-reconfigure. If some of the network nodes die (due to power

exhaustion or environmental stress), resulting in connectivity islands, reconfiguration

could be highly advantageous. Reconfiguration will allow the network to maintain

adequate connection, allowing multipath routing to continue.

Unfortunately, the added mobility introduces design issues such as a heavy load on

the generally battery-powered sensors' limited power resources and the requirement

for coordination amongst the mobile sensors.
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CHAPTER IV

MATHEMATICAL TECHNIQUES USED IN WSN DEPLOYMENT

ALGORITHMS

I present two mathematical methods widely utilised for constructing re-deployment and

planned deployment algorithms for WSNs. We hope to acquaint the reader with the origins

and fundamentals of these mathematical techniques in this part.

4.1 Genetic Algorithms (GA) :

GAs are optimization and search algorithms based on biological evolution. Since John

Holland's work in the early 1970s, GAs have been used to solve optimization challenges in a

variety of disciplines, including communication networks, manufacturing engineering, and

artificial intelligence. The GA paradigm is based on Darwin's theory of natural selection,

which states that "species whose individuals are best adapted survive; others go extinct." In

stochastic & multi-objective optimization problems, when deterministic optimization

approaches are ineffective, a GA can be very useful. A GA has three fundamental

components :

1. A genetic description of the problem's potential solutions. This is known as encoding,

and it is based on a problem's constraints and variables. Candidate solutions are

encoded in a way that they can be decoded into a distinct variables' array that belongs

to the search space, allowing the constraints to be verified. Integer encoding, binary

encoding, and real number encoding are some of the encoding methods used in GAs.

The type of encoding method to apply is largely determined by the nature of the

optimisation problem. The phenotypic space contains possible solutions in the

problem's search space, whereas the genotype space contains their genetic

representation through encoding.

2. For evaluating potential solutions, a fitness function is used.
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3. During the reproductive phase of the GA, probabilistic genetic operators change the

constitution of the offspring.

Fig. 4.1  Binary Encoding Crossover in a Genetic Algorithm

In one iteration of a standard GA, five steps are performed. The first step is to create a

population of chromosomes or individuals to work with. Each chromosome represents a

distinct possible solution to the problem, encoded in a different way. The problem's search

space is generally uniformly covered by the initial population.

Following the creation of the initial population, step two is completed, which involves

evaluating the individuals in the population using a fitness function. The fitness function is a

mathematical representation of what we wish to maximise, and is basically a cost function.

Fitness evaluation is used by GAs to weed out the weakest members of the population and

identify the fittest members. As a result, a chromosome is considered to be the fittest if it gets

the fitness evaluation closest to the optimal point than the others.

Parent selection is the third stage, which involves choosing chromosomes from the

population to proceed through the GA's reproductive stage. Parent selection is frequently

stochastic and is generally based on computed fitness. The Roulette Wheel and the

Tournament methods are the two most often utilised parent selecting procedures.
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To create an offspring or children population, the fourth step is to apply the two genetic

operators, mutation and crossover, to the chosen parent chromosomes. Crossover is the most

common genetic operator, and it works by pairing every two parents(individuals) in the

population at random to create children with parts of both their codes. The binary encoding

crossover process is visualised in Fig.4 . Mutation, on the contrary, is a covert operation that

generates a new entity by changing a randomly picked element of a chosen parent. Both

operators are in charge of steering an offspring population into new areas of the search space

for the problem. The same fitness criteria are used to assess the offspring population.

The selection phase is the fifth stage in a GA, and it involves selecting individuals from both

the parent and offspring populations to create a new population. The GA's driving force is

selection, which directs the search to favorable areas of the search space. There are numerous

stochastic and deterministic selection approaches, such as fitness-based selection, age-based

selection and elitism. Steps two through five are performed numerous times to generate

generations, and the algorithm eventually converges to the fittest individual, who should

represent the best possible solution, but this isn't guaranteed. The process can either end after

a certain number of generations have been produced or after discovering an individual with a

fitness that corresponds to a reasonable solution to the problem. Table I shows the overall

structure of GAs in pseudo code. The capacity of GAs to cope with multi-objective

optimization and combinatorial issues is one of its most significant advantages as an

optimization technique. GAs were used in the development of multi-objective deployment

algorithms for WSN because of this useful trait.
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4.2 Particle Swarm Optimization (PSO)

Swarm intelligence is a field of AI that studies the cohesive behaviour and characteristics of

complicated, self-organized, distributed systems with a social structure, such as fish schools,

ant colonies and bird flocks. This network is made up of basic interacting agents that are

grouped into tiny societies called swarms and display intelligence characteristics including

the capacity to react to environmental challenges and make decisions.

Swarm intelligence was included in the optimization framework in the form of a collection of

algorithms for controlling robotic swarms that were first described in 1989. Three key swarm

intelligence optimization methods, Stochastic Diffusion, Ant Colony Optimization, and

Particle Swarm Optimization, were developed a few years later. Here, we'll solely discuss

PSO in this work since it is becoming more widely used in the development of WSN

deployment algorithms.

PSO, a randomized global optimization mechanism based on social modeling techniques, was

created by Eberhart and Kennedy in 1995. The PSO algorithm's fundamental concept is to

utilise a population (swarm) of search points (particles) that move probabilistically in the

search space of an optimization problem. The best solution (i.e. the best position) ever

attained by each individual in the population is stored in memory as experience. This

information is then sent on to a portion or all of the colony, steering its motion towards the

parts of the search space where it is most likely to discover the best answer. The selected

communication scheme has a significant impact on the algorithms' convergence.
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CHAPTER V

WIRELESS SENSOR NETWORKS DEPLOYMENT ALGORITHMS

We now review these algorithms, including their performance, assumptions, goals, using

classification of the complex analytical approaches used in WSNs deployment algorithms

outlined in Chapter IV.

5.1 Genetic Algorithm :

Genetic Algorithm is based on Darwin’s theory of evolution or more importantly on the

theory of survival of the fittest. The basic building block of any genetic algorithm is called a

chromosome. And a chromosome is a set of variables that could potentially represent a

solution to the problem. In our case, a chromosome contains a list of locations to which

heterogeneous nodes are to be deployed. The first step in this algorithm is to create a

population. Now each chromosome in a population could be a potential solution to our

problem. The next step is to perform parent selection. Parents are selected based on their

fitness values and the parents with the best fitness, move on to the next generation. Next step

is to perform crossover. Crossover is a process in which we share genetic information among

parents so that we could generate best candidates or a best solution in the next generation.

The last step in performing Genetic Algorithm is called mutation. Mutation is a process in

which we mutate the current chromosome so that it could give better solution in next

generation. Lastly these steps : selection, crossover and mutation are performed iteratively

until a solution is reached.

5.2 Particle Swarm Optimisation Algorithm :

Dr. Kennedy and Dr. Eberhart developed Particle Swarm Optimization Algorithm in 1995,

based on the social behaviour of fish schooling and birds flocking. PSO shares common

routes with other similar metaheuristic techniques like Ant-Colony optimization, Genetic

Algorithm, and Cuckoo’s Search. It is very similar to evolutionary computation technique

such as Genetic Algorithm such as the system starts with a population of random solutions
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and then updates generations to look for optima. In contrast to GA, however, PSO lacks

evolution operators such as crossover and mutation. Particles, which are possible solutions in

PSO, follow the current optimal particles through the problem space. When compared to GA,

PSO has the advantages of being simple to implement and having few parameters to modify.

The velocity and convergence rate are all decided by the factors like inertia term, cognitive

component and social component. The fitness value calculated for each individual particle is

stored in the vector called eBest and the global best which is known as global optima for

every particle is stored in globalBest. My main objective is to increase the lifetime of wireless

network sensors by adding heterogeneity.

So, let’s see how PSO determines the best possible position in 2-Dimensional space. The

most optimum solution is found by the PSO algorithm in which considering our nodes as

“swarms” in the 2-Dimensional space, we find the optimal position and if any node is placed

at a corresponding colony, then it’s considered the best position for adding the heterogeneous

node by taking in the factors like energy conservation. If a node doesn’t exist at the

coordinate prescribed, then the nearest node to that node is chosen. It takes ‘n’ iterations to

find the global optimum. For implementing ‘x’ heterogeneous nodes, it takes x*n iterations to

conclude the placement of all the heterogeneous nodes.
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Methodology :

Fig. 5.1  Workflow
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CHAPTER VI

Experimental Results

I tested GA and PSO on 500 X 500 terrain and 1000 X 1000 terrain.

I. 50% improvement in the result was observed in 500 X 500 terrain and up to 180%

increase was observed in 1000 X 1000 terrain.

II. On a 500 X 500 terrain, both the PSO and GA have comparable performance,

however on a 1000 X 1000 terrain PSO has performed better.

III. GA has always been faster than the PSO algorithm. PSO works better on a larger

terrain.

IV. However, there are limitations to this approach like increase in terrain size, increases

time complexity and reducing the randomness of the algorithm can lead to better

convergence. This approach can be further improved by employing different routing

algorithms to conserve energy. Thereby, increasing the lifetime of the network. Since

we are using evolutionary algorithms, we may not always find the best solution but it

is guaranteed that there will be a good solution to the problem.

Random Deployment (Sample) :
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Fig. 6.1 Random Deployment

Results after using Intelligent Algorithms :

● Direct Transmission :

Fig. 6.2  Direct Transmission
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● Multi-hop Transmission :

Fig. 6.3  Multi-hop Transmission

Comparison (GA vs PSO)

Configuration 1. Varying sensor nodes for multi-hop transmission

Terrain Size                     : 500x500, 1000x1000
Initial Sensor node energy       : 0.5
Initial Heterogeneous node energy: 1.5
Trials per configuration         : 5
# Sensor Nodes                   : 100-300
# Heterogeneous Nodes            : 30

Lifetime Comparison :
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Fig. 6.4  Configuration 1 : Lifetime Comparison

Time to solution comparison :

Fig. 6.5  Configuration 2 : Time to solution comparison

Configuration 2. Varying Heterogeneous Nodes for Multi-hop transmission :

Terrain Size                     : 500x500, 1000x1000
Initial Sensor node energy       : 0.5
Initial Heterogeneous node energy: 1.5
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Trials per configuration         : 5
# Sensor Nodes                   : 150
# Heterogeneous Nodes            : 10-30

Lifetime Comparison :

Fig. 6.6  Configuration 2 : Lifetime Comparison

Time to Solution Comparison :

Fig. 6.7  Configuration 2 : Time to Solution Comparison
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Configuration 3. Varying Sensor Nodes for Direct Transmission :

Terrain Size                     : 500x500, 1000x1000
Initial Sensor node energy       : 5.0
Initial Heterogeneous node energy: 1.5
Trials per configuration         : 5
# Sensor Nodes                   : 100-300
# Heterogeneous Nodes            : 30

Fig. 6.8  Configuration 3 : Lifetime Comparison
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CHAPTER VII

CONCLUSION

Because of the rapid development of smart cities, WSNs are playing an increasingly

important part in our daily lives. When sensor nodes are dispersed and need to stay active to

acquire and send data from one site to another, deployment challenges in WSNs become

critical. In most cases, a large number of sensor nodes are placed in the operational area. As a

result, attaining the lowest number of sensor nodes that can surround the whole field of

interest is critical for research. This study examines the present state of the art in the domain

of node deployment in WSNs. Genetic Algorithms and Particle Swarm Optimization are the

two techniques proposed for this categorization. In addition, a detailed comparison of the

advantages and pitfalls of these techniques is presented.
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