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Abstract

This thesis is mainly a study of convergence estimates of various approximation opera-

tors. Approximation theory is indeed an old topic in mathematical analysis that remains

an appealing field of study with several applications. The findings presented here are

related to the approximation of specific classes of linear positive operators. The introduc-

tory chapter is a collection of relevant definitions and literature of concepts that are used

throughout this thesis.

The second chapter is based on approximation of certain exponential type opera-

tors. The first section of this chapter presents the study of convergence estimates of Kan-

torovich variant of Ismail-May operators. Further, a two variable generalisation of the

proposed operators is also discussed. The second section is dedicated to a modification of

Ismail-May exponential type operators which preserve functions of exponential growth.

The modified operators in general are not of exponential type.

In chapter three, we present a Durrmeyer type construction involving a class of or-

thogonal polynomials called Apostol-Genocchi polynomials and Pǎltǎnea operators with

real parameters α, λ and ρ. We establish approximation estimates such as a global approx-

imation theorem and rate of approximation in terms of usual, r−th and weighted modulus

of continuity. We further study asymptotic formulae such as Voronovskaya theorem and

quantitative Voronovskaya theorem. The rate of convergence of the proposed operators

for the functions whose derivatives are of bounded variation is also presented.

Inspired by the King’s approach, chapter four deals with the preservation of func-

tions of the form ts, s ∈ N ∪ {0}. Followed by some useful lemmas, we determine the

rate of convergence of the proposed operators in terms of usual modulus of continuity and

Peetre’s K- functional. Further, the degree of approximation is also established for the

function of bounded variation. We also illustrate via figures and tables that the proposed

modification provides better approximation for preservation of test function e3.

In chapter five, we consider a Kantorovich variant of the operators proposed by

Gupta and Holhos (68) using arbitrary sequences which preserves the exponential func-

tions of the form a−x. It is shown that the order of approximation can be made better

xi



xii Abstract

with appropriate choice of sequences with certain conditions. We therefore provide nec-

essary moments and central moments and some useful lemmas. Further, we present a

quantitative asymptotic formula and estimate the error in approximation. Graphical rep-

resentations are provided in the end with different choices of sequences satisfying the

given conditions.

The last chapter summarizes the thesis with a brief conclusion and also discusses the

future prospects of this thesis.
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Chapter 1

Introduction

"Although this may seem a paradox, all exact science is dominated by the idea of

approximation. When a man tells you that he knows the exact truth about anything, you

are safe in inferring that he is an inexact man. Every careful measurement in science is

always given with the probable error ... every observer admits that he is likely wrong, and

knows about how much wrong he is likely to be."

-Bertrand Russell

These words, penned down by renowned philosopher Bertrand Russell are a great

thought on how none of our views is entirely accurate; they all have some element of

ambiguity and inaccuracy. We can only make an effort to measure or approximate this

error and reduce it as much as we can. The concept of approximation dominates every

area of research. Humankind has always sought to complete tasks as accurately as

possible while minimising errors brought on by procedural, environmental, instrumental,

or human factors.

In mathematics, the main focus of theory of approximation is on identifying the

best ways to approximate functions with simpler ones and quantifying the errors that are

introduced thereby. The foundation of approximation theory was laid on a result first

given by Karl Weierstrass (139) in 1885, which states that for every continuous function

f on a closed interval [a, b] and any ε > 0, there exists a polynomial p of degree n on

[a, b] such that

| f (x) − p(x)| < ε, ∀x ∈ [a, b]

1
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In other words, any continuous function on a closed and bounded interval can be uniform-

ly approximated on that interval by polynomials to any degree of accuracy.

1.1 Preliminaries

In this section, we recall some definitions and properties regarding approximation opera-

tors discussed here that will be of interest to the whole thesis.

1.1.1 Linear positive operators

Definition 1.1.1 Let X, Y be two linear spaces of real functions. Then the mapping L :

X → Y is a linear operator if:

L (α f + βg; x) = αL( f ; x) + βL(g; x),

for all f , g ∈ X and α, β ∈ R. If for all f ∈ X and f ≥ 0, it follows that L( f ; x) ≥ 0, then

L is called a positive operator.

Next, we define the modulus of continuity, mainly used to measure quantitatively the

uniform continuity of functions.

1.1.2 Usual and higher order modulus of continuity

Definition 1.1.2 Let f ∈ C[a, b] and δ ≥ 0, then

ω ( f , δ) = sup {| f (x + h) − f (x)| : x, x + h ∈ [a, b], 0 6 h 6 δ} .

Here ω is known as the usual modulus of continuity or simply first order modulus of

continuity which was introduced by H. Lebesgue in 1910.

Some of the error estimates in this thesis are given in terms of the modulus of conti-

nuity of higher order. Therefore we now give the definition of ωr, r ∈ N, as given in 1981

by L.L. Schumaker (127).

Definition 1.1.3 Let f ∈ C[a, b], then for r ∈ N and δ ≥ 0, the modulus of continuity of

order r is defined as:

ωr ( f , δ) = sup
{∣∣∣∆r

h f (x)
∣∣∣ : x, x + rh ∈ [a, b], 0 6 h 6 δ

}
,

where
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∆r
h f (x) =

r∑
i=0

(−1)r−i

 r

i

 f (x + ih)

denotes the forward difference with step size h. In particular, for r = 1, ω ( f , δ) is the

usual modulus of continuity.

Proposition 1.1.4 The modulus of continuity of order r verifies the following properties:

1. ωr ( f , .) is a positive, non decreasing and continuous function on (0,∞).

2. ωr ( f , 0) = 0

3. ωr ( f , .) has sub-additive property.

4. ωr+1 ( f , .) ≤ 2ωr ( f , .) for all x ≥ 0.

5. ωr ( f , nx) ≤ nrωr ( f , x) for all n ∈ N and x > 0.

6. ωr ( f , kx) ≤ (1 + [k])r ωr ( f , x) for all k > 0 and x > 0, where [α] denotes the integer

part of α.

For r = 1, these properties are valid for the usual modulus of continuity ω ( f , .).

1.1.3 Ditzian-Totik modulus of smoothness

We recall the definitions of the Ditzian-Totik first order modulus of smoothness and

the K-functional (49). Let ϕ(x) =
√

x(1 − x) and f ∈ C[0, 1], then the first order modulus

of smoothness is defined as:

ωϕ( f , δ) = sup
0≤h≤δ

{∣∣∣∣∣∣ f
(
x +

hϕ(x)
2

)∣∣∣∣∣∣ −
∣∣∣∣∣∣ f

(
x −

hϕ(x)
2

)∣∣∣∣∣∣ , x ± hϕ(x)
2
∈ [0, 1]

}
. (1.1)

Further, the corresponding Peetre’s K-functional is given by

Kϕ( f , δ) = inf
g∈Wϕ

{‖ f − g‖ + δ ‖ϕg′‖} , δ > 0 (1.2)

where

Wϕ = {g : ‖ϕg′‖ < ∞, g ∈ AC[0, 1]} ,

AC[0, 1] denotes the space of all absolutely continuous functions on every interval [a, b] ⊂

(0, 1) and ‖.‖ is the uniform norm in C[0, 1]. Moreover, from [(49), p. 11], there exists a

constant C > 0 such that:

Kϕ( f , δ) ≤ Cωϕ( f , δ). (1.3)
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1.1.4 Weighted spaces and corresponding modulus of continuity

Let Bρ(I) be the space of all functions f defined on the interval I ∈ R for which

there exist a constant M > 0 such that | f (x)| ≤ Mρ(x), for every x ∈ I, where ρ is a

positive continuous function called weight. In 1974, A.D. Gadjiev (57; 59) introduced the

weighted space Cρ(I), which is the set of all continuous functions f on the interval I ∈ R

and f ∈ Bρ(I). This space is a Banach space, endowed with the norm

|| f ||ρ = sup
x∈I

| f (x)|
ρ(x)

.

For I = [0,∞), the subspace C∗ρ[0,∞) is defined as follows:

C∗ρ[0,∞) := { f ∈ Cρ[0,∞) : lim
x→∞

| f (x)|
ρ(x)

= k < +∞}.

Many authors (8; 75) use the following weighted modulus of continuity Ω ( f , δ) for f ∈

CB(0,∞):

Ω ( f , δ) = sup
x∈[0,∞),|h|<δ

| f (x + h) − f (x)|(
1 + h2) (1 + x2) .

Let us denote by C∗[0,∞), the Banach space of all real valued continuous functions

on [0,∞) with the property that lim
x→∞

f (x) exists and is finite endowed with the uniform

norm. In (31), the following theorem is proved:

Theorem 1.1.5 If the sequence An : C∗[0,∞) → C∗[0,∞) of positive linear operators

satisfies the conditions

lim
n→∞

An

(
e−kt; x

)
= e−kx, k = 0, 1, 2

uniformly in [0,∞), then

lim
n→∞

An ( f ; x) = f (x) ,

uniformly in [0,∞), for every f ∈ C∗[0,∞).

1.1.5 Modulus of continuity for exponential functions

To find rate of convergence of operators satisfying the conditions from the above

theorem , we use the following modulus of continuity:

ω∗ ( f , δ) = sup
{
| f (x) − f (t)| : x, t > 0,

∣∣∣e−x − e−t
∣∣∣ 6 δ}

defined for every δ ≥ 0 and every function f ∈ C∗[0,∞).

Proposition 1.1.6 The modulus of continuity defined for exponential functions has the

following properties:



1.1 Preliminaries 5

1. ω∗ ( f , δ) can be expressed in terms of usual modulus of continuity, by the relation

ω∗ ( f , δ) = ω ( f ∗, δ)

where f ∗ is the continuous function on [0,∞) given by:

f ∗ (x) =

 f (− ln (x)) , x ∈ (0,∞]

lim
t→∞

f (t) , x = 0

2. For every t, x ∈ [0, 1] and M > 0, we have

ω∗ ( f , δ) ≤
(
1 + eM

)
· ω ( f , δ)

3. The defined modulus of continuity ω∗ possess the following property:

| f (t) − f (x)| ≤
1 +

(
e−t − e−x)2

δ2

ω ( f ∗, δ) .

1.1.6 Lipschitz Spaces

Definition 1.1.7 For non-negative real numbers a and b, the Lipschitz space (120) is

defined as:

LipM(β) =

{
f ∈ C[0, 1] : | f (t) − f (x)| ≤ M

|t − x|β

(ax2 + bx + t)β/2
; x, t ∈ (0, 1)

}
,

where β ∈ (0, 1] and M is a positive constant.

To discuss some direct estimates of operators in this thesis, we used Lipschitz-type maxi-

mal function of order β defined by Lenze (94) as follows:

$β( f ; x) = sup
t,x,t∈[0,1]

| f (t) − f (x)|
|t − x|β

, x ∈ [0, 1], (1.4)

where β ∈ (0, 1].

The definitions we provided above are for functions with a single variable. These

definitions are slightly different for a function with two independent variables. In this

thesis, we have also studied the bivariate generalization of some operators. Therefore we

provide some definitions which will be used accordingly.
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1.1.7 Total and partial modulus of continuity

To establish the degree of approximation of bivariate operators in the space of con-

tinuous functions on compact set I2 = [a, b] × [a, b], the total modulus of continuity for

function f ∈ C(I2) is defined by:

ωtotal( f ; δ1, δ2) = sup{| f (t1, t2) − f (x, y)| : (t1, t2), (x, y) ∈ I2, |t1 − x| ≤ δ1, |t2 − y| ≤ δ2}.

Further, the partial moduli of continuity with respect to the independent variables x

and y is given as:

ω(1)( f ; δ) = sup{| f (x1, y) − f (x2, y)| : y ∈ I, |x1 − x2| ≤ δ},

and

ω(2)( f ; δ) = sup{| f (x, y1) − f (x, y2)| : x ∈ I, |y1 − y2| ≤ δ}.

Both total and partial modulus of continuity for bivariate functions satisfy the properties

of usual modulus of continuity and can be studied more in (20).

Next, to establish the rate of convergence of bivariate operators, we define the fol-

lowing Peetre’s K- functional.

1.1.8 Peetre’s K-functional for bivariate operators

Let C2(I2) denote the set of all continuous functions on I2 = [0, 1] × [0, 1], whose

first and second derivatives exist and are continuous on the interval I2. We define the

norm:

‖ f ‖C2(I2) = ‖ f ‖C(I2) +

2∑
k=1

∥∥∥∥∥∥∂k f
∂xk

∥∥∥∥∥∥
C(I2)

+

∥∥∥∥∥∥∂k f
∂yk

∥∥∥∥∥∥
C(I2)

.
From Butzer and Berens(32), the Peetre’s K-functional for f ∈ C2(I2) is defined as:

K ( f ;σ) = inf
t∈C2(I2)

{
‖ f − t‖C2(I2) + σ‖t‖C2(I2), σ > 0

}
.

For a positive constant M, Peetre’s K-functional satisfies the following inequality:

K ( f ;σ) 6 M
{
$2

(
f ,
√
σ
)

+ min {1, σ} ‖ f ‖C(I2)
}

where $2

(
f ,
√
σ
)

is the second order modulus of continuity for bivariate functions, de-

fined as:

$2

(
f ,
√
σ
)

= sup


∣∣∣∣∣∣∣

2∑
i=0

(−1)2−i f (x + ix0, y + iy0)

∣∣∣∣∣∣∣
: (x, y) , (x + ix0, y + iy0) ∈ I2, |x0| 6 σ, |y0| 6 σ

}
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1.2 Historical Background and Literature Review

A simple yet powerful tool for deciding whether a given sequence of linear positive oper-

ators on C[0, 1] or C[0, 2π] is an approximation process or not are the Korovkin theorems.

These theorems are an abstract results in approximation which gives conditions for uni-

form approximation of continuous functions on a compact metric space. The Korovkin

theorem [(19) pp.218] elegantly says that if (Ln)n≥1 is an arbitrary sequence of linear pos-

itive operators on the space C[a, b], and if

lim
n→∞

Ln (ei; x)→ ei uniformly on [a, b],

for the test functions ei(x) = xi, i = 0, 1, 2 then

lim
n→∞

Ln ( f ; x)→ f uniformly on [a, b],

for each f ∈ C[a, b].

The above theorem, known as Korovkin’s first theorem, was proposed by P.P. Ko-

rovkin (93) in 1953. Korovkin’s second theorem has a similar statement, but the space

C[0, 1] is replaced by the space C[0, 2π], i.e. the space of all 2π periodic real-valued

functions on R. The test functions ei in this case belong to the set {1, cos(x), sin(x)} for

i = 0, 1, 2 respectively. H.Bohmann (30) in 1952 had proved a result similar to Korovkin’s

first theorem but concerning sequences of linear positive operators on C[0, 1] of the form

L ( f ; x) =
∑
i∈I

f (ai) φi, f ∈ C[0, 1]

where (ai)i∈Λ is a finite set of numbers in [0, 1] and φi ∈ C[0, 1], i ∈ Λ. Therefore,

Korovkin’s first theorem is also known as Bohman-Korovkin Theorem. An immediate

analogue of Korovkin’s theorem does not hold if the domain of definition of the function

f becomes unbounded and hence requires the function to have some finite limit at infinity.

For continuous and unbounded functions on [0,∞), A.D Gadžiev (57) in 1974 introduced

a weighted space Cρ[0,∞) defined as the set of all continuous functions f on the interval

[0,∞) for which there exists a positive constant M such that | f (x)| ≤ Mρ(x), for every

x ∈ [0,∞). Here ρ is a positive continuous function called the weight function. The space

Cρ[0,∞) is a Banach space equipped with the norm

‖ f ‖ρ = sup
x∈[0,∞)

| f (x)|
ρ (x)

.

The Korovkin theorem by Gadžiev is given as: Let ϕ : [0,∞) → [0,∞) be a continuous,

strictly increasing and unbounded function. Set ρ (x) = 1 + ϕ2 (x). If the sequence of
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linear positive operators Ln : Cρ [0,∞)→ Cρ [0,∞) verifies

lim
n→∞

∥∥∥Ln(ϕi; x) − ϕi(x)
∥∥∥
ρ

= 0, i = 0, 1, 2

Then,

lim
n→∞
‖Ln( f ; x) − f (x)‖ρ = 0

for every f ∈ Cρ [0,∞) for which lim
n→∞

f (x)
ρ(x) exists and is finite.

With the application of Korovkin theorems to study the uniform convergence of lin-

ear positive operators, advancement in approximation theory began with the development

of new linear positive operators, the first and most important of which are the Bernstein

polynomials. In 1912, S.N. Bernstein (26) gave an elegant proof of the famous Weierstrass

approximation theorem by defining a sequence of polynomials called Bernstein operators

on the closed interval [0, 1] (extended on [a, b] by simple manipulations). These operators

are defined as:

Let f be a bounded function on [0, 1]. The Bernstein operator of degree n with

respect to f is defined as:

Bn ( f ; x) =

n∑
k=0

bn,k (x) f
(

k
n

)
, x ∈ [0, 1] (1.5)

where

bn,k (x) =

 n

k

 xk(1 − x)n−k, k = 0, 1, 2, · · · , n

and

 n

k

 =
Γ(n+1)

Γ(k+1)Γ(n−k+1) represents the binomial coefficient. It should be noted that

bn,k (x) ∈ Pn, k = 0, 1, 2, · · · , n where Pn denotes the space of all polynomials of degree

at most n, are the so-called Bernstein polynomials.

Proposition 1.2.1 Some important properties of the Bernstein polynomials are listed as

follows:

1. The Bernstein polynomials of degree n form a basis for Pn.

2. The Bernstein polynomials satisfy symmetry property bn,k (x) = bn,n−k (1 − x) , k =

0, 1, 2, · · · , n

3. The Bernstein polynomials are all positive over [0, 1], that is bn,k (x) ≥ 0,∀x ∈

[0, 1].

4. Another important property is that the Bernstein polynomials form a partition of

unity:
n∑

k=0

bn,k (x) = 1.
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5. Recursive formula for the Bernstein polynomials is as follows:

bn,k (x) = (1 − x) bn−1,k (x) + xbn−1,k−1 (x) .

Since the Bernstein operators were only suitable for approximating functions on a com-

pact interval, O. Szász in 1950 (132), and G. Mirakiyan in 1941 presented a generalization

of these operators for a continuous function f on the interval [0,∞) which later came to

be known as Szász-Mirakiyan operators. These operators are defined as:

S n( f ; x) =

∞∑
k=0

sn,k (x) f
(

k
n

)
, x ∈ [0,∞), (1.6)

where

sn,k (x) = e−nx (nx)k

k!
.

In 1957, V. A. Baskakov (25) introduced another sequence of linear positive opera-

tors on the interval [0,∞) called Baskakov operators which are defined as:

Vn( f ; x) =

∞∑
k=0

vn,k (x) f
(

k
n

)
, x ∈ [0,∞), (1.7)

where

vn,k (x) =

(
n + k − 1

k

)
xk

(1 + x)n+k .

To approximate integrable functions on the compact interval [a, b], Kantorovich (88)

was the first to define the integral variant of Bernstein operators by replacing the weight

function with the average mean of the weight function in the vicinity of the point k
n as:

B̂n ( f ; x) = (n + 1)
n∑

k=0

bn,k (x)

(k+1)/(n+1)∫
k/(n+1)

f (t) dt.

where bn,k (x) is defined in (1.5).

Similarly Szász Kantorovich operators on the unbounded interval [0,∞) for given

basis function sn,k (x) in (1.6) are defined as:

Ŝ n ( f ; x) = n
∞∑

k=0

sn,k (x)

(k+1)/n∫
k/n

f (t) dt. (1.8)

For Baskakov operators, the integral variant on the semi real axis is:

V̂n ( f ; x) = (n − 1)
∞∑

k=0

vn,k (x)

(k+1)/(n−1)∫
k/(n−1)

f (t) dt. (1.9)
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where vn,k (x) is defined in similar manner as in (1.7). To estimate functions on

an unbounded interval, Kantorovich forms of various approximation operators have

been defined from time to time. For further reference, one can visit the articles

(6; 14; 18; 39; 62; 110).

In 1967, J. L. Durrmeyer (52) gave a more generalised integral modification of Bern-

stein operators by replacing the values of f (k/n) by an integral over the weight function

on the interval [0, 1]. These so called Bernstein-Durrmeyer operators were first studied

by Derrienic (43) and are defined as:

B̃ ( f ; x) = (n + 1)
n∑

k=0

bn,k (x)

1∫
0

bn,k (t) f (t) dt. (1.10)

In 1985, Mazhar and Totik (108) introduced the Szász-Durrmeyer operators as fol-

lows:

S̃ n ( f ; x) = n
∞∑

k=0

sn,k (x)

∞∫
0

sn,k (t) f (t) dt. (1.11)

In the same year Sahai and Prasad (125) also established the Baskakov-Durrmeyer

operators defined as follows:

Ṽn ( f ; x) = (n − 1)
∞∑

k=0

vn,k (x)

∞∫
0

vn,k (t) f (t) dt. (1.12)

where bn,k (x), sn,k (x) and vn,k (x) are same as in (1.5), (1.6) and (1.7) respectively.

Durrmeyer type variants of a number of linear positive operators were constructed in

subsequent years. One can refer to the articles (5; 15; 38; 61; 84).

With the advancement in approximation theory, researchers were drawn to develop-

ing novel approximation operators that had faster convergence rates and were applicable

within a variety of functions and spaces. May (106) in 1976 first defined operators of the

form:

Wλ ( f ; x) =

∞∫
−∞

S (λ, x, t) f (t) dt,

and termed it as exponential operators provided they satisfy two conditions, first is the

homogenous partial differential equation

∂

∂x
S (λ, x, t) =

λ(t − x)
q(x)

S (λ, x, t) , (1.13)

where, S (λ, x, t) ≥ 0 is the kernel of these operators and q is a polynomial of at most

degree n which is analytic and positive for x ∈ (a, b) for some a, b such that −∞ ≤ a ≤
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b ≤ +∞, while second is the normalization condition

Wλ (1; x) =

∞∫
−∞

S (λ, x, t)dt = 1. (1.14)

Operators satisfying the above conditions are, for example, the Bernstein opera-

tors, Szász Mirakiyan operators, Post-Widder operators, Gauss-Weierstrass operators and

Baskakov operators. These well-known operators are thus referred to as exponential op-

erators. Some approximation properties were also studied for polynomials of degree at

most 2. A year later, Ismail and May (79) proved that for a polynomial q of any degree,

the approximation operator Wλ can be uniquely determined and satisfies the differential

equation (1.13) along with the normalisation condition (1.14). As a consequence of this,

they recovered some known operators for constant, linear and quadratic polynomials. Fur-

ther, they gave some new operators for cubic polynomials q such as: for the polynomial

q(x) = x(1 + x)2, new exponential operators derived by Ismail and May using the method

of bilateral Laplace transform are defined as:

Rn( f ; x) = e−nx
∞∑

k=0

n(n + k)k−1

k!
(
xe−x)k f

(
k

n + k

)
, n ∈ N x ∈ (0, 1). (1.15)

The convergence properties and the corresponding Bézier variant of these operators

were extensively studied in (96). A complete asymptotic expansion for this sequence of

operators is also derived in (2). Another exponential operators corresponding to q(x) =

2x3/2 is also studied in (1; 97). Sato (126) studied the global behaviour of exponential

operators like Bernstein, Szász Mirakiyan, Gauss-Weierstrass etc., in weighted spaces.

Totik (136) described their theoretical approximation properties from the point of view of

global uniform approximation. For more information on exponential operators, one can

refer to the book (70) and the articles cited therein. In this thesis, we have investigated

some modifications of exponential operators given by Ismail and May (79) and discussed

their convergence properties.

Another approximation operator examined in this thesis are the gamma-type oper-

ators. A vital tool among the researchers to study linear positive operators is Euler’s

gamma function, which for r > 0 is defined as follows:

Γ (r) =

∫ ∞

0
e−ttr−1dt.

For (a, b) ∈ R, Miheşan (109) defined a more general linear transform of f , also called

the (a, b)−gamma transform, as follows:
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Γ(r)(a,b) ( f ; x) =
1

Γ (r)

∫ ∞

0
e−ttr−1 f

(
xe−bt

( t
r

)a)
dt. (1.16)

The transform (4.1) reproduces distinct integral operators for different values of a, b

and r. The derived operators have been introduced and studied extensively by researchers

over the past few decades; for instance, see (21; 72; 95; 103; 116). For b = 0, a =

−1 and r = n + 1, one can obtain a particular operator first introduced and studied by

Lupaş and Müller (104) and also referred to as gamma operators. In this thesis work, we

have proposed certain gamma-type operators which possess the property of reproducing

polynomial functions of the form ts, s ∈ N.

1.3 Improvement in the Order of Approximation

The central idea in approximation theory is to estimate the rate of convergence of the se-

quence of operators using various convergence methods. These methods aim to improve

the rate of convergence of operators, thereby reducing the error induced during the ap-

proximation process. Let En( f ) be the error function for the best uniform approximation

of function f by trigonometric or algebraic polynomials Tn of degree n, then

En ( f ) = inf
Tn

sup
x
| f (x) − Tn (x)| .

We expect that smoother the function f is, the faster En ( f ) converges to zero.

If f is r times continuously differentiable on some compact interval, then

En ( f ) 6 Cr ‖ f r‖ n−r, n = 1, 2, · · ·

For instance, we say that En ( f ) tends to zero at least as fast as 1/n whenever f is differen-

tiable i.e. degree of approximation of f is 1/n and 1
/
n2 when it is twice differentiable, and

so on. Estimates of this type of estimating error has a rich history. The first results of this

type were given by S.N. Bernstein (27) and later Favard (53) found the best constant Cr .

Jackson (82) then refined the above given estimate of En ( f ) by using subtler measures of

the smoothness of a function f such as modulus of continuity ω ( f , δ) for f ∈ C(I) as: If

f is r times continuous differentiable, then

En ( f ) 6 Crn−rω
(

f r, n−1
)
, n = 1, 2, · · · .

The continuity of f ensures that ω( f , δ) → 0 as δ → 0. Although the linear positive

operators are conceptually simpler, easy to construct and study, they lack the rapidity

of convergence for sufficiently smooth functions. In the same context, a well-known
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theorem of Korovkin states that the optimal rate of convergence for any sequence of linear

operators is at most O(n−2). Thus if we want to have a better order of approximation

for smoother functions, we must slacken the positivity condition. Several investigations

indicate that even when a sequence or class of linear positive operators is saturated with a

certain order of approximation, some carefully chosen linear combinations of its members

give better order of approximation of smoother functions.

Our interest in this thesis is to improve the order of approximation of classical and

existing operators. For instance, many of the standard operators in approximation theory

preserve the test functions e0 and e1 for all n ∈ N, i.e.,

Ln (e0; x) = e0 Ln (e1; x) = e1.

An important approach to improve the order of approximation was given by J.P. King in

his pioneer work (91). He presented a non-trivial sequence of positive linear operators

defined on C[0, 1] that preserved the test functions e0 and e2. Let {rn (x)} be a sequence

of continuous functions defined on [0, 1] such that rn (x) ∈ [0, 1]. Then the operators

Vn,rn : C[0, 1]→ C[0, 1] are defined as:

Vn,rn ( f ; x) =

n∑
k=0

(rn (x))k(1 − rn (x))n−k f
(

k
n

)
, x ∈ [0, 1]

where

rn (x) =

 x2, n = 1
−1

2(n−1) +

√(
n

n−1

)
x2 + 1

4(n−1)2 , n = 2, 3, · · ·

The operators Vn,rn interpolate f at the endpoints 0 and 1 and are not polynomial

operators. King also proved that the order of approximation of operators Vn,rn is at least

as good as the order of approximation of Bernstein operators for x ∈ [0, 1
3 ]. Inspired by

his work, other modifications of well-known operators were constructed as well to fix

certain functions and to study their approximation and shape-preserving properties. In

(35) Cárdenas-Morales et al. presented a family of sequences of linear Bernstein-type

operators Bn,α, n > 1, depending on a real parameter α ≥ 0, and fixing the polynomial

function e2 +αe1. Among other things, the authors prove that if f is convex and increasing

on [0, 1], then f (x) ≤ Bn,α( f ; x) < Bn( f ; x) for every x ∈ [0, 1]. Duman and Özarsalan

(50) gave a modification of the classical Szász Mirakiyan operators to provide a better

error estimation. Ozsarac and Acar (118) presented a new modification of the Baskakov

operators, which preserve the functions eµt and e2µt, µ > 0.

An improvement in the order of approximation can also be made with the help of

arbitrary positive sequences under suitable conditions. In 1937, Chlodovsky (36) used
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arbitrary sequences (bn) to introduce certain polynomials and generalized the renowned

Bernstein operators. For a function f defined on [0,∞) and bounded on every finite

interval [0, bn] ⊂ [0,∞), the classical Bernstein-Chlodovsky operators are defined by

C[bn]
n,k ( f ; x) =

n∑
k=0

(
n
k

)(
x
bn

)k(
1 −

x
bn

)n−k

f
(
bnk
n

)
, x ∈ [0, bn]

where (bn) is an increasing sequence of positive reals with the property that

lim
n→∞

bn = ∞ , lim
n→∞

bn

n
= 0.

When bn = 1 n ∈ N, the Bernstein-Chlodovsky operators transform into the classical

Bernstein operators. The advantage of Chlodovsky operators is that they contain a fac-

tor bn, tending to infinity and having a certain degree of freedom. Therefore, they are

generally more efficient in approximating functions than their corresponding classical

counterpart. This motivated researchers to work in this direction; we mention here some

essential papers, see (4; 11; 128; 131), and references therein. In this thesis, we have

used King’s approach as well as the sequential approach to present a better modification

of various operators, thereby reducing the error and improving the rate of approximation

of the considered operators.

1.4 Chapter-wise overview of the thesis

The thesis consists of six chapters, whose contents are described below:

The literature and historical context of some key approximation operators are cov-

ered in Chapter 1. Along with a brief summary of the chapters this thesis is divided

into, we also discuss some preliminary instruments that will be employed subsequently to

derive our main results.

Chapter 2 is dedicated to some exponential operators, a concept first studied by

C.P. May and later investigated in-depth alongside Mourad E.H. Ismail. It is majorly

divided into two sections. First section considers an exponential operator associated with

the polynomial x(1 + x)2 which are defined as:

R̃λ( f ; t) = e−
λt

(1+t)

∞∑
k=0

λ(λ + k)k−1

k!

( t
1 + t

)k
e−

λt
(1+t) f

(
k
λ

)
, λ > 0, t ∈ (0,∞).

With change of variable x = t
1+t , for all x ∈ [0, 1] and λ > 0, we proposed an integral

modification of these operators in Kantorovich sense in the following way:
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Lλ ( f ; x) = e−λx
∞∑

k=0

λ(λ + k)k

k!
(
xe−x)k

k+1
λ+k∫

k
λ+k

f (t)dt. (1.17)

We established the rate of convergence of the proposed operators with direct ap-

proximation theorem using Ditzian-Totik modulus of smoothness. Local approximation

results for Lipschitz class functions and a quantitative Voronovoskaya type theorem in

terms of first and second-order modulus of continuity to study the order of approxima-

tion. Through the use of illustrated graphs and an error estimation table, the convergence

of the operators has also been demonstrated. Additionally, we also proposed a bivari-

ate generalization of the operators (1.17). These operators can be used to approximate

integrable two-dimensional functions. Some general approximation properties of these

operators are also studied here.

The second section is dedicated to a modification of another exponential operators

proposed by Ismail and May (79) associated with the polynomial x3 and are defined as:

Bn( f ; x) =

∫ ∞

0
ln(x, t) f (t)dt, x ∈ (0,∞)

where

ln(x, t) =

√
n

2π
en/σn(x)t−3/2 exp

(
−

nt
2(σn(x))2 −

n
2t

)
.

Here σn (x) = 2nx
2n+Ax2 , A ∈ R, is calculated under the assumption that these operators

preserve exponential functions of the form eAx. It is to be noted that the modified operators

are not exponential operators. The proposed operators preserve the exponential functions

of the form eAx and provide a better approximation for functions when A > 0. The

moments and central moments of the proposed operators are evaluated with the help of

moment-generating functions. We have also considered a particular case of preservation

of exponential function for A = −1, i.e., for e−x. Some approximation results associated

with the rate of convergence and order of approximation are also provided, along with

some numerical examples and graphical representations.

Chapter 3 is based on a Durrmeyer type construction of certain operators based on a

class of orthogonal polynomials called Apostol-Genocchi polynomials. For f ∈ C[0,∞),

and ρ > 0, these operators are defined as follows:

Mα,λ
n ( f ; x) =

∞∑
k=0

sα,λn,k (x)

∞∫
0

lρn,k (t) f (t) dt, x ∈ [0,∞)
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where

lρn,k (t) = nρe−nρt (nρt)kρ−1

Γ (kρ)
,

and

sα,λn,k (x) = e−nx

(
1 + λe

2

)αgαk (nx; λ)
k!

.

Here gαk (x; λ) is the generalized Apostol-Genocchi polynomials of order α, and

lρn,k (t) is the Pǎltǎnea basis.

We first establish a global approximation result for the proposed operators followed

by its convergence estimate in terms of usual, r-th and weighted modulus of continu-

ity. We further study the asymptotic type results, such as the Voronovskaya theorem

and quantitative Voronovskaya theorem. Additionally, for functions with bounded varia-

tion defined on the interval (0,∞), we estimate the rate of pointwise convergence of the

suggested operators. An absolute error table and graphical representations serve as the

result’s last forms of validation.

Researchers have spent the last few decades studying an extensive array of approxi-

mation operators due to the development of the theory of the gamma function. Chapter 4
therefore focuses mainly on investigating a modification of certain gamma-type operators.

We used King’s approach (91) to present a modification of certain gamma type operators

such that they preserve the test functions es(x) = xs, s ∈ N. The modified operators are

defined as:

F̃n,s ( f ; x) =
(2n)!

(
℘n,s (x)

)n+1

n! (n − 1)!

∞∫
0

tn−1(
℘n,s (x) + t

)2n+1 f (t) dt.

where

℘n,s (x) =

[
(n − s + 1)s

(n)s

]1/s

x,

Here (n)s denotes the rising factorial with (n)0 = 1, (n)s = n (n + 1) · · · (n + s − 1) .

We used recursion formulas to establish the moments and central moments of the

proposed operators, which are further used to determine the convergence rate of the pro-

posed operators in the sense of the usual modulus of continuity and Peetre’s K-functional.

Additionally, the degree of approximation is also established for the function of bounded

variation. We also illustrate via figures and tables that the proposed modification provides

a better approximation for preserving the test function e3.

The concept of modifying operators via a sequential approach is dealt with in Chap-
ter 5. We considered a Kantorovich form of the Baskakov type operators with the help of
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two arbitrary sequences (rn) and (sn), satisfying the conditions lim
n→∞

rn = ∞ and lim
n→∞

sn
n = 0

that preserve exponential functions of the form a−x, a > 1 with arbitrary order and are

defined in the following way:

K̂ [sn]
n ( f ;ϑ (n, x)) = rn

∞∑
k=0

p[sn]
n,k (ϑ (n, x))

k+1
rn∫

k
rn

f (t) dt,

with

ϑ (n, x) =

(
rn(1−a−1/rn)ax

ln(a)

)sn/n
− 1

sn
(
1 − a−1/rn

) .

One can also significantly achieve better approximation by appropriate sequences (rn) and

(sn). We prove an essential lemma which is further helpful to establish certain direct re-

sults, including quantitative type asymptotic formula and Voronovskaya theorem. We also

provide an estimation of error using the usual modulus of continuity. Further, the results

are validated via convergence and error estimation graphs showing a better approximation

of the proposed operators.

The final chapter, Chapter 6, concludes the thesis with a summary before providing

insight into the author’s thoughts on the future direction of the research.

We now move on to our first chapter, which explores some important exponential

operators based on recent studies by M.E.H. Ismail and C.P. May.





Chapter 2

Operators due to Ismail and May

This chapter discusses exponential operators, a concept first used by C.P. May and later

investigated in-depth alongside Mourad E.H. Ismail. By active researchers these opera-

tors are referred to as Ismail-May operators. The first section of this chapter is dedicated

to the Kantorovich form of exponential operators associated with the polynomial x(1+x)2.

Moreover, a two variable generalization of the proposed operators and its approximation

properties are also investigated. The second section is focused on another exponential

operators associated with the polynomials x3. These operators are modified in a way that

preserves the functions with exponential growth and provides better convergence with

change in certain parameters.

2.1 Kantorovich Variant of Ismail-May Operators

2.1.1 Introduction

Ismail and May (79), in continuation of the remarkable work done by May (106),

considered some exponential type operators Wn ( f , x) =
∞∫
−∞

S (n, x, t) f (t) dt which hold

the normalization condition Wn (1, x) =
∞∫
−∞

S (n, x, t)dt = 1 and satisfy the homogenous

partial differential equation:

∂

∂x
S (n, x, t) =

n(t − x)
q(x)

S (n, x, t) , (2.1)

where, S (n, x, t) ≥ 0 is the kernel of these operators, q(x) is analytic and positive for

x ∈ (a, b) for some a, b such that −∞ ≤ a ≤ b ≤ +∞.

19
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Ismail and May (79) proved that for a polynomial q of any degree, the approxima-

tion operators Wn is uniquely determined and satisfy the differential equation (2.1) along

with the normalisation condition. As a result, they recovered some known operators for

constant, linear and quadratic polynomials and further gave some new operators for cubic

polynomials. From (123), using the identity

enx =

∞∑
k=0

n(n + k)k−1

k!
(
xe−x)k

, (2.2)

one such operator corresponding to q(x) = x(1 + x)2 is defined as:

R̃n( f ; t) = e−
nt

(1+t)

∞∑
k=0

n(n + k)k−1

k!

( t
1 + t

)k
e−

nt
(1+t) f

(
k
n

)
, n ∈ N, t ∈ (0,∞).

With change of variable x = t
1+t , the corresponding approximation operators is given by:

Rn( f ; x) = e−nx
∞∑

k=0

n(n + k)k−1

k!
(
xe−x)k f

(
k

n + k

)
, x ∈ (0, 1). (2.3)

Various approximation properties of operators (2.3) has already been studied in (96)

along with its Bézier variant and bivariate generalisation.

In the year 1930, Kantorovich (87) introduced integral modification of Bernstein

operators in the class of Lebesgue integrable functions on the interval [0,1], to obtain

better approximation results as ordinary Bernstein operators were not considered

suitable in approximating discontinuous functions of general type; see (99). In the

past few decades, several researchers have presented their Kantorovich modifica-

tion for various linear positive operators and studied their approximation properties.

One can refer to articles (7; 18; 39; 47; 62; 80; 83; 86; 113) for more literature in this area.

Inspired by the above stated works, here we define the integral form of operators

(2.3) in Kantorovich sense, for n ∈ N and x ∈ [0, 1] as follows:

Ln ( f ; x) = e−nx
∞∑

k=0

n(n + k)k

k!
(
xe−x)k

k+1
n+k∫

k
n+k

f (t)dt. (2.4)
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2.1.2 Auxiliary Results

Before proceeding to our main results, we provide some useful lemmas which will

be helpful throughout in proof of our main theorems.

Lemma 2.1.1 For x ∈ [0, 1] and n ∈ N, the moments of the operators (2.4) are as follows:

Ln (1; x) = 1;

Ln (t; x) =
(2n−1)
2(n+1) x + 1

2n ;

Ln

(
t2; x

)
=

(3n2−3n+1)
3(n+1)(n+2) x2 +

(6n2−2n−1)
3n(n+1)2 x + 1

3n2 ;

Ln

(
t3; x

)
=

(
4n3−6n2+4n−1

4(n+1)(n+2)(n+3)

)
x3 +

(
18n4+8n3−21n2+6n+2

4n(n+1)2(n+2)2

)
x2 +

(
14n3−3n2−3n−1

4n2(n+1)3

)
x + 1

4n3 ;

Ln

(
t4; x

)
=

(
1

5(n+1)(n+2)(n+3)(n+4)

)
x4 − 2

5

(
n3+3n2−3

n(n+1)2(n+2)2(n+3)2

)
x3 +

(
6n4+24n3+33n2+18n+4

5n2(n+1)3(n+2)3

)
x2

−
(

4n3+6n2+4n+1
5n3(n+1)4

)
x + 1

5n4 .

Proof 2.1.2 Using the identity (2.2) in operators (2.4), the moments can be easily ob-

tained by direct computation.

Lemma 2.1.3 For operators (2.4), the central moments are as follows:

Ln ((t − x); x) = −3x
2(n+1) + 1

2n ;

Ln

(
(t − x)2; x

)
=

(−3n+13)
3(n+1)(n+2) x2 +

(3n2−8n−4)
3n(n+1)2 x + 1

3n2 ;

Ln

(
(t − x)4; x

)
=

(
15n2−340n+501

5(n+1)(n+2)(n+3)(n+4)

)
x4 −

(
2(15n5−210n4−749n3+238n2+1485n+402)

5n(n+1)2(n+2)2(n+3)2

)
x3

+
(

15n6−150n5−414n4+234n3+1023n2+558n+124
5n2(n+1)3(n+2)3

)
x2 +

(
25n4−24n3−36n2−24n−6

5n3(n+1)4

)
x + 1

5n4 .;

Lemma 2.1.4 Since for n ∈ N and x ∈ (0, 1), the maximum values of x(1− x) and (1−3x)

are 1
4 and 1 respectively, therefore we have:

Ln((t − x); x) =
n(1 − 3x) + 1

2n(n + 1)
≤

1
2n
,

and

Ln

(
(t − x)2; x

)
≤

x(1 − x)
n

≤
1

4n
.

Lemma 2.1.5 For f ∈ C[0, 1] and n ∈ N, we have:

|Ln ( f ; x)| ≤ ‖ f ‖.
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2.1.3 Main Results

For the estimation of the rate of convergence of the proposed operators (2.4), we use

the definition of Ditzian-Totik modulus of smoothness and Peetre’s K-functional given in

subsection 1.1.3.

Theorem 2.1.6 For f ∈ C[0, 1], n ∈ N and ϕ(x) =
√

x(1 − x), we have:

|Ln( f ; x) − f (x)| ≤ 2Kϕ

 f ;
1

√
2nϕ(x)

 .
Proof 2.1.7 We can write,

g(t) = g(x) +

t∫
x

g′(u)du. (2.5)

On applying Ln(.; x) on both sides of (2.5), we have:

Ln(g; x) = g(x) + Ln


t∫

x

g′(u)du; x

 . (2.6)

We first, we determine
t∫

x
g′(u)du for x, t ∈ (0, 1) as follows:

∣∣∣∣∣∣∣∣
t∫

x

g′(u)du

∣∣∣∣∣∣∣∣ ≤ ‖ϕg′‖
∣∣∣∣∣∣∣∣

t∫
x

1
ϕ(u)

du

∣∣∣∣∣∣∣∣
= ‖ϕg′‖

∣∣∣∣∣∣∣∣
t∫

x

1
√

u(1 − u)
du

∣∣∣∣∣∣∣∣
≤ ‖ϕg′‖

∣∣∣∣∣∣∣∣
t∫

x

(
1
√

u
+

1
√

1 − u

)
du

∣∣∣∣∣∣∣∣
≤2 ‖ϕg′‖ |t − x|

(
1

√
x +
√

t
+

1
√

1 − x +
√

1 − t

)
≤2 ‖ϕg′‖ |t − x|

(
1
√

x
+

1
√

1 − x

)
≤2
√

2 ‖ϕg′‖
|t − x|
ϕ(x)

. (2.7)

In view of (2.6), (2.7) and Cauchy-Schwarz inequality and later using Remark 2.1.4, we

get:

|Ln(g; x) − g(x)| ≤
2
√

2 ‖ϕg′‖
ϕ(x)

√
Ln((t − x)2; x)

≤

√
2 ‖ϕg′‖
√

nϕ(x)
. (2.8)
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Using well-known triangle inequality and (2.8), we have:

|Ln( f ; x) − f (x)| ≤ |Ln( f − g; x)| + | f (x) − g(x)| + |Ln(g; x) − g(x)|

≤2 ‖ f − g‖ +

√
2 ‖ϕg′‖
√

nϕ(x)

≤2
‖ f − g‖ +

‖ϕg′‖
√

2nϕ(x)

 . (2.9)

Taking infimum on the right hand side of (2.9), the result is obtained.

The following theorems establish the rate of convergence of the operators (2.4) for

functions in Lipschitz space. For non-negative real numbers a and b, the Lipschitz-type

space (120) is defined as:

LipM(β) =

{
f ∈ C[0, 1] : | f (t) − f (x)| ≤ M

|t − x|β

(t + ax2 + bx)β/2
; x, t ∈ (0, 1)

}
,

where β ∈ (0, 1].

Theorem 2.1.8 For f ∈ LipM(β) and x ∈ (0, 1], we have:

|Ln( f ; x) − f (x)| ≤ M
(
ρ2

n(x)
ax2 + bx

)β/2
,

where ρ2
n(x) = Ln((t − x)2; x).

Proof 2.1.9 First, we estimate the result for β = 1. We can write

|Ln( f (t); x) − f (x)| ≤e−nx
∞∑

k=0

n(n + k)k

k!
(
xe−nx)k

k+1
n+k∫

k
n+k

| f (t) − f (x)| dt (2.10)

≤Me−nx
∞∑

k=0

n(n + k)k

k!
(
xe−nx)k

k+1
n+k∫

k
n+k

|t − x|√
(t + ax2 + bx)

dt.

Using the relation 1
(t+ax2+bx) <

1
(ax2+bx) and Cauchy-Schwarz inequality, we get:

|Ln( f ; x) − f (x)| ≤
M√

(ax2 + bx)
e−nx

∞∑
k=0

n(n + k)k

k!
(
xe−nx)k

k+1
n+k∫

k
n+k

|t − x| dt

≤
M√

(ax2 + bx)
Ln (|t − x| ; x)

≤ M

√
ρ2

n(x)
(ax2 + bx)

.
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Next, we prove this theorem for 0 < β < 1. Using Hölder’s inequality with p = 1
β

and

q = 1
1−β in (2.10), we have:

|Ln( f ; x) − f (x)| ≤

e−nx
∞∑

k=0

n(n + k)k−1

k!
(
xe−nx)k

(n + k)

k+1
n+k∫

k
n+k

| f (t) − f (x)| dt


1
β


β

≤M

e−nx
∞∑

k=0

n(n + k)k

k!
(
xe−nx)k


k+1
n+k∫

k
n+k

|t − x|√
(t + ax2 + bx)

dt



β

≤
M

(ax2 + bx)β/2
(Ln (|t − x| ; x))β = M

(
ρ2

n(x)
ax2 + bx

)β/2
,

and hence the theorem.

In our next theorem, we discuss the direct estimate of the operators (2.4) using Lipschitz-

type maximal function of order β defined by Lenze (94) as follows:

ωβ( f , x) = sup
t,x,t∈[0,1]

| f (t) − f (x)|
|t − x|β

, x ∈ [0, 1], (2.11)

where β ∈ (0, 1].

Theorem 2.1.10 For f ∈ C[0, 1], x ∈ [0, 1] and 0 < β ≤ 1, we have:

|Ln( f ; x) − f (x)| ≤ ωβ( f , x)
(
ρ2

n(x)
)β/2

.

Proof 2.1.11 Using (2.11), we have:

|Ln( f ; x) − f (x)| ≤Ln (| f (t) − f (x)| ; x)

≤ωβ( f , x)Ln

(
|t − x|β; x

)
.

Applying Hölder’s inequality:

|Ln( f ; x) − f (x)| ≤ωβ( f , x)(Ln((t − x)2; x))β/2

≤ωβ( f , x)
(
ρ2

n(x)
)β/2

.

Now, we present an improved quantitative Voronovoskaya theorem for operators (2.4)

involving second-order modulus of smoothness which gives a higher order of approx-

imation than the one which is only in terms of first-order modulus of continuity (see

(14)). For more on Voronovoskaya theorems, we refer to the readers the following ar-

ticles (54; 55; 64; 133; 137).
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Theorem 2.1.12 For n > 0 and f ∈ C2[0, 1], we obtain:∣∣∣∣∣∣n [
Ln( f ; x) − f (x)

]
−

(
1 − 3x

2

)
f ′(x) −

1
2

x(1 − x) f ′′(x)

∣∣∣∣∣∣
≤

9
32

{
68

9
√

n + 1
ω1( f ′′; h) + ω2( f ′′; h)

}
+

3
2(n + 1)

{
‖ f ′‖∞ + ‖ f ′′‖∞

}
.

Proof 2.1.13 From [(64), Theorem 3], we have:∣∣∣∣∣Ln( f ; x) − f (x) − Ln((t − x); x) f ′(x) −
1
2

Ln((t − x)2; x) f ′′(x)
∣∣∣∣∣

≤ Ln((t − x)2; x)


∣∣∣Ln((t − x)3; x)

∣∣∣
Ln((t − x)2; x)

5
6h
ω( f ′′; h) +

3
4

+

∣∣∣Ln((t − x)4; x)
∣∣∣

Ln((t − x)2; x)
1

16h2

ω2( f ′′; h)


Using Lemma 2.1.3, we obtain:∣∣∣Ln((t − x)4; x)

∣∣∣
Ln((t − x)2; x)

≤
3(n + 2)
(n + 1)2 and

∣∣∣Ln((t − x)3; x)
∣∣∣

Ln((t − x)2; x)
≤

17
2(n + 1)

.

Therefore the following inequalities hold:∣∣∣∣∣∣Ln( f ; x) − f (x) −
(
−3x

2(n + 1)
+

1
2n

)
f ′(x)

−
1
2

(
(−3n + 13)

3(n + 1)(n + 2)
x2 +

(3n2 − 8n − 4)
3n(n + 1)2 x +

1
3n2

)
f ′′(x)

∣∣∣∣∣∣
≤

(
(−3n + 13)

3(n + 1)(n + 2)
x2 +

(3n2 − 8n − 4)
3n(n + 1)2 x +

1
3n2

)
×

{
17

2(n + 1)
5

6h
ω( f ′′; h) +

(
3
4

+
3(n + 2)
(n + 1)2

1
16h2

)
ω2( f ′′; h)

}
.

Multiply both sides by n and taking h = 1
√

n+1∣∣∣∣∣∣n [
Ln( f ; x) − f (x)

]
−

(
1
2
−

3nx
2(n + 1)

)
f ′(x)

−
1
2

(
n(−3n + 13)

3(n + 1)(n + 2)
x2 +

(3n2 − 8n − 4)
3(n + 1)2 x +

1
3n

)
f ′′(x)

∣∣∣∣∣∣
≤ x(1 − x)

{
85

12
√

n + 1
ω( f ′′; h) +

15
16
ω2( f ′′; h)

}
≤

9
32

{
68

9
√

n + 1
ω( f ′′; h) + ω2( f ′′; h)

}
.
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We can write∣∣∣∣∣∣n [
Ln( f ; x) − f (x)

]
−

(
1 − 3x

2

)
f ′(x) −

1
2

x(1 − x) f ′′(x)

∣∣∣∣∣∣
≤

∣∣∣∣∣∣n [
Ln( f ; x) − f (x)

]
−

(
1
2
−

3nx
2(n + 1)

)
f ′(x)

−
1
2

(
n(−3n + 13)

3(n + 1)(n + 2)
x2 +

(3n2 − 8n − 4)
3(n + 1)2 x +

1
3n

)
f ′′(x)

∣∣∣∣∣∣
+

∣∣∣∣∣∣ 3x
2(n + 1)

f ′(x) +

(
(11n + 3)

3(n + 1)(n + 2)
x2 −

7
6

(2n + 1)
(n + 1)2 x +

1
6n

)
f ′′(x)

∣∣∣∣∣∣
≤

9
32

{
68

9
√

n + 1
ω( f ′′; h) + ω2( f ′′; h)

}
+

3
2(n + 1)

{
‖ f ′‖∞ + ‖ f ′′‖∞

}
.

Example 2.1.14 Let f (x) = x2−4x +1, x ∈ [0, 1]. For n = 10, 20, 40, 100 the approxima-

tion of the function f by the proposed operators (2.4) is illustrated in Figure 2.1. In Table

2.1 the absolute error ξn = |Ln( f ; x) − f (x)| of the function f (x) = 4x2 − 4x + 1 is com-

puted for certain values of x in the interval [0, 1] and shown graphically in Figure 2.2.We

can see that the error tends to zero with increase in parameter n. Clearly operators (2.4)

converges to the function f (x) for different choices of n.

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

f(x) n=10 n=20 n=40 n=100

Figure 2.1: The convergence of operators Ln( f ; x) to the function f (x) = 4x2 − 4x + 1 for

n = 10, 20, 40, 100.
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ξ10 ξ20 ξ40 ξ100

Figure 2.2: Graphical representation of absolute error of operators Ln( f ; x) for f (x) =

4x2 − 4x + 1 for n = 10, 20, 40, 100.

Table 2.1: Absolute error between the operators (2.4) and function f (x) = 4x2 − 4x + 1

for n = 10, 20, 40, 100.

x ξ10 ξ20 ξ40 ξ100

0.04 0.084701 0.047133 0.024787 0.010207

0.12 0.062832 0.029769 0.014363 0.005604

0.20 0.000477 0.003516 0.002832 0.001408

0.28 0.045715 0.027751 0.015219 0.006425

0.36 0.075747 0.042935 0.022800 0.009445

0.44 0.089616 0.049069 0.025573 0.010470

0.52 0.087324 0.046152 0.023540 0.009497

0.60 0.068871 0.034185 0.016700 0.006529

0.68 0.034255 0.013167 0.005054 0.001564

0.76 0.016521 0.016901 0.011400 0.005396

0.84 0.083460 0.056020 0.032660 0.014354

0.92 0.166560 0.104190 0.058727 0.025307
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2.1.4 Bivariate generalisation of Ismail-May-Kantorovich operators

In this section, we study the bivariate generalisation of the operators (2.4). In the

past few years, researchers have constructed bivariate of several operators and investigat-

ed their approximation properties. Readers can refer to the following books and articles

(12; 16; 23; 24; 28; 37; 56; 67; 71; 89) to study work related to this topic . The bivariate

extension of the operators (2.4) is defined as:

Lk1k2
n1n2

( f ; x, y) =

∞∑
k1=0

∞∑
k2=0

℘k1k2
n1n2

(x, y)

k1+1
n1+k1∫
k1

n1+k1

k2+1
n2+k2∫
k2

n2+k2

f (t1, t2)dt1dt2, (2.12)

for (x, y) ∈ I2 = [0, 1] × [0, 1] and n1, n2 > 0, where the basis functions is considered as:

℘k1k2
n1n2

(x, y) = e−(n1 x+n2y) n1n2(n1 + k1)k1(n2 + k2)k2

k1! k2!
(
xe−x)k1(ye−y

)k2 .

The bivariate generalisation of Ismail-May-Kantorovich operators can be rewritten as:

Lk1k2
n1n2

( f ; x, y) = Ln1,k1 ( f ; x) × Ln2,k2 ( f ; y) .

Lemma 2.1.15 Let ers(t1, t2) = tr
1ts

2, 0 ≤ r + s ≤ 2. For (x, y) ∈ I2 = [0, 1] × [0, 1] and

n1, n2 ∈ N, we have:

Lk1k2
n1n2

(e00; x, y) = 1;

Lk1k2
n1n2

(e10; x, y) =
(2n1 − 1)
2(n1 + 1)

x +
1

2n1
;

Lk1k2
n1n2

(e01; x, y) =
(2n2 − 1)
2(n2 + 1)

y +
1

2n2
;

Lk1k2
n1n2

(e20; x, y) =
(3n1

2 − 3n1 + 1)
3(n1 + 1)(n1 + 2)

x2 +
(6n1

2 − 2n1 − 1)
3n1(n1 + 1)2 x +

1
3n1

2 ;

Lk1k2
n1n2

(e02; x, y) =
(3n2

2 − 3n2 + 1)
3(n2 + 1)(n2 + 2)

y2 +
(6n2

2 − 2n2 − 1)
3n2(n2 + 1)2 y +

1
3n2

2 .

Remark 2.1.16 Using Lemma 2.1.15, we have:

Lk1k2
n1n2

((e10 − x) ; x, y) =
−3x

2(n1 + 1)
+

1
2n1

;

Lk1k2
n1n2

((e01 − y) ; x, y) =
−3y

2(n2 + 1)
+

1
2n2

;

Lk1k2
n1n2

(
(e10 − x)2; x, y

)
=

(−3n1 + 13)
3(n1 + 1)(n1 + 2)

x2 +

(
3n1

2 − 8n1 − 4
)

3n1(n1 + 1)2 x +
1

3n1
2 ;

Lk1k2
n1n2

(
(e01 − y)2; x, y

)
=

(−3n2 + 13)
3(n2 + 1)(n2 + 2)

y2 +

(
3n2

2 − 8n2 − 4
)

3n2(n2 + 1)2 y +
1

3n2
2 .
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Here we give the uniform convergence of Ismail-May-Kantorovich operators for bi-

variate functions.

Theorem 2.1.17 For any f ∈ C(I2),the space of all continuous bivariate functions on the

interval I2 = [0, 1] × [0, 1], we have:

lim
n1,n2→∞

∥∥∥Lk1k2
n1n2

( f ; x, y) − f (x, y)
∥∥∥ = 0.

Proof 2.1.18 Using Lemma 2.1.15 and Volkov’s Theorem (138), the theorem can be

proved easily.

Next, we establish the degree of approximation of operators (2.12) for f ∈ C(I2) in

terms of total and partial modulus of continuity. The total modulus of continuity in case

of bivariate functions is given by:

ωtotal( f ; δ1, δ2) = sup{| f (t1, t2) − f (x, y)| : (t1, t2), (x, y) ∈ I2, |t1 − x| ≤ δ1, |t2 − y| ≤ δ2}.

Further, the partial moduli of continuity with respect to x and y is given as:

ω(1)( f ; δ) = sup{| f (x1, y) − f (x2, y)| : |x1 − x2| ≤ δ, y ∈ I},

and

ω(2)( f ; δ) = sup{| f (x, y1) − f (x, y2)| : x ∈ I, |y1 − y2| ≤ δ}.

Both total and partial modulus of continuity for bivariate functions satisfy the properties

of usual modulus of continuity and can be studied more in (20).

Theorem 2.1.19 Let f ∈ C(I2), then for all (x, y) ∈ I2, the inequality:

(i)
∣∣∣Lk1k2

n1n2 ( f ; x, y) − f (x, y)
∣∣∣ ≤ 4ωtotal ( f ; δ1, δ2);

(ii)
∣∣∣Lk1k2

n1n2 ( f ; x, y) − f (x, y)
∣∣∣ ≤ 2

(
ω(1)( f ; δ1) + ω(2) ( f ; δ2)

)
holds true, where δ1(x) = Ln1

(
(t1 − x)2; x

) 1
2 , δ2(y) = Ln2

(
(t2 − y)2; y

) 1
2 .

Proof 2.1.20 (i) Taking into account monotonicity of ωtotal and linearity of Ln1 , Ln2 , we

can write∣∣∣Lk1k2
n1n2

( f ; x, y) − f (x, y)
∣∣∣ ≤ Lk1k2

n1n2
(| f (t1, t2) − f (x, y)| ; x, y)

≤ ωtotal ( f ; δ1, δ2)
(
Ln1(1; x) +

1
δ1

Ln1 (|t1 − x| ; x)
)

×

(
Ln2(1; y) +

1
δ2

Ln2 (|t2 − y| ; y)
)
.
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Applying Cauchy-Schwarz inequality, we have:∣∣∣Lk1k2
n1n2

( f ; x, y) − f (x, y)
∣∣∣ ≤ ωtotal ( f ; δ1, δ2)

(
Ln1(1; x) +

1
δ1

Ln1

(
(t1 − x)2; x

) 1
2

)
×

(
Ln2(1; y) +

1
δ2

Ln2

(
(t2 − y)2; y

) 1
2

)
Taking δ1(x), δ2(y) as in Remark 2.1.16 we get the desired result.

(ii) Considering the partial modulus of continuity of f (x, y) and applying Cauchy-

Schwarz inequality, we get:∣∣∣Lk1k2
n1n2

( f ; x, y) − f (x, y)
∣∣∣ ≤ Lk1k2

n1n2
(| f (t1, t2) − f (x, y)| ; x, y)

≤ Lk1k2
n1n2

(| f (t1, t2) − f (x, t2)| ; x, y)

+ Lk1k2
n1n2

(| f (x, t2) − f (x, y)| ; x, y)

≤ Lk1k2
n1n2

(
ω1 ( f ; |t1 − x|) ; x, y

)
+ Lk1k2

n1n2

(
ω2 ( f ; |t2 − y|) ; x, y

)
≤ ω1 (

f ; δn1

) (
1 +

1
δn1

Ln1 (|t1 − x| ; x)
)

+ ω2 (
f ; δn2

) (
1 +

1
δn2

Ln2 (|t2 − y| ; x)
)

≤ ω1 (
f ; δn1

) (
1 +

1
δn1

Ln1

(
(t1 − x)2; x

) 1
2

)
+ ω2 (

f ; δn2

) (
1 +

1
δn2

Ln2

(
(t2 − y)2; x

) 1
2

)
≤ 2

(
ω1( f ; δ1) + ω2 ( f ; δ2)

)
.

which completes the theorem.

Next we give a Voronovoskaya type estimate for bivariate operators (2.12).

Theorem 2.1.21 Let f (x) be a twice differentiable function on the interval I2. Then we

have:

lim
n→∞

n
(
Lk1,k2

n,n ( f ; x, y) − f (x, y)
)

=
(1 − 3x)

2
fx(x, y) +

(1 − 3y)
2

fy(x, y)

+ x(1 − x) fxx(x, y) + y(1 − y) fyy(x, y),

uniformly on I2.

Proof 2.1.22 Let (x, y) ∈ I2 be arbitrary. Then by Taylor’s theorem we have:

f (t1, t2) = f (x, y) + fx(x, y)(t1 − x) + fy(x, y)(t2 − y)

+
1
2
{ fxx(x, y)(t1 − x)2 + 2 fxy(x, y)(t1 − x)(t2 − y)

+ fyy(x, y)(t2 − y)2} + ψ(t1, t2; x, y)
√

(t1 − x)4 + (t2 − y)4 (2.13)
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for (t1, t2) ∈ I2, where ψ(t1, t2; x, y) ∈ C(I2) and ψ(t1, t2; x, y)→ 0 as (t1, t2)→ (x, y).

Applying Lk1,k2
n,n ( f ; x, y) on both sides of (2.13), we get:

Lk1,k2
n,n ( f ; x, y) = f (x, y) + fx(x, y)Ln,k((t1 − x); x) + fy(x, y)Ln,k((t2 − y); x)

+
1
2
{ fxx(x, y)Ln,k((t1 − x)2; x) + fyy(x, y)Ln,k((t2 − y)2; y)

+ 2 fxy(x, y)Lk1,k2
n,n ((t1 − x)(t2 − y); x, y)}

+ Lk1,k2
n,n

(
ψ(t1, t2; x, y)

√
(t1 − x)4 + (t2 − y)4; x, y

)
. (2.14)

Now, using Hölder’s inequality, we have:∣∣∣∣∣∣Lk1,k2
n,n

(
ψ(t1, t2; x, y)

√
(t1 − x)4 + (t2 − y)4; x, y

)∣∣∣∣∣∣
≤

{
Lk1,k2

n,n (ψ2(t1, t2; x, y); x, y)
}1/2{

Lk1,k2
n,n ((t1 − x)4 + (t2 − y)4; x, y)

}1/2

≤
{
Lk1,k2

n,n (ψ2(t1, t2; x, y); x, y)
}1/2{

Ln,k((t1 − x)4; x) + Ln,k((t2 − y)4; y)
}1/2

.

In view of Theorem 2.1.17, Lk1,k2
n,n (ψ2(t1, t2; x, y); x, y) → 0 as n → ∞ uniformly on I2 and

since Ln,k((t1 − x)4; x) = O
(

1
n2

)
, Ln,k((t2 − y)4; x) = O

(
1
n2

)
, therefore we have:

lim
n→∞

nLk1,k2
n,n

(
ψ(t1, t2; x, y)

√
(t1 − x)4 + (t2 − y)4; x, y

)
= 0,

uniformly for (x, y) ∈ I2. Also using Remark 2.1.16,

lim
n→∞

nLn,k((t1 − x); x) =
1 − 3x

2
and lim

n→∞
n(Ln,k(t2 − y); y) =

1 − 3y
2

,

lim
n→∞

n(Ln,k(t1 − x)2; x) = x(1 − x) and lim
n→∞

n(Ln,k(t2 − y)2; y) = y(1 − y).

and

lim
n→∞

nLn,k((t1 − x); x)Ln,k((t2 − y); y) = 0.

Combining the above estimates with (2.14), we get the desired result.

The next result establishes the rate of convergence of bivariate operators (2.12) with the

help of Peetre’s K- functional. Let C2(I2) denote the set of all continuous functions on

I2 = [0, 1] × [0, 1], whose first and second derivatives exist and are continuous on the

interval I2. We define the norm:

‖h‖C2(I2) = ‖h‖C(I2) +

2∑
k=1

∥∥∥∥∥∥∂kh
∂xk

∥∥∥∥∥∥
C(I2)

+

∥∥∥∥∥∥∂kh
∂yk

∥∥∥∥∥∥
C(I2)

.
From Butzer and Berens (32), the Peetre’s K-functional for h ∈ C2(I2) is defined as:

K (h;σ) = inf
t∈C2(I2)

{
‖h − t‖C2(I2) + σ‖t‖C2(I2), σ > 0

}
,
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and the second order modulus of continuity is given as:

ω(c)
(
h,
√
σ
)

= sup


∣∣∣∣∣∣∣

2∑
i=0

(−1)2−ih (x + ix0, y + iy0)

∣∣∣∣∣∣∣
: (x, y) , (x + ix0, y + iy0) ∈ I2, |x0| ≤ σ, |y0| ≤ σ

}
.

Theorem 2.1.23 For f ∈ C(I2), the following inequality holds true:∣∣∣L̃k1,k2
n1,n2

(g; x, y) − g(x, y)
∣∣∣ ≤ 4K( f ; Pn1,n2(x, y)) + ω(c)

(
f ;

√
bn1,n2(x, y)

)
,

where

Pn1,n2(x, y) = δ1(x) + δ2(y) + bn1,n2(x, y),

and

bn1,n2(x, y) =

(
1

2n1
−

3x
2(n1 + 1)

)2

+

(
1

2n2
−

3y
2(n2 + 1)

)2

.

Proof 2.1.24 Before proceeding to the proof, we consider the following auxiliary opera-

tors:

L̃k1,k2
n1,n2

(g; x, y) = Lk1,k2
n1,n2

(g; x, y)− g
(

1
2n1
−

(1 − 2n1) x
2(n1 + 1)

,
1

2n2
−

(1 − 2n2) y
2(n2 + 1)

)
+ g(x, y). (2.15)

Then, using Remark 2.1.16, we have:

L̃k1,k2
n1,n2

((t1 − x); x, y) = 0, L̃k1,k2
n1,n2

((t2 − y); x, y) = 0. (2.16)

Let h ∈ C2(I2) and t1, t2 ∈ I, using Taylor’s theorem, we can write

h(t1, t2) − h(x, y) = h(t1, y) − h(x, y) + h(t1, t2) − h(t1, y)

=
∂h(x, y)
∂x

(t1 − x) +

∫ t1

x
(t1 − u)

∂2h(u, y)
∂u2 du

+
∂h(x, y)
∂y

(t2 − y) +

∫ t2

y

(t2 − v)
∂2h(x, v)
∂v2 dv. (2.17)

Applying operators L̃k1,k2
n1,n2 on both sides of (2.17) and using (2.16), we get:

L̃k1,k2
n1,n2

(h; x, y) − h(x, y) =L̃k1,k2
n1,n2

(
∫ t1

x
(t1 − u)

∂2h(u, y)
∂u2 du; x, y)

+ L̃k1,k2
n1,n2

(
∫ t2

y

(t2 − v)
∂2h(x, v)
∂v2 dv; x, y)
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Hence,∣∣∣L̃k1,k2
n1,n2

(h; x, y) − h(x, y)
∣∣∣ ≤Lk1,k2

n1,n2
(
∫ t1

x
|t1 − u|

∣∣∣∣∣∣∂2h(u, y)
∂u2

∣∣∣∣∣∣ du; x, y)

+

∫ (
1

2n1
−

(1−2n1)x
2(n1+1)

)
x

∣∣∣∣∣ 1
2n1
−

(1 − 2n1) x
2(n1 + 1)

− u
∣∣∣∣∣
∣∣∣∣∣∣∂2h(u, y)

∂u2

∣∣∣∣∣∣ du

+ Lk1,k2
n1,n2

(
∫ t2

y

|t2 − v|

∣∣∣∣∣∣∂2h(x, v)
∂v2

∣∣∣∣∣∣ dv; x, y)

+

∫ (
1

2n2
−

(1−2n2)y
2(n2+1)

)
y

∣∣∣∣∣ 1
2n2
−

(1 − 2n2) y
2(n2 + 1)

− v

∣∣∣∣∣
∣∣∣∣∣∣∂2h(x, v)

∂v2

∣∣∣∣∣∣ dv

≤

Lk1,k2
n1,n2

((t1 − x)2; x, y) +

(
1

2n1
−

(1 − 2n1) x
2(n1 + 1)

− x
)2
 ||h||C2(I2)

+ {Lk1,k2
n1,n2

((t2 − y)2; x, y) +

(
1

2n2
−

(1 − 2n2) y
2(n2 + 1)

− y

)2

}||h||C2(I2).

≤

δ1(x) + δ2(y) +

(
1

2n1
−

3x
2(n1 + 1)

)2

+

(
1

2n2
−

3y
2(n2 + 1)

)2
 ‖h‖C2(I2).

Also ∣∣∣L̃k1,k2
n1,n2

(g; x, y)
∣∣∣ ≤ 3||g||C(I2). (2.18)

Now in view of (2.18), we can write∣∣∣L̃k1,k2
n1,n2

(g; x, y) − g(x, y)
∣∣∣ ≤ ∣∣∣L̃k1,k2

n1,n2
(g − h; x, y)

∣∣∣
+

∣∣∣L̃k1,k2
n1,n2

(h; x, y) − h(x, y)
∣∣∣ + |h(x, y) − g(x, y)|

+

∣∣∣∣∣∣g
(

1
2n1
−

(1 − 2n1) x
2(n1 + 1)

,
1

2n2
−

(1 − 2n2) y
2(n2 + 1)

)
− g(x, y)

∣∣∣∣∣∣
≤

(
4||g − h||C(I2) + Pn1,n2(x, y)||h||C2(I2)

)
+ ω(c)

(
f ;

√
bn1,n2(x, y)

)
.

Taking the infimum on the right hand side over all h ∈ C2(I2), it follows:∣∣∣L̃k1,k2
n1,n2

(g; x, y) − g(x, y)
∣∣∣ ≤ 4K( f ; Pn1,n2(x, y)) + ω(c)

(
f ;

√
bn1,n2(x, y)

)
,

which completes the proof.
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2.2 On the preservation of functions with exponential

growth by modified Ismail-May operators

In connection to exponential operators, Ismail-May (79) proved that for a polynomial

p of degree n ∈ N, kernel S (n, x, t) can be uniquely determined. As a consequence of

this, besides classifying some classical operators such as Szász-Mirakjan operators, clas-

sical Bernstein operators, Post-Widder operators etc. as exponential operators they also

constructed some new exponential operators of degree greater than 2. For instance, if

p(x) = 2x3/2, the newly constructed operators are defined as:

Ln ( f ; x) = e−n
√

x

{
f (0) + n

∫ ∞

0
e−nt/

√
xt−1/2I1

(
2n
√

t
)

f (t) dt
}
,

where In(y) is a first kind modified Bessel function identified as:

In (y) =

∞∑
k=0

(−1)k

k! (n + k)!

(
y

2

)n+2k
.

These operators were further studied in detail in (41). Again for p(x) = x(1 + x)2, the

corresponding operators obtained are:

Rn ( f ; x) =

∞∑
k=0

rn,k (x) f
(

k
n + k

)
, x ∈ (0, 1),

where

rn,k (x) =
n(n + k)k−1

k!
e−nx(xe−x)k

,

and n > 0. These operators were further studied in detail in (96; 110).

Another such operator for p(x) = x3 is defined as:

Pn( f , x) =

∫ ∞

0
kn(x, t) f (t)dt, x ∈ (0,∞) (2.19)

whose kernel is defined as

kn(x, t) =

( n
2π

)1/2
en/xt−3/2exp

(
−

nt
2x2 −

n
2t

)
.

These operators were studied further in detail by Gupta (66). All the three approxi-

mation processes cited above are examples of exponential operators as they satisfy the

homogenous partial differential equation (1.13) and the normalization condition (1.14).

In the past years, there have been several modifications of operators to enhance their

convergence and error estimation process, see (40; 47; 116). In 2003, King (91) presented

a sequence of linear positive operators which approximated each continuous function on

[0, 1] while preserving the test function x2. This remarkable approach has been since
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applied by many researchers to propose their modifications and fulfil the need to achieve

better approximation. For instance, Duman and Özarslan (50) gave a modification of

classical Szász operators to provide a better error estimation, Ozsarac and Acar (118)

presented a new modification of Baskakov operators which preserve the functions eµt

and e2µt, µ > 0, Bodur et al. (29) introduced a general class of Baskakov–Szász–Stancu

operators preserving exponential functions, and many more. Readers can refer to these

recent articles and books (9; 10; 63; 69; 134) for more such interesting papers related to

this approach.

Inspired by the above-mentioned researches, we propose to construct a modification

of the operators (2.19) which reproduce exponential functions. It is noteworthy that the

resultant modified operators are not exponential operators. We begin with the following

form of the operators (2.19), for functions f ∈ C(0,∞) we consider

Bn( f ; x) =

∫ ∞

0
ln(x, t) f (t)dt, x ∈ (0,∞) (2.20)

where

ln(x, t) =

√
n

2π
en/σn(x)t−3/2 exp

(
−

nt
2(σn(x))2 −

n
2t

)
.

Using calculation analogous to that given in (66), we can evaluate Bn
(
eat; x

)
as:

Bn
(
eat; x

)
= exp

 n
σn (x)

1 −
√

n − 2a(σn (x))2

n


 , (2.21)

which is the moment generating function of our proposed operators (2.20), and is used to

find the moments and central moments used throughout this section of our chapter.

2.2.1 Preservation for e−x

We begin with our proposed operators (2.20). Assuming that they preserve the ex-

ponential function e−x, we can write Bn(e−t; x) = e−x and therefore making use of (2.21),

we get

e−x = exp

 n
σn (x)

1 −
√

1 +
2(σn (x))2

n


 .

Comparing exponents on either sides of the above equation and with easy manipulations,

we obtain

σn (x) =
2nx

2n − x2 .
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Thus our proposed operators can be rewritten in the following form:

Bn( f ; x) =

∫ ∞

0
ln(x, t) f (t)dt, x ∈ (0,∞) (2.22)

where

ln(x, t) =

( n
2π

)1/2
e(n/x−x/2)t−3/2exp

−
(
2n − x2

)2
t

8nx2 −
n
2t

 .
Lemma 2.2.1 For all x ∈ (0,∞) and n ∈ N, we have

Bn(eγt; x) = exp

2n − x2

2x

1 −
√

1 −
8nx2γ(

2n − x2)2


 ,

which is also the moment generating function of the operators (2.22).

Lemma 2.2.2 For the operators (2.22), if ev (t) = tv, v = 0, 1, 2, .., then the moments are

as follows:

Bn(e0; x) = 1,

Bn(e1; x) = σn (x) ,

Bn(e2; x) = σ2
n (x) +

σ3
n (x)
n

,

Bn(e3; x) = σ3
n (x) +

3σ4
n (x)
n

+
3σ5

n (x)
n2 ,

Bn(e4; x) = σ4
n (x) +

6σ5
n (x)
n

+
15σ6

n (x)
n2 +

15σ7
n (x)

n3 .

Proof 2.2.3 In view of moment generating function given in Lemma 2.2.1, the rth− mo-

ment of operators (2.22) is given by-

B[r]
n (x) =

 ∂r

∂γr

exp

2n − x2

2x

1 −
√

1 −
8nx2γ(

2n − x2)2





γ=0

. (2.23)

The expansion of (2.23) in terms of γ calculated using mathematica software is as follows:

1 +
2nxγ

2n − x2 +
2n2

(
2nx2 − x4 + 2x3

)
γ2(

2n − x2)3

+
4
(
4n5x3 − 4n4x5 + 12n4x4 + n3x7 − 6n3x6 + 12n3x5

)
γ3

3
(
2n − x2)5

+

2

 8n7x4 − 12n6x6 + 48n6x5 + 6n5x8 − 48n5x7

+120n5x6 − n4x10 + 12n4x9 − 60n4x8 + 120n4x7

 γ4

3
(
2n − x2)7 + O

(
γ5

)
.

Thus the rth-moment of the operators (2.22) can be obtained by evaluating rth-partial

differentiation with respect to γ of the above expansion at γ = 0.
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Lemma 2.2.4 Let ηn,m (x) = Bn ((t − x)m; x) ,m = 1, 2, denote the central moments of

operators (2.22), then

ηn,1 (x) = σn (x) − x,

ηn,2 (x) = (σn (x) − x)2 +
σ3

n (x)
n

.

Proof 2.2.5 Using the property of change of origin of moment generating functions

e−γx exp

2n − x2

2x

1 −
√

1 −
8nx2γ(

2n − x2)2


 ,

Expanding this in terms of γ, we get

1 −
x3γ

x2 − 2n
+

(
8n2x3 + 2nx6 − x8

)
γ2

2
(
2n − x2)3

+

(
48n3x6 + 96n3x5 + 4n2x9 − 24n2x8 − 4nx11 + x13

)
γ3

6
(
2n − x2)5

+

 384n5x6 + 192n4x9 + 576n4x8 + 1920n4x7 + 8n3x12

−192n3x11 − 384n3x10 − 12n2x14 + 48n2x13 + 6nx16 − x18

 γ4

24
(
2n − x2)7 + O

(
γ5

)
.

The coefficient of γm/m! in the above expansion is the mth−order central moment of oper-

ators (2.22) .

Remark 2.2.6 In view of Lemma 2.2.4, for adequately large n we have:

1. lim
n→∞

nηn,1 (x) = x3

2 ,

2. lim
n→∞

nηn,2 (x) = x3,

3. lim
n→∞

n2ηn,4 (x) = 3x6.

In (75), Holhoş defined modulus of continuity for exponential operators as:

ω∗ ( f , δ) = sup
|e−x−e−t |≤δ

| f (x) − f (t)| , x, t ≥ 0.

and provided a quantitative result for sequence of linear positive operators on a class

of real-valued continuous functions on (0,∞). These functions f (x) have finite limit at

infinity and are endowed with Chebyshev norm.

The defined modulus of continuity $ possess the following property:

| f (t) − f (x)| ≤
1 +

(
e−x − e−t)2

δ2

ω∗ ( f , δ) . (2.24)

The result by Holhoş (75) is given as:
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Theorem 2.2.7 (75) IfQn : C(0,∞)→ C(0,∞) satisfy the following inequality for fv(t) =

e−vt, v = 0, 1, 2

‖Qn( fv; x) − fv(x)‖∞ = ρv (n) ,

then for every f ∈ C(0,∞), we have

‖Qn( f ; x) − f (x)‖∞ ≤ ρ0 (n) ‖ f ‖∞ + (2 + ρ0 (n))ω∗
(

f ,
√
ρ0 (n) + 2ρ1 (n) + ρ2 (n)

)
.

Theorem 2.2.8 The sequence of modified exponential operators Bn : C(0,∞)→ C(0,∞)

satisfy the following inequality for f ∈ C(0,∞):

‖Bn( f ; x) − f (x)‖∞ 6 2ω∗
(

f ,
√
ρ2 (n)

)
,

where ρ2 (n) tends to zero for adequately large n.

Proof 2.2.9 Since the operators preserve the constant as well as exponential function e−x,

so by Theorem 2.2.7, ρ0 (n) = 0 and ρ1 (n) = 0. We only need to evaluate ρ2 (n). Next,

from Lemma 2.2.1, we have

Bn

(
e−2t; x

)
= exp

2n − x2

2x

1 −
√

1 +
16nx2(

2n − x2)2


 .

Consider a sequence of functions

fn (x) = exp

2n − x2

2x

1 −
√

1 +
16nx2(

2n − x2)2


 − e−2x.

As fn (x) vanishes at end points of (0,∞), therefore there exists a point ϑn ∈ (0,∞) such

that

‖ fn‖∞ = fn (ϑn) .

Also the derivative of the sequence of functions vanishes at ϑn i.e. f ′n (ϑn) = 0. Making

use of mathematica software, this gives

2n + ϑ2
n

2ϑ2
n


−1√

1 +
16nϑ2

n

(2n−ϑ2
n)2

+ 1

 exp

2n − ϑ2
n

2ϑn

1 −
√

1 +
16nϑ2

n(
2n − ϑ2

n
)2


 = 2e−2ϑn .

Therefore, we have

‖ fn‖∞ = exp

2n − ϑ2
n

2ϑn

1 −
√

1 +
16nϑ2

n(
2n − ϑ2

n
)2




×

2 −
2n + ϑ2

n

2ϑ2
n


−1√

1 +
16nϑ2

n

(2n−ϑ2
n)2

+ 1


 = ρ2(n)→ 0,

as n→ ∞. Thus in view of Theorem 2.2.7, we get the required result.
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Let CB(0,∞) denote the space of all real valued continuous and bounded functions

equipped with the Chebyshev norm and let us consider the following K-functional:

K2 ( f , δ) = inf
g∈C2

B((0,∞))
{‖ f − g‖ + δ ‖g′′‖ , δ > 0} ,

where C2
B (0,∞) = {g ∈ CB (0,∞) : g′, g′′ ∈ CB (0,∞)} .

Theorem 2.2.10 Let f ∈ CB(0,∞). We define auxiliary operators:

T̂n ( f ; x) = Bn( f ; x) − f (σn (x)) + f (x), (2.25)

then, there exists a constant R > 0 such that

|Bn( f ; x) − f (x)| 6 Rω2( f ,
√
δ) + ω( f , σn (x) − x),

where

δ = ηn,2 (x) + (σn (x) − x)2.

Proof 2.2.11 Let g ∈ C2
B(0,∞) and x, t ∈ (0,∞), then by application of Taylor’s expan-

sion, we have

g(t) = g(x) + (t − x)g′(x) +

t∫
x

(t − u)g′′(u)du.

Using (2.25) and the fact that T̂n ((t − x); x) = 0 , we have

∣∣∣T̂n(g; x) − g(x)
∣∣∣ =

∣∣∣∣∣∣∣∣T̂n


t∫

x

(t − u)g′′(u)du; x


∣∣∣∣∣∣∣∣

6

∣∣∣∣∣∣∣∣Bn


t∫

x

(t − u)g′′(u)du, x


∣∣∣∣∣∣∣∣ +

∣∣∣∣∣∣∣∣∣
σn(x)∫
x

(σn (x) − u) g′′(u)du

∣∣∣∣∣∣∣∣∣
6

(
ηn,2 (x) + (σn (x) − x)2

)
‖g′′‖ . (2.26)

Also, we have

|Bn ( f ; x)| 6 ‖ f ‖ . (2.27)

Combining (2.25), (2.26) and (2.27), we get

|Bn ( f ; x) − f (x)| ≤
∣∣∣T̂n( f − g); x) − ( f − g)(x)

∣∣∣ +
∣∣∣T̂n(g; x) − g(x)

∣∣∣ + | f (x) − f (σn (x))|

6 2 ‖ f − g‖ +
(
ηn,2 (x) + (σn (x) − x)2

)
‖g′′‖ + ω ( f , σn (x) − x) .

Taking infimum over all g ∈ C2
B(0,∞) and using the relation given in (44), K2 ( f , δ) 6

Cω2

(
f ,
√
δ
)
, δ > 0, we get the desired result.
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One of the most important pointwise convergence results in the theory of approx-

imation by linear positive operators are Voronovoskaya type theorems and its quantita-

tive form. These theorems are extensively studied for various operators as well as for

functions belonging to different spaces. In our next theorem, we present a quantitative

Voronovskaya type theorem for the proposed operators (2.22).

Theorem 2.2.12 Let f ∈ CB(0,∞) with continuous first and second derivative exist. Then

for x ∈ (0,∞), the following inequality holds:∣∣∣∣∣∣n [
Bn ( f ; x) − f (x)

]
−

x3

2
(
f ′ (x) + f ′′ (x)

)∣∣∣∣∣∣
≤ |un (x)| | f ′ (x)| + |vn (x)| | f ′′ (x)| +

x3

2
$

(
f ′′,

1
√

n

) (
1 + 3x3e−2x

)
.

where un (x) = nηn,1 (x) − x3

2 and vn (x) = 1
2

(
nηn,2 (x) − x3

)
nηn,2 (x) − x3.

Proof 2.2.13 By the Taylor’s expansion, we have

f (t) =

2∑
i=0

(t − x)i f (i) (x)
i!

+ Θ (t, x) (t − x)2, (2.28)

where Θ (t, x) is a continuous function given by:

Θ (t, x) =
f ′′

(
=
)
− f ′′ (x)
2

, = ∈ (x, t).

Applying the operators Bn to the inequality (2.28), we can write

Bn ( f ; x) −
2∑

i=0

ηn,i (x)
f (i) (x)

i!
= Bn

(
Θ (t, x) (t − x)2; x

)
.

Therefore using Remark 2.2.6, we get∣∣∣∣∣∣n [
Bn ( f ; x) − f (x)

]
−

x3

2
(
f ′ (x) + f ′′ (x)

)∣∣∣∣∣∣
≤

∣∣∣∣∣∣nηn,1 (x) −
x3

2

∣∣∣∣∣∣ | f ′ (x)| +
1
2

∣∣∣nηn,2 (x) − x3
∣∣∣ | f ′′ (x)| +

∣∣∣∣nBn

(
Θ (t, x) (t − x)2; x

)∣∣∣∣
≤ |un (x)| | f ′ (x)| + |vn (x)| | f ′′ (x)| +

∣∣∣∣nBn

(
Θ (t, x) (t − x)2; x

)∣∣∣∣ , (2.29)

where un (x) = nηn,1 (x) − x3

2 → 0 and vn (x) = 1
2

(
nηn,2 (x) − x3

)
nηn,2 (x) − x3 → 0 in

accordance with Remark 2.2.6, for adequately large n.

Using the Property 2.24 of modulus of continuity defined by Holhoş (75), we get

|Θ (t, x)| ≤
1
2

1 +

(
e−x − e−t)2

δ2

ω∗ ( f ′′, δ
)
.
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Hence, after applying Cauchy-Schwarz inequality to the last part of (2.29), we get

nBn

(
|Θ (t, x)| (t − x)2; x

)
≤

n
2
ω∗

(
f ′′, δ

)
ηn,2 (x)

+
n

2δ2ω
∗ ( f ′′, δ

) √
Bn

(
(e−x − e−t)4; x

) √
ηn,4 (x).

Choosing δ = n−1/2,

nBn

(
|Θ (t, x)| (t − x)2; x

)
≤

1
2
ω∗

(
f ′′,

1
√

n

) [
nηn,2 (x) +

√
n2Bn

(
(e−x − e−t)4; x

)√
n2ηn,4 (x)

]
.

In view of (2.29) and Remark 2.2.6, we obtain the desired result.

Corollary 2.2.14 Let f ∈ C2
B(0,∞), then for x ∈ (0,∞) we have

lim
n→∞

n
[
Bn ( f ; x) − f (x)

]
=

x3

2
[
f ′ (x) + f ′′ (x)

]
Remark 2.2.15 The convergence of the modified operatorsBn in the above theorem takes

place for sufficiently large n. Using Lemma 2.2.1 for γ = −1,−2,−3,−4 and mathematica

software, we get

lim
n→∞

n2Bn

((
e−x − e−t)4; x

)
= lim

n→∞
n2

[
Bn

(
e−4t; x

)
− 4e−xBn

(
e−3t; x

)
+ 6e−2xBn

(
e−2t; x

)
−4e−3xBn

(
e−t; x

)
+ e−4x

]
= lim

n→∞
n2

exp

2n − x2

2x

1 −
√

1 +
32nx2(

2n − x2)2


 − 4e−x exp

2n − x2

2x

1 −
√

1 +
24nx2(

2n − x2)2




+6e−2x exp

2n − x2

2x

1 −
√

1 +
16nx2(

2n − x2)2


 − 4e−3x exp

2n − x2

2x

1 −
√

1 +
8nx2(

2n − x2)2





= 3e−4xx6

2.2.2 The case of eAx, A ∈ R

In this section, we present a more general form of the operators (2.20) that

reproduces both constants and exponential functions of the form eAx, A ∈ R. We observe

that the modified operators possess faster and better rate of convergence as compared to

the original operators (2.20) for A > 0. To validate our results, we exhibit some graphical

representations with the aid of numerical examples and compare the rate of convergence

of both original and the modified operators.
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Taking into consideration operators (2.20) again and assuming they reproduce func-

tions of the form eAx, i.e Bn(eAt; x) = eAx , we obtain

σn (x) =
2nx

2n + Ax2 .

Operators (2.20) therefore now take the following form:

BA
n ( f ; x) =

∫ ∞

0
ln(x, t) f (t)dt, x ∈ (0,∞) (2.30)

where

ln(x, t) =

( n
2π

)1/2
e(n/x+Ax/2)t−3/2 exp

−
(
2n + Ax2

)2

8nx2 −
n
2t

 .
Lemma 2.2.16 For all x ∈ (0,∞) and n ∈ N, we have

BA
n

(
eAt; x

)
= exp

2n + Ax2

2x

1 −
√

1 −
8nAx2(

2n + Ax2)2


 ,

BA
n

(
teAt; x

)
=

2nx√(
2n + Ax2)2

− 8nAx2

exp

2n + Ax2

2x

1 −
√

1 −
8nAx2(

2n + Ax2)2


 ,

BA
n

(
t2eAt; x

)
=

4n2((
2n + Ax2)2

− 8nAx2
)
 2x3√(

2n + Ax2)2
− 8nAx2

+ x2


× exp

2n + Ax2

2x

1 −
√

1 −
8nAx2(

2n + Ax2)2


 .

Proof 2.2.17 The quantities BA
n

(
teAt; x

)
and BA

n

(
t2eAt; x

)
are obtained simply by succes-

sively partially differentiating BA
n

(
eAt; x

)
with respect to A on both sides.

Lemma 2.2.18 For er (x) = xr, r ∈ N ∪ {0}, the operators (2.30) hold the following

moments:

BA
n (e0; x) = 1,

BA
n (e1; x) = 2nx

2n+Ax2 ,

BA
n (e2; x) =

4n2(Ax4+2nx2+2x3)
(Ax2+2n)3 ,

BA
n (e3; x) =

8n3(A2 x7+4Anx5+6Ax6+4n2 x3+12nx4+12x5)
(2n+Ax2)5 ,

BA
n (e4; x) =

16n4


A3x10 + 6A2nx8 + 12A2x9 + 12An2x6 + 48Anx7

+60Ax8 + 8n3x4 + 48n2x5 + 120nx6 + 120x7


(2n+Ax2)7 .
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Lemma 2.2.19 Let ηA
n,m (x) = BA

n ((t − x)m; x) ,m = 1, 2, 4, denote the central moments of

operators (2.30). Then, it can be verified:

ηA
n,1 (x) = − Ax3

2n+Ax2 ,

ηA
n,2 (x) =

(8n2 x3+2A2nx6+A3 x8)
(2n+Ax2)3 ,

ηA
n,4 (x) =

(−A5 x13−4A4nx11−4A3n2 x9−24A2n2 x8−48An3 x6+96n3 x5)
(2n+Ax2)5 .

Moreover, in view of Lemma 2.2.19, we note that

ηA
n,4 (x)

ηA
n,2 (x)

=

(
−A5 x13

n5 −
4A4 x11

n4 −
4A2 x8(Ax+6)

n3 − 48x5

n2 (Ax − 2)
)

(
2 + Ax2

n

)2 (
8 + 2A2 x6

n2 + A3 x8

n3

) .

Therefore, one can observe that for a fixed x ∈ [0,∞) and sufficiently large n, the ratio

ηA
n,4 (x)

ηA
n,2 (x)

→ 0

with order of convergence O
(
n−2

)
.

In order to prove our next theorem, let us define a space S of all functions having

exponential growth of order A endowed with norm:

‖ f ‖A = sup
x∈(0,∞)

∣∣∣ f (x) e−Ax
∣∣∣ < ∞.

Let for some 0 ≤ α < 1, Lip(α, A) be the space containing all those functions f which

satisfy $ ( f , δ, A) ≤ Mδα, where $ is the first order modulus of continuity defined in (48)

as:

$ ( f , δ, A) ≤ sup
h<δ,x∈(0,∞)

| f (x) − f (x + h)| e−Ax,

and for every positive number h > 0 and k ∈ N has the following property:

$ ( f , kh, A) ≤ k.eA(k−1)h.ω1 ( f , h, A) . (2.31)

Theorem 2.2.20 Let BA
n : S → (0,∞). If f ∈ C2

B (0,∞) ∩ S and f ′′ ∈ Lip(α, A), then for

fixed x ∈ (0,∞) and n > 2Ax, we have∣∣∣∣∣BA
n ( f ; x) − f (x) − ηA

n,1 (x) f ′ (x) − ηA
n,2 (x)

f ′′ (x)
2

∣∣∣∣∣
≤

1
2
$

 f ′′,

√
ηA

n,4 (x)

ηA
n,2 (x)

, A

 [2e2Ax + M (A, x) +
√

M (2A, x)
]
ηA

n,2 (x) ,

where M (A, x) =
(2+Ax2)2

(2−Ax2)3 e2Ax is a constant independent of n but dependent on A and x.
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Proof 2.2.21 By Taylor’s expansion, we have

f (t) = f (x) + (t − x) f ′ (x) +
(t − x)2

2!
f ′′ (x) + Θ2(t, x), (2.32)

where

Θ2(t, x) =
f ′′ (τ) − f ′′ (x)

2
(t − x)2.

such that τ lies between x and t and Θ2(t, x) is a continuous function which vanishes as t

approaches x.

Applying the operator BA
n on (2.32) and in view of Lemma 2.2.19, we have:∣∣∣BA

n ( f ; x) − f (x) − ηA
n,1 (x) f ′ (x) − ηA

n,2 (x) f ′′ (x)
∣∣∣ ≤ BA

n (|Θ2(t, x)| ; x) . (2.33)

Using the Property 2.31 of exponential modulus of continuity and with calculations

we have the relation

BA
n (|Θ2(t, x)| ; x) ≤

$ ( f ′′, h, A)
2

[
BA

n

((
e2Ax + eAt

)
.

(
|t − x|2 +

|t − x|3

h

)
; x

)]
. (2.34)

Taking x fixed and n > 2Ax, we have

BA
n

(
(t − x)2eAt; x

)
=


 2x3√(

2n + Ax2)2
− 8nAx2

+ x2

 4n2(
2n + Ax2)2

− 8nAx2

−
4x2n√(

2n + Ax2)2
− 8nAx2

+ x2

 eAx

≤
1(

1 − 8nAx2

(2n+Ax2)2

)3/2

 8n2x3(
2n + Ax2)3 + x2


√

1 −
8nAx2(

2n + Ax2)2

−4n
1 − 8nAx2(

2n + Ax2)2

 + 1
 eAx

≤
1(

1 − 8nAx2

(2n+Ax2)2

)3/2

8n2x3 + 2nA2x6 + A3x8(
2n + Ax2)3 + x2

×

1 − 4n
1 − 8nAx2(

2n + Ax2)2

 + 1
 eAx

≤
1(

1 − 8nAx2

(2n+Ax2)2

)3/2

8n2x3 + 2nA2x6 + A3x8(
2n + Ax2)3 + 2x2

 eAx

≤

(
2 + Ax2

)2(
2 − Ax2)3 e2AxηA

n,2 (x) ≤ M (A, x) ηA
n,2 (x) , (2.35)
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where

M (A, x) =

(
2 + Ax2

)2(
2 − Ax2)3 e2Ax.

Moreover using Cauchy-Schwarz inequality, we get

BA
n

(
|t − x|3eAt; x

)
≤

√
BA

n

(
(t − x)2e2At; x

)
.
√
ηA

n,4 (x)

≤

√
M (2A, x) ηA

n,2 (x).
√
ηA

n,4 (x). (2.36)

Combining (2.33), (2.35) and (2.36) and substituting h =

√
ηA

n,4(x)

ηA
n,2(x) in (2.34), we get

BA
n (|Θ2(t, x)| ; x) ≤

1
2
$

 f ′′,

√
ηA

n,4 (x)

ηA
n,2 (x)

, A

 [2e2Ax + M (A, x) +
√

M (2A, x)
]
ηA

n,2 (x) ,

and hence the theorem.

Remark 2.2.22 One can easily observe in the above theorem,

- Second central moment ηA
n,4 (x) of the proposed operators (2.30) is smaller for A > 0

and x > 1
2A as compared to that of original operators (2.19).

- For A > 0, the ratio
ηA

n,4(x)

ηA
n,2(x) is higher for the original operators as compared to that

for our modified operators.

- In addition, the constant M(A, x) which is independent of n is also significantly

reduced for our modified exponential operators if we take A > 0.

Thus judging on the basis of above mentioned rationales, we can say that Theorem 2.2.20

is an improved version of (66, Theorem 4) for A > 0.

Corollary 2.2.23 Let f , f ′′ ∈ S and A > 0, then for any x ∈ (0,∞), we have

lim
n→∞

n
[
BA

n ( f ; x) − f (x)
]

=
x3

2
[
−A f ′ (x) + f ′′ (x)

]
.

Remark 2.2.24 The advantage of Corollary 2.2.23 over Corollary 2.2.14 is in the fact

that latter is defined for a larger function space S while the former is only for (0,∞).

2.2.3 Conclusion

We now conclude that our proposed operators (2.30) is an improved approximation

operator which not only preserves constant and exponential functions eAx and but in fact
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also provides faster convergence and better approximation for some functions in compari-

son to the original exponential operators for A > 0. Here we have shown properties which

are superior to that of original operators and work for a much wider function spaces. To

validate our statements, we exhibit some figures based on numerical examples to show

a faster rate of convergence of our modified operators and also its comparison with the

original operators (2.19) for arbitrarily chosen values of n and A > 0.

2.2.4 Graphical Comparisons

Example 2.2.25 Let f (x) = 5x(sinh(x)). Then we have the following graphical represen-

tations where our function f (x) is represented in purple color throughout.

a) Figure 2.3 exhibits the comparison between the modified operator BA
n (Cyan), and

the original operator Pn (Red) for n = 10, A = 1.

b) Figure 2.4 exhibits the comparison between the modified operator BA
n (Magenta)

and the original operator Pn (Blue) for n = 50, A = 1.

c) Figure 2.5 shows the rate of convergence of the modified operators BA
n for A = 1

and n = 10 (Cyan), n = 25 (Orange) and n = 50 (Magenta), towards the function

f (x). The graph clearly shows faster rate of convergence.

After analyzing Figure 2.3 and Figure 2.4, it can be easily concluded that operators BA
n

provide faster rate of convergence and therefore better approximation as compared to the

operators Pn for A > 0.
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1 f;x) Ρ10 f;x) f x)

Figure 2.3: Comparison between convergence of operatorsBA
10 (Cyan), P10 (Red) towards

function f (x) (Purple) for n = 10 and A = 1.

0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
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40

ℬ50
1 f;x) Ρ50 f;x) f x)

Figure 2.4: Comparison between convergence of operators BA
50 (Magenta), P50 (Blue)

towards function f (x) (Purple) for n = 50 and A = 1.
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0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
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40

ℬ50
1 (f;x) ℬ25

1 (f;x) ℬ10
1 (f;x) f(x)

Figure 2.5: Convergence of BA
n ( f ; x) for the function f (x) = 5x(S inh(x)) (Purple) for

n = 10 (Cyan), n = 25 (Orange), n = 50 (Magenta) for A = 1.



Chapter 3

Approximation by Apostol-Genocchi
and Pǎltǎnea operators

P. L. Chebyshev pioneered the study of orthogonal polynomials in the late 19th century,

followed by the works of A. A. Markov and T. J. Steiltjes. This chapter deals with the

Durrmeyer type construction of operators based on a class of orthogonal polynomials

called Apostol-Genocchi polynomials. We used Pǎltǎnea type operators for the proposed

Durrmeyer construction. Some approximation results to estimate the convergence rate

and order of the approximation is provided. Lastly, we have presented some graphs and

an absolute error table to illustrate the convergence and the effect of change in parameter

over the proposed operators.

3.1 Introduction

Recently, Prakash et al. (124) proposed the following sequence of linear positive opera-

tors:

Gα,λ
n ( f ; x) =

∞∑
k=0

sα,λn,k (x) f
(

k
n

)
, x ∈ [0,∞), (3.1)

where sα,λn,k (x) = e−nx
(

1+λe
2

)α gαk (nx;λ)
k! and gαk (x; λ) is the generalized Apostol-Genocchi poly-

nomials of order α, which belong to the class of orthogonal polynomials. These polyno-

mials were defined for a complex variable z, |z| < π in (101). However, in this study

we limit ourselves to a real variable t ∈ [0,∞). The generalized Apostol Genocchi poly-

nomial of order α i.e. gαk (x; λ) can be estimated with the help of following generating

49
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function: (
2t

1 + λet

)α
ext =

∞∑
k=0

gαk (x; λ)
tk

k!
. (3.2)

The more explicit form of gαk (x; λ) was proposed by Luo and Srivastava in (102).

They presented some elementary properties of these polynomials and derived explicit

series representation of gαk (x; λ) in terms of hypergeometric function defined by Gauss.

The series is given as follows:

gαk (x; λ) =2αα!
(
k
α

) k−α∑
n=0

(
k − α

n

)(
α + n − 1

n

)
λn

(1 + λ)α+n

n∑
j=0

(−1) j
(
n
j

)
jn(x + j)k−n−α

2F1

(
α + n − k, n; n + 1;

j
x + j

)
,

where {k, α} ∈ N ∪ {0}, λ ∈ R/{−1}, x ∈ R and 2F1 (a, b; c; t) denotes the Gaussian

hypergeometric function defined by

2F1 (a, b; c; t) = 2F1 (b, a; c; t) =

∞∑
k=0

(a)k(b)k

(c)k

tk

k!
.

In particular, for α = 1 and λ = 1, these operators reduce to classical Genocchi polyno-

mials which are obtained by the following generating function:

2text

et + 1
=

∞∑
k=0

gk (x)
tk

k!
, |t| < 2π, x ∈ R,

where gk (x) = gk (x; 1). It can be clearly seen that gk(x) are the kth-degree polynomials,

few terms of which are given as follows:

g1 (x) = 1, g2 (x) = 2x − 1, g3 (x) = 3x (x − 1) ,

g4 (x) = 4x3 − 6x2 + 1, g5 (x) = 5x4 − 10x3 + 5x, · · ·

For the case x = 0, one can obtain the so-called Genocchi numbers gk using the relation:

gk (x) =

k∑
i=0

(
k
i

)
gixk−i.

Genocchi numbers can be defined in many ways depending on the field where they are

intended to be applied. They find a wide range of application in numerical analysis, com-

binatorics, number theory, graph theory etc. Luo (100; 101) defined Apostol-Genocchi

polynomials of higher order and also introduced q−Apostol-Genocchi polynomials.

The relationship of these polynomials with Zeta function was also studied. In the past

few decades, a surprising number of papers appeared studying Genocchi numbers, their



3.2 Preliminaries 51

combinatorial relations, Genocchi polynomials and their generalisations along with their

various expansions and integral representations. To the readers, we suggest following

articles (34; 42; 115; 121; 129) and references therein.

In the recent past, much work has been dedicated towards the Durrmeyer type

modification of linear positive operators. For instance, Dhamija and Deo (46) introduced

the Durrmeyer form of Jain operators based on inverse Pólya-Eggenberger distribu-

tion. They studied its moments with the aid of Vandermonde convolution formula

and analysed other approximation properties. Heilmann and Raşa (73) studied a link

between Baskakov–Durrmeyer type operators and their corresponding classical Kan-

torovich variants. Acu and Radu (15) introduced and studied a class of operators which

link α-Bernstein operators and genuine α-Bernstein Durrmeyer operators. To see more

work relevant to this area, one may refer to the following articles (13; 45; 61; 65; 85; 111).

Inspired by above stated researches, we considered a Durrmeyer type modification

of Apostol-Genocchi operators based on Pǎltǎnea basis on positive real line. For f ∈

C[0,∞), and ρ > 0, the proposed operators are as follows:

Mα,λ
n ( f ; x) =

∞∑
k=0

sα,λn,k (x)

∞∫
0

lρn,k (t) f (t) dt, x ∈ [0,∞), (3.3)

where lρn,k (t) = nρe−nρt (nρt)kρ−1

Γ(kρ) and sα,λn,k (x) is defined in (3.1).

The outline of this chapter is as follows: We consider a Durrmeyer type construction

of Apostol-Genocchi operators based on the basis function due to Pǎltǎnea (122) with real

parameters α, λ and ρ. We establish approximation estimates such as a global approxi-

mation theorem and rate of approximation in terms of usual, r−th and weighted modulus

of continuity. We further study asymptotic formulae such as Voronovskaya theorem and

quantitative Voronovskaya theorem. The last theorem is an application of the proposed

operators for the functions whose derivatives are of bounded variation. Moreover, the

approximation and the absolute error therein has been shown graphically by varying the

values of various parameters using Mathematica software.

3.2 Preliminaries

Before proceeding to our main results, we state some general lemmas which are useful

throughout this chapter. In addition, we have used Mathematica software to calculate

moments and central moments of the proposed operators (3.3).



52 Approximation by Apostol-Genocchi and Pǎltǎnea operators

Lemma 3.2.1 For es (t) = ts, s ∈ N ∪ {0} and ρ > 0, we have
∞∫

0

lρn,k (t)ts =
(kρ + s − 1)!

(nρ)s (kρ − 1)!
=

(kρ)s

(nρ)s .

where the symbol (β)n = β (β + 1) (β + 2) ... (β + n − 1) , (β)0 = 1 denotes the rising fac-

torial.

Lemma 3.2.2 For operators (3.3), the moments are obtained as follows:

M
α,λ
n (e0; x) = 1,

M
α,λ
n (e1; x) = x + α

n(1+λe) ,

M
α,λ
n (e2; x) = x2 + x

n

[
1+2α+λe

(1+λe) + 1
ρ

]
+ 1

n2

[
α2−2αλe−αe2λ2

(1+λe)2 + α
ρ(1+λe)

]
,

M
α,λ
n (e3; x) = x3 + x2

n

[
3(α+λe+1)

(1+λe) + 3
ρ

]
+ x

n2

[
3α2−3αλ2e2−3αλe+3α+λ2e2+2λe+1

(1+λe)2 +
3(2α+λe+1)
ρ(1+λe) + 2

ρ2

]
,

+ 1
n3

[
α3−3α2λ2e2−6α2λe−αλ3e3−4αλ2e2−5αλe

(1+λe)3 + 2α
ρ2(1+λe) +

3(α2−αλ2e2−2αλe)
ρ(1+λe)2

]
M

α,λ
n (e4; x) = x4 + x3

n

[
2α+3λe+3

(1+λe) + 6
ρ

]
+ x2

n2

[
25+12α+6α2+50eλ+25e2λ2−6αe2λ2

(1+λe)2 +
18(1+α+eλ)

(1+λe)ρ + 11
ρ2

]
+ x

n3

[
7+20α+63α2+2α3−6α2e2λ2−9α2λe−5αe3λ3+4αe2λ2+24αλe+7e3λ3+21λe

(1+λe)3

+
6(3α2−3αe2λ2−3αλe+3α+e2λ2+2λe+1)

(1+λe)2ρ
+

11(1+2α+λe)
(1+λe)ρ2 + 6

ρ3

]
1
n4

[
α4−6e2α3λ−12eα3λ−16e4αλ4+8e3αλ3−82e3αλ2−118e2αλ2−66α+λe

(1+λe)4

+
6(α3−3e2α2λ2−6eα2λ−e3αλ3−4e2αλ2−5eαλ)

(1+λe)3ρ

11(α2−αe2λ2−2αλe)
(1+λe)2ρ2 + 6α

(1+λe)ρ3

]
.

Proof 3.2.3 In the proposed operators (3.3), we have

1. For s = 0, in view of Lemma 3.2.1 and generating function (3.2), we have,

Mα,λ
n (e0; x) = 1

2. For s = 1, again using Lemma 3.2.1 we have

Mα,λ
n (e1; x) =

e−nx

n

(
1 + λe

2

)α ∞∑
k=0

gαk (nx; λ)
k!

k. (3.4)

On differentiating both sides of (3.2) with respect to t and taking limits t → 1 and

x→ nx, we have
∞∑

k=0

gαk (nx; λ)
k!

k = 2αenx

(
1

1 + λe

)1+α

(α + nx (1 + λe)) .

Making use of this value in (3.4), we obtain the first moment.
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3. Similarly for s = 2, we have

Mα,λ
n (e2; x) =

e−nx

n2

(
1 + λe

2

)α ∞∑
k=0

gαk (nx; λ)
k!

k2. (3.5)

On differentiating both sides of (3.2) with respect to t and taking limits t → 1 and

x→ nx, we have

∞∑
k=0

gαk (nx; λ)
k!

k (k − 1) =2αenx

(
1

1 + λe

)1+α

{2nsα (1 + λe)

+n2x2(1 + λe)2
− (λe (3 + λe) − α + 1)

}
.

Combining this with the first order moment and (3.5), we obtain the third moment.

The higher order moments can be calculated in a similar way.

Lemma 3.2.4 Let us define δ(s)
n (x) = Mα,λ

n (Φs; x), where Φs(t) = (t − x)s and s = 1, 2.

Then, from Lemma 3.2.2 we have

δ(1)
n (x) =

α

n (1 + λe)
,

δ(2)
n (x) =

x
n

[
1 +

1
ρ

]
+

1
n2

[
α2 − 2αλe − αe2λ2

(1 + λe)2 +
α

ρ (1 + λe)

]
.

Furthermore,

lim
n→∞

nMα,λ
n (Φ1; x) =

α

(1 + λe)
,

lim
n→∞

nMα,λ
n (Φ2; x) =

(
1 +

1
ρ

)
x,

lim
n→∞

n2Mα,λ
n (Φ4; x) =

3
(
1 + (6 + 8α) ρ − (3 + 8α) ρ2 + λe

(
1 + 6ρ − 3ρ2

))
x2

(1 + λe) ρ2 ,

and

lim
n→∞

n3Mα,λ
n (Φ6; x) =

(1 + ρ) (2 + ρ + 3αρ + λe (2 + ρ)) x5

(1 + λe)3ρ4
.

Remark 3.2.5 Since fourth and sixth central moments are too lengthy and unnecessarily

space consuming, we are omitting their exact values here. Instead, we choose to write

their limiting values, which is useful in the proofs of our main theorems.
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3.3 Main theorems

Theorem 3.3.1 For any f ∈ CB[0,∞), where CB[0,∞) is the class of all continuous and

bounded functions, we have

Mα,λ
n ( f ; x) = f (x) ,

uniformly on any compact subset of [0,∞).

Proof 3.3.2 Taking into account Lemma 3.2.2, we can easily see thatMα,λ
n (es; x) → xs

for each s = 0, 1, 2 and hence using the well known Korovkin’s theorem (93), operators

M
α,λ
n converge uniformly on each compact subset of [0,∞).

3.3.1 Global Approximation

Let us denote Bρ [0,∞) the space of all functions f on positive real axis that satisfy

the condition | f (x)| ≤ M
(
1 + x2

)
where M is a positive constant.

Let Cρ [0,∞) be the subspace of Bρ [0,∞) containing all continuous f on [0,∞)

endowed with the norm:

|| f ||2 = sup
x∈[0,∞)

| f (x)|
1 + x2 .

Also, let Cl
ρ[0,∞) := { f ∈ Cρ[0,∞) : limx→∞

| f (x)|
1+x2 = l, is finite}.

Theorem 3.3.3 For each f ∈ Cl
ρ[0,∞), we have

lim
n→∞

∥∥∥Mα,λ
n ( f ; x) − f

∥∥∥
2

= 0.

Proof 3.3.4 The proof of this theorem is based on the application of Korovkin theorem

(58) defined on the interval [0,∞). Therefore it would suffice if we prove that:

lim
n→∞

∥∥∥Mα,λ
n (es; x) − es

∥∥∥
2

= 0, s = 0, 1, 2. (3.6)

For s = 0, condition (3.6) holds as operatorsMα,λ
n preserve constant functions. Next, we

can write ∥∥∥Mα,λ
n (e1; x) − x

∥∥∥
2
≤ sup

x∈[0,∞)

α

n(1 + λe)(1 + x2)
→ 0,

for adequately large n. Therefore the condition (3.6) is satisfied for s = 1.

Finally, we write,∥∥∥Mα,λ
n (e2; x) − x2

∥∥∥
2
≤ sup

x∈[0,∞)

1
(1 + x2)

{ x
n

(
1 +

1
ρ

)
+

1
n2

(
α2 + 2αλe − αe2λ2

(1 + λe)2

+
α

ρ (1 + λe)

)}
,
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which suggests,

lim
n→∞

∥∥∥Mα,λ
n (e2; x) − e2

∥∥∥
2

= 0.

Hence the theorem.

Next, we denote the r-th order modulus of continuity by ωr ( f , δ) and define it as

ωr ( f , δ) = sup
x∈[0,∞)

sup
0≤h≤δ

∣∣∣∆r
h f (x)

∣∣∣ .
where ∆ denotes the forward difference. In particular, the usual modulus of continuity

is defined for r = 1 and is denoted by ω ( f , δ). Moreover, we define the norm as ‖ f ‖ =

sup
x∈[0,∞)

| f (x)|.

Also, the Peetre’s K-functional for the function g ∈ C2
B[0,∞) is defined as:

K2( f ; δ) = inf
g∈C2

B[0,∞)

{
‖ f − g‖ + δ ‖g′′‖ : g ∈ C2

B[0,∞)
}
,

where

C2
B[0,∞) = {g ∈ CB[0,∞) : g′, g′′ ∈ CB[0,∞)}.

The next theorem establishes the degree of approximation of the operatorsMα,λ
n in

terms of the usual and second order modulus of continuity for f ∈ CB[0,∞).

Theorem 3.3.5 For ~ ∈ C2
B [0,∞), define the auxiliary operators Q̃α,λn as

Q̃α,λn (~; x) =Mα,λ
n (~; x) − ~

(
x +

α

n (1 + λe)

)
+ ~(x), (3.7)

then, there exist a constant C > 0 such that

|Mα,λ
n (~, x) − ~(x)| ≤ Cω2(~,

√
δ) + ω(~, δ(1)

n (x)),

where

δ = δ(2)
n (x) +

(
α

n(1 + λe)

)2

.

Proof 3.3.6 Using Lemma 3.2.2, one can easily observe that Q̃α,λn ((t − x); x) = 0.

Let f ∈ C2
B[0,∞), then by Taylor’s expansion we have

f (t) = f (x) + (t − x) f ′(x) +

t∫
x

(t − u) f ′′(u)du,
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Moreover, we can write,

∣∣∣∣Q̃α,λn ( f ; x) − f (x)
∣∣∣∣ =

∣∣∣∣∣∣∣∣Q̃α,λn


t∫

x

(t − u) f ′′(u)du, x


∣∣∣∣∣∣∣∣

≤

∣∣∣∣∣∣∣∣Mα,λ
n


t∫

x

(t − u) f ′′(u)du, x


∣∣∣∣∣∣∣∣

+

∣∣∣∣∣∣∣∣∣∣
(
x+ α

n(1+λe)

)∫
x

((
x +

α

n (1 + λe)

)
− u

)
f ′′(u)du

∣∣∣∣∣∣∣∣∣∣
≤

Mα,λ
n

(
(t − x)2; x

)
+

(
α

n (1 + λe)

)2 ‖ f ′′‖ . (3.8)

Since we know that, ∣∣∣Mα,λ
n (~; x)

∣∣∣ ≤ ‖~‖ ,
therefore, ∣∣∣∣Q̃α,λn (~; x)

∣∣∣∣ ≤ ∣∣∣Mα,λ
n (~; x)

∣∣∣ +

∣∣∣∣∣∣~
(
x +

α

n (1 + λe)

)∣∣∣∣∣∣ + |~(x)| ≤ 3 ‖~‖ . (3.9)

Finally combining equations (3.7), (3.8) and (3.9), we get∣∣∣Mα,λ
n (~; x) − ~(x)

∣∣∣ ≤ ∣∣∣∣Q̃α,λn (~ − f ); x) − (~ − f )(x)
∣∣∣∣ +

∣∣∣∣Q̃α,λn ( f ; x) − f (x)
∣∣∣∣

+

∣∣∣∣∣∣~(x) − ~
(
x +

α

n(1 + λe)

)∣∣∣∣∣∣
≤ 4 ‖~ − f ‖ +

Mα,λ
n

(
(t − x)2; x

)
+

(
α

n (1 + λe)

)2 ‖ f ′′‖
+

∣∣∣∣∣∣~(x) − ~
(
x +

α

n(1 + λe)

)∣∣∣∣∣∣
≤ C

‖~ − f ‖ +

δ(2)
n (x) +

(
α

n (1 + λe)

)2 ‖ f ′′‖
+ ω

(
~,

α

n (1 + λe)

)
.

Taking infimum over all f ∈ C2
B[0,∞) and using the result K2 ( f , δ) ≤ ω2

(
f ,
√
δ
)

due to

(44), we get the desired outcome.

Theorem 3.3.7 Let ~ ∈ CB(0,∞), then for any r > 0, x ∈ [0, r] and adequately large n,

we have ∣∣∣Mα,λ
n (~; x) − ~ (x)

∣∣∣ ≤ 4H~
(
1 + x2

) D
n

+ 2ωr+1

~, √D
n

 ,
where D is a positive constant.
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Proof 3.3.8 If x ∈ [0, r] and t > r + 1, then t − x > 1. Therefore, we have the following

inequality:

|~ (t) − ~ (x)| ≤ 4H~
(
1 + x2

)
(t − x)2. (3.10)

Again for x ∈ [0, r] and t ∈ [0, r + 1] and using the well known inequality ω ( f , βδ) ≤

(β + 1)ω ( f , δ) , β ∈ (0,∞), one can obtain

|~ (t) − ~ (x)| ≤
(
1 +
|t − x|
δ

)
ωr+1 (~, δ) . (3.11)

From (3.10) and (3.11), we can write

|~ (t) − ~ (x)| ≤ 4H~
(
1 + x2

)
(t − x)2 +

(
1 +
|t − x|
δ

)
ωr+1 (~, δ) .

Applying operators Mα,λ
n in the above relation and making use of Cauchy-Schwarz in-

equality, we get∣∣∣Mα,λ
n (~; x) − ~ (x)

∣∣∣ ≤4H~
(
1 + x2

)
Mα,λ

n

(
(t − x)2; x

)
+

(
1 +

1
δ
Mα,λ

n (|t − x| ; x)
)
ωr+1 (~, δ)

≤ 4H~
(
1 + x2

)
Mα,λ

n

(
(t − x)2; x

)
+ 2ωr+1

(
~,

√
M

α,λ
n

(
(t − x)2; x

))
.

SinceMα,λ
n

(
(t − x)2; x

)
≤ D

n , where D is a positive constant, it follows that for adequately

large n, we have

∣∣∣Mα,λ
n (~; x) − ~ (x)

∣∣∣ ≤ 4H~
(
1 + x2

) D
n

+ 2ωr+1

~, √D
n

 .
which is the required result.

3.3.2 Voronovoskaya Theorems

The weighted modulus of continuity Ω ( f , δ) due to (8), for each f ∈ Cl
ρ [0,∞) is

defined as:

Ω ( f , δ) = sup
x∈[0,∞),|h|<δ

| f (x + h) − f (x)|(
1 + h2 + x2 + h2x2) .

In the next theorem, we discuss the quantitative Voronovskaya theorem for the proposed

operators (3.3) and derive a Voronovoskaya asymptotic formula as a resulting corollary,

making use of the following properties of weighted modulus of continuity. For every

f ∈ Cl
f [0,∞),

1. Ω ( f , δ)→ 0 as δ→ 0;

2. | f (t) − f (x)| ≤
(
1 + (t − x)2

) (
1 + x2

)
Ω ( f , |t − x|) .
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Theorem 3.3.9 Let ~′′ ∈ Cl
ρ [0,∞) and x ∈ [0,∞). Then we have∣∣∣∣∣Mα,λ

n (~; x) − ~(x) −
α

n (1 + λe)
~′ (x)

−
1
2

(
x
n

(
1 +

1
ρ

)
+

1
n2

(
α2 + 2αλe − αe2λ2

(1 + λe)2 +
α

ρ (1 + λe)

))
~′′ (x)

∣∣∣∣∣∣
≤

8
(
1 + x2

)
n

Ω

(
~′′,

1
√

n

)
.

Proof 3.3.10 By Taylor’s expansion, we may write

Mα,λ
n (~; x) − ~(x) =Mα,λ

n ((~(t) − ~(x)) ; x)

=Mα,λ
n

(
(t − x) ~′ (x) +

(t − x)2

2
~′′ (x) +λ̄ (t, x) (t − x)2; x

)
,

whereλ̄ (t, x) = (~′′ (ς) − ~′′ (x))/2 is a continuous function which tends to zero at 0 and ς

lies between x and t. Using Lemma 3.2.4, we get∣∣∣∣∣Mα,λ
n (~; x) − ~(x) −

α

n (1 + λe)
~′ (x)

−
1
2

(
x
n

(
1 +

1
ρ

)
+

1
n2

(
α2 + 2αλe − αe2λ2

(1 + λe)2 +
α

ρ (1 + λe)

))
~′′ (x)

∣∣∣∣∣∣
≤ Mα,λ

n

(
|λ̄ (t, x)| (t − x)2; x

)
.

With simple manipulations in Property (2) of weighted modulus of continuity and using

|ς − x| ≤ |t − x|, we can write

|λ̄ (t, x)| ≤ 8
(
1 + x2

) (
1 +

(t − x)4

δ4

)
Ω

(
~′′, δ

)
,

which implies that

|λ̄ (t, x)| (t − x)2
≤ 8

(
1 + x2

) (
(t − x)2 +

(t − x)6

δ4

)
Ω

(
~′′, δ

)
.

Therefore in view of Lemma 3.2.4, we can write

Mα,λ
n

(
|λ̄ (t, x)| (t − x)2; x

)
≤ 8

(
1 + x2

)
Ω

(
~′′, δ

) {
δ(2)

n (x) +
1
δ4 δ

(6)
n (x)

}
,

as n→ ∞.

Choosing δ = 1
√

n , we get the desired outcome.

Corollary 3.3.11 Let f be a bounded and integrable function on the interval [0,∞) such

that the second derivative of f exists at a fixed point x ∈ [0,∞). Then

lim
n→∞

n(Mα,λ
n ( f ; x) − f (x)) =

α

(1 + λe)
f ′(x) + x

(
1 +

1
ρ

)
f ′′(x).
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3.3.3 Functions of derivatives of Bounded Variation

Next we estimate the rate of convergence of the operators (3.3) for functions with

derivatives of bounded variation defined on [0,∞).

Let f ∈ DBVτ[0,∞) be the class of functions whose derivatives are of bounded vari-

ation on any finite subinterval of [0,∞) and satisfy the growth condition | f (t)| ≤ Ktτ, τ >

0,∀t > 0 and constant K > 0. For such functions, let us represent our proposed operators

(3.3) in the following form:

Mα,λ
n ( f ; x) =

∞∫
0

q
α,λ
n,ρ (x; t) f (t)dt, (3.12)

where qα,λn,ρ (x; t) =
∞∑

k=0
sα,λn,k (x)lρn,k(t) as defined in (3.3).

Lemma 3.3.12 For x ∈ [0,∞) and adequately large n, we have

(i) if 0 ≤ y < x, then

ϑn (x, y) =

∫ y

0
q
α,ρ
n (x; t) dt ≤

Kδ(2)
n (x)

n(x − y)2 ,

(ii) and if x < z ≤ ∞, then

1 − ϑn (x, z) =

∫ ∞

z
q
α,ρ
n (x; t) dt ≤

Kδ(2)
n (x)

n(z − x)2 .

Proof 3.3.13 (i) Taking into account Lemma 3.2.2 and proposed operators (3.3), we have

ϑn (x, z) =

∫ y

0
q
α,ρ
n (x; t) dt

≤

∫ y

0
q
α,ρ
n (x; t)

(
x − t
x − y

)2

dt =
1

(x − y)2

∫ y

0
(t − x)2

q
α,ρ
n (x; t) dt

≤
1

(x − y)2M
α,λ
n

(
(t − x)2; x

)
≤

Kδ(2)
n (x)

n(x − y)2

Proof of (ii) is similar to (i).

Theorem 3.3.14 Consider a function f whose derivative is of bounded variation on every

sub-interval of [0,∞) that satisfies the growth condition | f (t)| ≤ Ktτ for some absolute

constant K and τ > 0. If there exists an integer γ, (2γ ≥ τ) such that f (t) ≤ O (tγ) for

every t > 0, then for γ > 0, x ∈ [0,∞) and sufficiently large n, we have
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∣∣∣Mα,λ
n ( f ; x) − f (x)

∣∣∣ ≤ 1
2

(
f ′ (x+) + f ′ (x−)

)
δ(1)

n (x)

+

√
Kδ(2)

n (x)
4n

| f ′ (x+) − f ′ (x−)| +
x
√

n

x+ x√
n

∨
x− x√

n

(
f ′x

)
+

Kδ(2)
n (x)
nx

[√n]∑
k=1

x+ x√
k
∨

x− x
k

(
f ′x

)
+

Kδ(2)
n (x)
nx2 | f (2x) − f (x) − x f ′ (x)|

+ ℘(γ, τ, x) +
Kδ(2)

n (x)
nx2 | f (x)| +

√
Kδ(2)

n (x)
n

f ′ (x+) ,

where
a
∨
b

( f ) denotes the total variation of f on any finite subinterval [a, b] of [0,∞) and

℘(γ, τ, x) := 2γ
 ∞∫

0
(t − x)2τ

q
α,λ
n,ρ (x; t) dt

 γ
2τ

.

Proof 3.3.15 For x ∈ [0,∞), we can write for our proposed operators (3.12) that:

Mα,λ
n ( f ; x) − f (x) =

∞∫
0

q
α,λ
n,ρ (x; t) ( f (t) − f (x)) dt

=

∞∫
0

q
α,λ
n,ρ (x; t)


t∫

x

f ′ (x) du

 dt. (3.13)

Also for any f ∈ DBVγ[0,∞), we have,

f ′ (u) =
1
2

(
f ′ (x+) + f ′ (x−)

)
+ f ′x (u) +

1
2

(
f ′ (x+) − f ′ (x−)

)
sgn (u − x)

+ δx (u)
(

f ′ (u) −
1
2

(
f ′ (x+) + f ′ (x−)

))
, (3.14)

where

δx(u) =

 1, u = x,

0, u , x.

It can be easily verified that:

∞∫
0


t∫

x

(
f ′ (u) −

1
2

(
f ′ (x+) + f ′ (x−)

))
δx(u)du

qα,λn,ρ (x; t) dt = 0.

Now, in view of our proposed operators (3.12), we may write,

∞∫
0


t∫

x

(
1
2

(
f ′ (x+) + f ′ (x−)

))
du

qα,λn,ρ (x; t) dt

=
1
2

(
f ′ (x+) + f ′ (x−)

)
Mα,λ

n ((t − x); x) .
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Moreover,

∞∫
0


t∫

x

(
1
2

(
f ′ (x+) − f ′ (x−)

)
sgn(u − x)

)
du

qα,λn,ρ (x; t) dt

≤
1
2
| f ′ (x+) − f ′ (x−)|

∞∫
0

|t − x| qα,λn,ρ (x; t) dt

≤
1
2
| f ′ (x+) − f ′ (x−)|

(
Mα,λ

n

(
(t − x)2; x

))1/2
. (3.15)

Making use of equations (3.14)-(3.15) and Lemma 3.2.2 in (3.13), we get

Mα,λ
n ( f ; x) − f (x) ≤

1
2

(
f ′ (x+) + f ′ (x−)

)
Mα,λ

n ((t − x) ; x)

+
1
2
| f ′ (x+) − f ′ (x−)|

(
Mα,λ

n

(
(t − x)2; x

))1/2

+

∞∫
0


t∫

x

f ′x (x) du

 qα,λn,ρ (x; t) dt

≤
1
2

(
f ′ (x+) + f ′ (x−)

)
Mα,λ

n ((t − x) ; x)

+

√
Kδ2

n (x)
4n

| f ′ (x+) − f ′ (x−)|

+

∞∫
0


t∫

x

f ′x (x) du

 qα,λn,ρ (x; t) dt. (3.16)

Taking absolute values on both sides and rewriting (3.16) as:∣∣∣Mα,λ
n ( f ; x) − f (x)

∣∣∣ ≤1
2

(
f ′ (x+) + f ′ (x−)

)
Mα,λ

n ((t − x) ; x)

+

√
Kδ2

n (x)
4n

| f ′ (x+) − f ′ (x−)| + Pn1 (x) + Pn2 (x) , (3.17)

where

Pn1 (x) =

∣∣∣∣∣∣∣∣
x∫

0


t∫

x

f ′x (x) du

 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣∣∣ ,
and

Pn2 (x) =

∣∣∣∣∣∣∣∣
∞∫

x


t∫

x

f ′x (x) du

 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣∣∣ .
Integrating by parts after applying Lemma 3.3.12, and taking y = x − x

√
n , we obtain

Pn1 (x) ≤

x− x√
n∫

0

ϑn(x; t)
∣∣∣ f ′x (t)

∣∣∣ dt +

x∫
x− x√

n

ϑn(x; t)
∣∣∣ f ′x (t)

∣∣∣ dt
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Since f ′x(x) = 0 and ϑn(x; t) ≤ 1, it implies

x∫
x− x√

n

ϑn(x; t)
∣∣∣ f ′x (t)

∣∣∣ dt =

x∫
x− x√

n

ϑn(x; t)
∣∣∣ f ′x (t) − f ′x (x)

∣∣∣ dt

≤

x∫
x− x√

n

x
∨
t

(
f ′x

)
dt ≤

x
√

n

x
∨

x− x√
n

(
f ′x

)
.

Again using Lemma 3.3.12 and substituting y = x − x
u , we have:

x− x√
n∫

0

ϑn(x; t)
∣∣∣ f ′x (t)

∣∣∣ dt ≤
Kδ(2)

n (x)
n

x− x√
n∫

0

∣∣∣ f ′x (t)
∣∣∣

(x − t)2 dt

≤
Kδ(2)

n (x)
nx

√
n∫

1

x
∨

x− x
u

(
f ′x

)
du

≤
Kδ(2)

n (x)
nx

[√n]∑
k=1

x
∨

x− x
k

(
f ′x

)
Thus, we can write Pn1 (x) as:

Pn1 (x) ≤
x
√

n

x
∨

x− x√
n

(
f ′x

)
+

Kδ(2)
n (x)
nx

[√n]∑
k=1

x
∨

x− x
k

(
f ′x

)
. (3.18)

Next, to estimate Pn2 (x), we have

Pn2 (x) ≤

∣∣∣∣∣∣∣∣
2x∫

x


t∫

x

f ′x (u) du

 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣∣∣ +

∣∣∣∣∣∣∣∣
∞∫

2x


t∫

x

f ′x (u) du

 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣∣∣
≤ An (x) + Bn (x) ,

where

An (x) =

∣∣∣∣∣∣∣∣
2x∫

x


t∫

x

f ′x (u) du

 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣∣∣ ,
and

Bn (x) =

∣∣∣∣∣∣∣∣
∞∫

2x


t∫

x

f ′x (u) du

 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣∣∣ .
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Since 1 − ϑn(x, t) ≤ 1, by putting t = x + x
u successively, we have

An (x) =

∣∣∣∣∣∣∣∣
2x∫

x

f ′x (u) (1 − ϑn(x, 2x)) du −

2x∫
x

f ′x (t) (1 − ϑn(x, t) dt

∣∣∣∣∣∣∣∣
≤

Kδ(2)
n (x)
nx2 | f (2x) − f (x) − x f ′ (x)| +

x+ x√
n∫

x

∣∣∣ f ′x (t)
∣∣∣ |1 − ϑn (x, t)|dt

+

2x∫
x+ x√

n

∣∣∣ f ′x (t)
∣∣∣ |1 − ϑn (x, t)|dt

≤
Kδ(2)

n (x)
nx2 | f (2x) − f (x) − x f ′ (x)| +

Kδ(2)
n (x)
n

2x∫
x+ x√

n

V t
x( f ′x)

(t − x)2 dt

+

x+ x√
n∫

x

t
∨
x
( f ′x)dt

≤
Kδ(2)

n (x)
nx2 | f (2x) − f (x) − x f ′ (x)| +

Kδ(2)
n (x)
n

[
√

n]∑
k=1

x+ x√
k
∨
x

(
f ′x

)
+

x
√

n

x+ x√
n

∨
x

(
f ′x

)
Further we estimate the value of Bn (x) as follows:

Bn (x) =

∣∣∣∣∣∣∣∣
∞∫

2x


t∫

x

f ′x(u)du

 qα,λn,ρ (x; t)dt

∣∣∣∣∣∣∣∣
≤

∞∫
2x

tγqα,λn,ρ (x; t) dt + | f (x)|

∞∫
2x

q
α,λ
n,ρ (x; t) dt +

√
Kδ(2)

n (x)
n

f ′(x+) (3.19)

It is obvious that t ≤ 2(t− x) and x ≤ t− x, when t ≥ 2x. Now applying Hölder’s inequality

in the first term of (3.19), we get

Bn (x) =2γ


∞∫

0

(t − x)2τ
q
α,λ
n,ρ (x; t) dt


γ
2τ

+
Kδ(2)

n (x)
nx2 | f (x)|

+

√
Kδ(2)

n (x)
n

f ′ (x+)

= ℘(γ, τ, x) +
Kδ(2)

n (x)
nx2 | f (x)| +

√
Kδ(2)

n (x)
n

f ′ (x+) (3.20)

Finally combining equations (3.18)-(3.20) and putting values of Pn1 (x) and Pn2 (x) in

(3.17) we get the required result and the theorem is proved.
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Example 3.3.16 Let f (x) = x4 − 3x3 + 2x2 + 1. We choose parameters α = λ = 2 and

ρ = 3. For n = 10, 50, 100, 200, we have the following representations:

(a) Figure 3.1 shows the rate of approximation of the operatorsMα,λ
n towards the func-

tion f (x). Clearly the proposed operators (3.3) converge to the function f (x) for

sufficiently large n.

(b) In Figure 3.2, the associated absolute error Θn = |Mα,λ
n ( f ; x) − f (x)| is represented

graphically for x ∈ [0,∞) . It can be observed that error is monotonically decreas-

ing for increasing n.

(c) An error estimation table for arbitrary values of x in interval [0,∞) is provided in

Table 3.1 which depicts that for higher value of n, the error approaches to zero.

Therefore it can be concluded that proposed operators (3.3) provide good approximation

for n adequately large.

0.0 0.5 1.0 1.5 2.0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

f(x) n=10 n=50 n=100 n=200

Figure 3.1: Convergence ofMα,λ
n ( f ; x) for the polynomial function f (x) = x4−3x3+2x2+1

with parameters α = λ = 2 ρ = 3.
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0.0 0.5 1.0 1.5 2.0 2.5

0.0
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0.4

0.6

0.8

1.0

1.2

Θ10 Θ50 Θ100 Θ200

Figure 3.2: Absolute error Θn = Mα,λ
n ( f ; x) − f (x)| of the proposed operators for f (x) =

x4 − 3x3 + 2x2 + 1 with parameters α = λ = 2 ρ = 3.

Example 3.3.17 Figure 3.3 illustrates the effect of increase in values of parameter ρ on

the rate of convergence of proposed operatorsMα,λ
n for the function f (x) = 4x(x−1.1)(x−

1.9) while keeping the value of α, λ and n fixed. Here we chose n = 10 and α = λ = 2 to

show the impact of the parameter ρ clearly. One can easily deduce from the figure that as

we increase the value of ρ the rate of convergence gets relatively faster.
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Table 3.1: Table for Absolute error Θn = |Mα,λ
n ( f ; x) − f (x)| of the proposed operators

M
α,λ
n .

x Θ10 Θ50 Θ100 Θ200

0.4 0.01008 0.00857 0.00459 0.00236

0.8 0.16621 0.06526 0.03455 0.01775

1.2 0.23245 0.12043 0.06478 0.03353

1.6 0.04548 0.12322 0.06985 0.03698

2.0 0.92183 0.02279 0.02434 0.01540

2.4 2.65087 0.23173 0.09718 0.04392

2.8 5.48687 0.69118 0.32014 0.15371

3.2 9.68409 1.40641 0.66997 0.32667

3.6 15.49680 2.42828 1.17209 0.57553

4.0 23.17920 3.80765 1.85192 0.91298

0.0 0.5 1.0 1.5 2.0 2.5

-1

0

1

2

3

4

5

f(x) =2 =5 =25

Figure 3.3: Effect of increase in parametric value ρ for given n = 10, α = λ = 2 on the

convergence rate of proposed operators.



Chapter 4

Convergence estimates of certain
gamma type operators

Researchers have spent the last few decades studying a large array of approximation op-

erators due to the development of theory of gamma function. This chapter focuses mainly

on the investigation of a modification of certain gamma-type operators. These operators

preserve the test functions es = ts, s ∈ N and it can be observed that the best approx-

imation is attained while preservation of the test function e3. We have investigated the

approximation properties of these operators in the sense of the usual modulus of continu-

ity and Peetre’s K-functional. Further, the degree of approximation is also established for

the function of bounded variation. The results are validated with some figures and error

table.

4.1 Introduction

A vital tool among the researchers to study linear positive operators is Euler’s gamma

function, which for r > 0 is defined as follows:

Γ (r) =

∫ ∞

0
e−ttr−1dt.

For (a, b) ∈ R, Miheşan (109) defined a more general linear transform of f , also called

the (a, b)−gamma transform, as follows:

Γ(r)(a,b) ( f ; x) =
1

Γ (r)

∫ ∞

0
e−ttr−1 f

(
xe−bt

( t
r

)a)
dt. (4.1)

67
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The transform (4.1) reproduces distinct integral operators for different values of a, b

and r. For b = 0, a = −1 and r = n+1, one can obtain a particular operator first introduced

and studied by Lupaş and Müller (104) and also referred to as gamma operators. Let E

be the space of all measurable real-valued function f defined on the interval (0,∞) and

locally bounded in any subinterval [c, d], 0 < c < d < ∞. Then for any f ∈ E, the gamma

operators are described in the following manner:

Gn ( f ; x) =
1

Γ (n + 1)

∫ ∞

0
e−ttn f

(
(n + 1)x

t

)
dt.

The function f ∈ E must satisfy the following conditions:

• | f (t)| ≤ pec/t as t → 0 for some constants p and c.

• | f (t)| ≤ q
(
1 + td

)
as t → ∞ for some constants q and d.

It was also verified that for a fixed x > 0, Gn ( f ; x) exists for n ≥ max {[c/x] + 1, [d]},

where [c] represents the greatest integer function. With change of variables t = ux, one

can yield an alternate representation of the above operators

Gn ( f ; x) =
xn+1

Γ (n + 1)

∫ ∞

0
e−uxun f

(n
u

)
du. (4.2)

Mazhar (107) introduced another sequence of operators based upon operators (4.2) which

are represented by following formula

Fn ( f ; x) =

∞∫
0

gn (x, u) du

∞∫
0

gn−1 (u, t) f (t) dt

=
(2n)!xn+1

n! (n − 1)!

∞∫
0

tn−1

(x + t)2n+1 f (t) dt, (4.3)

for n > 1, x > 0 and the condition that the integral is convergent for any f .

Using similar techniques due to Mazhar (107), authors in (81; 105) have also pro-

posed their respective gamma type operators. In the past few decades, integral operators

has become an extensive area of research and studies have been dedicated towards analyz-

ing their approximation behaviours. We suggest articles by (38; 90; 98; 110; 111; 130).

King (91) proposed a modification of Bernstein operators which preserve the test

functions e0(t) = 1 and e2(t) = t2. Inspired by this approach, many other mathematicians

devoted their research to produce modifications of well-known approximation processes

fixing certain (polynomial, exponential, or more general) functions and to study their

approximation and shape preserving properties. One can refer to the articles (51; 63; 77;

119). In this article, we use a similar approach to present a modification of operators (4.3)
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such that the modified operator preserves the test function es(x) = xs, s ∈ N. We begin

by setting ℘n,s (x) ∈ (0,∞) and rewriting operators (4.3) as

F̃n,s ( f ; x) =
(2n)!

(
℘n,s (x)

)n+1

n! (n − 1)!

∞∫
0

tn−1(
℘n,s (x) + t

)2n+1 f (t) dt. (4.4)

Assuming the operators (4.4) preserve the test function es, s ∈ N, we can write

F̃n,s (ts; x) = xs =
(2n)!

n! (n − 1)!

∞∫
0

(
℘n,s (x)

)n+1tn−1(
℘n,s (x) + t

)2n+1 · t
sdt

=
(n + s − 1)! (n − s)!

n! (n − 1)!
(
℘n,s (x)

)s

=
(n)s

(n − s + 1)s

(
℘n,s (x)

)s,

implying

℘n,s (x) =

[
(n − s + 1)s

(n)s

]1/s

x,

where (n)s denotes the rising factorial with (n)0 = 1, (n)s = n (n + 1) · · · (n + s − 1) .

Therefore our proposed modified operators take the form:

F̃n,s ( f ; x) =
(2n)!xn+1

n! (n − 1)!

(
(n − s + 1)s

(n)s

)n+1/s ∞∫
0

tn−1((
(n−s+1)s

(n)s

)1/s
x + t

)2n+1 f (t) dt, (4.5)

It is noteworthy that as special cases, for s = 1 the modified operators resolve into opera-

tors (4.3) and for s = 2 into operators due to Izgi and Büyükyazici (81).

Followed by some useful lemmas, in this chapter, we determine the rate of conver-

gence of the proposed operators in terms of usual modulus of continuity and Peetre’s K-

functional. Further, the degree of approximation is also established for the function of

bounded variation. We also illustrate via figures and tables that the proposed modification

provides better approximation for preservation of test function e3.

Remark 4.1.1 For convenience sake, we shall take

℘s (n) =

(
(n − s + 1)s

(n)s

)1/s

,

wherever deemed necessary such that our modified operators (4.5) transform into

F̃n,s ( f ; x) =
(2n)!(℘s (n) x)n+1

n! (n − 1)!

∞∫
0

tn−1

(℘s (n) x + t)2n+1 f (t) dt. (4.6)
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4.2 Auxiliary Results

We shall require the following lemmas to achieve our main results:

Lemma 4.2.1 Let em (t) = tm, then the m − th order moment with m ∈ N ∪ {0} and s ∈ N

can be determined by the following relation:

F̃n,s (em; x) =

[
(n − s + 1)s

(n)s

]m/s (n)m

(n − m + 1)m
xm.

Therefore, first few moments are

F̃n,s (e0; x) = 1;

F̃n,s (e1; x) =
(

(n−s+1)s
(n)s

)1/s
x;

F̃n,s (e2; x) =
(n+1)
(n−1)

(
(n−s+1)s

(n)s

)2/s
x2;

F̃n,s (e3; x) =
(n+2)(n+1)
(n−2)(n−1)

(
(n−s+1)s

(n)s

)3/s
x3;

F̃n,s (e4; x) =
(n+3)(n+2)(n+1)
(n−3)(n−2)(n−1)

(
(n−s+1)s

(n)s

)4/s
x4.

Lemma 4.2.2 Let us denote the central moments of the proposed operators (4.6) as

ξ
F̃n,s
v (x) = F̃n,s ((t − x)v; x), v = 1, 2, 3, · · · , then the central moments satisfy the follow-

ing recursion formula:

[m − n] ξF̃n,s
v+1 (x) = x [n (1 − ℘s (n)) − m (℘s (n) + 2)] ξF̃n,s

v (x)

− mx2 [℘s (n) + 1] ξF̃n,s
v−1 (x)

where ℘s (n) =
(

(n−s+1)s
(n)s

)1/s
.

Proof 4.2.3 The proposed operators (4.6) can be rewritten as:

F̃n,s ( f ; x) =

∫ ∞

0
}n,s (x, t) f (t) dt,

where

}n,s (x, t) =
(2n)!

n! (n − 1)!
(℘s (n) x)n+1t

n−1

(℘s (n) x + t)2n+1 . (4.7)

Differentiating (4.7) on both sides with respect to t, we obtain,

∂

∂t
}n,s (x, t) =

(2n)!
n! (n − 1)!

(℘s (n) x)n+1t
n−1

(℘s (n) x + t)2n+1

(
− (n + 2) t + ℘s (n) (n − 1) x

t (℘s (n) x + t)

)
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which can be rewritten as:

t (℘s (n) x + t)
∂

∂t
}n,s (x, t) = }n,s (x, t) (− (n + 2) t + ℘s (n) (n − 1) x)

= }n,s (x, t) (− (n + 2) (t − x) − x (n + 2 − ℘s (n) (n − 1))) .

Multiplying (t− x)v on both sides and integrating with respect to t from t = 0 to t = ∞, we

get, ∫ ∞

0
t (℘s (n) x + t)

(
∂

∂t
}n,s (x, t)

)
(t − x)vdt

=

∫ ∞

0
(− (n + 2) (t − x) − x (n + 2 − ℘s (n) (n − 1))) }n,s (x, t)(t − x)vdt (4.8)

= − (n + 2)
∫ ∞

0
}n,s (x, t)(t − x)v+1dt

− x (n + 2 − ℘s (n) (n − 1))
∫ ∞

0
}n,s (x, t)(t − x)vdt

= − (n + 2) ξF̃n,s
v+1 (x) − x (n + 2 − ℘s (n) (n − 1)) ξF̃n,s

v (x) . (4.9)

Moreover, we can write,

t (℘s (n) x + t) = (t − x)2 + x (℘s (n) + 2) (t − x) + x2 (℘s (n) + 1) . (4.10)

Applying (4.10) in left hand side of (4.8) and further integrating by parts, we have:∫ ∞

0
t (℘s (n) x + t)

(
∂

∂t
}n,s (x, t)

)
(t − x)vdt

=

∫ ∞

0
}n,s (x, t)(t − x)v+2dt + x (℘s (n) + 2)

∫ ∞

0
}n,s (x, t)(t − x)v+1dt

+ x2 (℘s (n) + 1)
∫ ∞

0
}n,s (x, t)(t − x)vdt

= − (v + 2) ξF̃n,s
v+1 (x) − (v + 1) x (℘s (n) + 2) ξF̃n,s

v (x) − vx2 (℘s (n) + 1) ξF̃n,s
v−1 (x) . (4.11)

Using expressions (4.9) and (4.11) in relation (4.8), we have:

}n,s (x, t) (− (n + 2) (t − x) − x (n + 2 − ℘s (n) (n − 1)))

= − (v + 2) ξF̃n,s
v+1 (x) − (v + 1) x (℘s (n) + 2) ξF̃n,s

v (x) − vx2 (℘s (n) + 1) ξF̃n,s
v−1 (x) .

Simplifying terms on either side, we obtain the required recurrence relation.
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In view of the above recursion formula, the first few central moments are

ξ
F̃n,s
1 (x) =

[(
(n−s+1)s

(n)s

)1/s
− 1

]
x;

ξ
F̃n,s
2 (x) =

[
(n+1)
(n−1)

(
(n−s+1)s

(n)s

)2/s
− 2

(
(n−s+1)s

(n)s

)1/s
+ 1

]
x2;

ξ
Fn,s
4 (x) =

[
(n+3)(n+2)(n+1)
(n−3)(n−2)(n−1)

(
(n−s+1)s

(n)s

)4/s
−

4(n+2)(n+1)
(n−2)(n−1)

(
(n−s+1)s

(n)s

)3/s
+

6(n+1)
(n−1)

(
(n−s+1)s

(n)s

)2/s

−4
(

(n−s+1)s
(n)s

)1/s
+ 1

]
x4.

Definition 4.2.4 (33)A Lebesgue point of the function f is a point x ∈ R that holds the

following condition:

lim
~→0+

1
~

∫ ~

0
| f (x + t) − f (x)|dt = 0.

4.3 Main Results

For all f ∈ CB(0,∞) and δ > 0, the following inequality holds:

| f (t) − f (x)| ≤ ω ( f , δ)
(
1 +
|t − x|
δ

)
where by ω ( f , δ) we mean the first order modulus of continuity or usual modulus of

continuity as defined in subsection (1.1.2).

Theorem 4.3.1 For f ∈ CB[0,∞), we have,∣∣∣∣F̃n,s ( f ; x) − f (x)
∣∣∣∣ ≤ M̧ω ( f , err (s)) ,

where M̧ is a positive constant and err(s) is the error function of s = 1, 2, 3, · · · , defined

by err (s) =

√
ξ
F̃n,s
2 (x).

Proof 4.3.2 We begin with,∣∣∣∣F̃n,s ( f ; x) − f (x)
∣∣∣∣ ≤ (2n)!(℘s (n) x)n+1

n! (n − 1)!

∞∫
0

tn−1

(℘s (n) x + t)2n+1 | f (t) − f (x)| dt

≤ ω ( f , δ)
(2n)!(℘s (n) x)n+1

n! (n − 1)!

∞∫
0

tn−1

(℘s (n) x + t)2n+1

(
1 +
|t − x|
δ

)
dt

≤ ω ( f , δ)

1 +

√
ξ
F̃n,s
n,2 (x)

δ


≤ M̧ω

 f ,

√
ξ
F̃n,s
n,2 (x)

 ,
where δ = err (s) =

√
ξ
F̃n,s
n,2 (x).
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In particular, for s = 1, 2, 3, we have∣∣∣∣F̃n,1 ( f ; x) − f (x)
∣∣∣∣ ≤ M̧ω

 f , x

√
2

n − 1

 ,
∣∣∣∣F̃n,2 ( f ; x) − f (x)

∣∣∣∣ ≤ M̧ω

 f , x

√√
2
(√

n + 1 −
√

n − 1
)

√
n + 1

 ,
∣∣∣∣F̃n,3 ( f ; x) − f (x)

∣∣∣∣ ≤ M̧ω

 f , x

√(
(n − 2)2 (n + 1)
(n + 2)2 (n − 1)

)1/3

−
2 (n − 2) (n − 1)
(n + 2) (n + 1)

+ 1

 .

Table 4.1: Table for error function err(s)

n err(1) err(2) err(3) err(4) err(5) err(6)

5 0.7071x 0.6058x 0.5774x 0.6057x 0.6756x x

7 0.5773x 0.5176x 0.5000x 0.5169x 0.5562x 0.6128x

10 0.4714x 0.4369x 0.4264x 0.4359x 0.4606x 0.4957x

50 0.2020x 0.1990x 0.1980x 0.1989x 0.2017x 0.2061x

100 0.1421x 0.1411x 0.1407x 0.1411x 0.1421x 0.1437x

1000 0.0447x 0.0447x 0.0447x 0.0447x 0.0447x 0.0448x

Remark 4.3.3 From Table 4.1, it can be noted that the error is monotonically decreasing

from s = 1 to s = 3 and then begins to rise again. Therefore we can say that the proposed

operators F̃n,s ( f ; x) provide better approximation until they preserve the test function e3.

This can also be seen from the fact that for x ∈ (0,∞) and n ≥ 1,√
2

n − 1
≥

√√
2
(√

n + 1 −
√

n − 1
)

√
n + 1

≥

√(
(n − 2)2 (n + 1)
(n + 2)2 (n − 1)

)1/3

−
2 (n − 2) (n − 1)
(n + 2) (n + 1)

+ 1

Also, given Table 4.1, we conclude that for higher–order preservation of test functions

such as e4 or e5, we cannot achieve better approximation. However, the convergence of

the proposed operators occurs in all the cases for an adequately large value of n.

Example 4.3.4 Consider the polynomial function f (x) = 8x3 + 10x + 6. Below are the

figures (figs. 4.1 to 4.6) depicting the convergence of the operators F̃n,s ( f ; x) towards

the function f (x) for s = 1, 2, 3, 4, 5, 6, i.e., for the preservation of the test functions

e1, e2, e3, e4, e5, e6. It can be observed from the graphs, that the proposed modified

operators (4.6) approximate the function f (x) better when they preserve the test function

e3.
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Figure 4.1: Convergence of F̃n,s ( f ; x) (Cyan) towards f (x) (Blue) while preserving test

function e1.

Figure 4.2: Convergence of F̃n,s ( f ; x) (Yellow) towards f (x) (Blue) while preserving test

function e2.
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Figure 4.3: Convergence of F̃n,s ( f ; x) (Red) towards f (x) (Blue) while preserving test

function e3.

Figure 4.4: Convergence of F̃n,s ( f ; x) (Green) towards f (x) (Blue) while preserving test

function e4.
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Figure 4.5: Convergence of F̃n,s ( f ; x) (Orange) towards f (x) (Blue) while preserving test

function e5.

Figure 4.6: Convergence of F̃n,s ( f ; x) (Grey) towards f (x) (Blue) while preserving test

function e6.
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Theorem 4.3.5 Let f ∈ CB[0,∞), then there exists a constant C > 0 such that∣∣∣∣F̃n,s ( f ; x) − f (x)
∣∣∣∣ ≤ ω2

(
f ,

√
δn,s

)
+ ω

 f ,

∣∣∣∣∣∣∣
(
(n − s + 1)s

(n)s

)1/s

− 1

∣∣∣∣∣∣∣ x

 ,
where

δn,s =

 2n
n − 1

(
(n − s + 1)s

(n)s

)2/s

− 4
(
(n − s + 1)r

(n)s

)1/s

+ 2
 x2.

Proof 4.3.6 We begin by defining an auxiliary sequence of operators,

Tn,s ( f ; x) = F̃n,s ( f ; x) − f

( (n − s + 1)s

(n)s

)1/s

x

 + f (x), (4.12)

In view of Lemma 4.2.1, one can observe that the above defined operators preserve both

constant and linear functions. Let h ∈ C2
B(0,∞), where

C2
B(0,∞) = {h ∈ CB[0,∞) : h′, h′′ ∈ CB[0,∞)}

and x, t ∈ (0,∞), then by Taylor’s expansion we have,

h(t) = h(x) + (t − x)h′(x) +

t∫
x

(t − u)h′′(u)du.

From (4.12) and the fact that Tn,s ((t − x); x) = 0 , we have∣∣∣Tn,s(h; x) − h(x)
∣∣∣ =

∣∣∣∣∣∣Tn,s

(∫ t

x
(t − v)h′′(v)dv; x

)∣∣∣∣∣∣
6

∣∣∣∣∣∣F̃n,s

(∫ t

x
(t − v)h′′(v)dv, x

)∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣
∫ ( (n−s+1)s

(n)s

)1/s
x

x

( (n − s + 1)s

(n)s

)1/s

x − v

 h′′(v)dv
∣∣∣∣∣∣∣∣

6

ξF̃n,s
2 (x) +

( (n − s + 1)s

(n)s

)1/s

x − x

2 ‖h′′‖ . (4.13)

Also, in view of Lemma 4.2.1, we have∣∣∣∣F̃n,s ( f ; x)
∣∣∣∣ 6 ‖ f ‖ . (4.14)

Combining equations (4.12), (4.13) and (4.14), we get∣∣∣∣F̃n,s ( f ; x) − f (x)
∣∣∣∣ 6 ∣∣∣Tn,s(( f − h); x) − ( f − h)(x)

∣∣∣ +
∣∣∣Tn,s(h; x) − h(x)

∣∣∣
+

∣∣∣∣∣∣∣ f (x) − f

( (n − s + 1)s

(n)s

)1/s

x


∣∣∣∣∣∣∣

6 4 ‖ f − h‖ +

ξF̃n,s
2 (x) +

( (n − s + 1)s

(n)s

)1/s

x − x

2 ‖h′′‖
+ ω

 f ,

∣∣∣∣∣∣∣
(
(n − s + 1)s

(n)s

)1/s

x − x

∣∣∣∣∣∣∣
 .
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Taking infimum over all h ∈ C2
B(0,∞) and using Peetre’s K-functional defined in subsec-

tion (1.1.3), we have

∣∣∣∣F̃n,s ( f ; x) − f (x)
∣∣∣∣ ≤ {
‖ f − h‖ + δn,s ‖h

′′‖
}
+ ω

 f ,

∣∣∣∣∣∣∣
(
(n − s + 1)s

(n)s

)1/s

x − x

∣∣∣∣∣∣∣


≤ K2
(
f , δn,s

)
+ ω

 f ,

∣∣∣∣∣∣∣
(
(n − s + 1)s

(n)s

)1/s

x − x

∣∣∣∣∣∣∣
 .

Finally, using Theorem 2.4 (p 177) by Devore and Lorentz (44), we obtain the required

result.

4.3.1 Functions of bounded variation

In the next section, we investigate the behaviour of operators (4.6) for functions

having bounded variation in the interval (0,∞). We attempt to derive an estimate of

their rate of pointwise convergence with the help of Lebesgue point of functions f (x) and

Lebesgue-Stieltjes Integral.

For the proof of this theorem, we begin by considering the equivalent form of the

operators (4.6) as follows:

F̃n,s ( f ; x) =

∞∫
0

}n,s(x, t) f (t)dt, (4.15)

where

}n,s (x, t) =

 0, t = 0
(2n)!

n!(n−1)!
tn−1(℘s(n)x)n+1

(℘s(n)x+t)2n+1 , 0 < t < ∞.

Lemma 4.3.7 For all x ∈ [0,∞), if 0 ≤ y < x, we have

ϑn,s (x, y) =

∫ y

0
~n,s(x, t)dt

≤
ξ
F̃n,s
2 (x)

(x − y)2 ≤
Dx2

n (x − y)2 ,

and if x < z < ∞,

1 − ϑn,s (x, z) =

∫ y

0
~n,s(x, t)dt

≤
ξ
F̃n,s
2 (x)

(z − x)2 ≤
Dx2

n (z − x)2 .

for sufficiently large n and an arbitrary positive constant D ≥ 2.
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Theorem 4.3.8 Consider a function f of bounded variation on every finite sub-interval

of (0,∞) which satisfies the growth condition:

| f (t)| ≤ Rtβ,

for some absolute constant R and some β > 0. Then for any ε > 0 and l ∈ N such that

(2l ≥ β), and adequately large n, we have∣∣∣∣F̃n,s ( f ; x) − f (x)
∣∣∣∣ ≤ D

n

n∑
i=1

x+ x√
i
∨

x− x√
i

( f ) + ε

∫ x+δ

x−δ
~n,s (x, t) dt + R22lA (l)

x2l

nl , x ∈ (0,∞)

where δ := x
√

n ,
b
∨
a

( f ) represents the total variation of f on any arbitrary finite sub–interval

[a, b] and D is an arbitrary positive constant.

Proof 4.3.9 We can write,∣∣∣∣F̃n,s ( f ; x) − f (x)
∣∣∣∣ =

∣∣∣∣∣∣∣

∫ x− x√

n

0
+

∫ x

x− x√
n

+

∫ x+ x√
n

x
+

∫ ∞

x+ x√
n

 ~n,s (x, t)
[
f (t) − f (x)

]
dt


∣∣∣∣∣∣∣

≤

∣∣∣∣∣∣
∫ x− x√

n

0
~n,s (x, t) ( f (t) − f (x)) dt

∣∣∣∣∣∣ +

∣∣∣∣∣∣∣
∫ x

x− x√
n

~n,s (x, t) ( f (t) − f (x)) dt

∣∣∣∣∣∣∣
+

∣∣∣∣∣∣
∫ x+ x√

n

x
~n,s (x, t) ( f (t) − f (x)) dt

∣∣∣∣∣∣ +

∣∣∣∣∣∣∣
∫ ∞

x+ x√
n

~n,s (x, t) ( f (t) − f (x)) dt

∣∣∣∣∣∣∣
=

∣∣∣J1,s (n, x)
∣∣∣ +

∣∣∣J2,s (n, x)
∣∣∣ +

∣∣∣J3,s (n, x)
∣∣∣ +

∣∣∣J4,s (n, x)
∣∣∣ . (4.16)

We begin by computing the integrals J2,s (n, x) and J3,s (n, x) respectively. Assigning

F (t) :=
∫ x

t
| f (y) − f (x)| dy,

then by recalling the definition (4.2.4) of Lebesgue point, for any ε > 0 there exists δ > 0

such that, for all 0 < x − t ≤ δ,

F (t) ≤ ε (x − t) . (4.17)

Let us assume that δ := x
√

n . Now integrating J2,s (n, x) by parts and employing (4.17), we

obtain: ∣∣∣J2,s (n, x)
∣∣∣ =

∣∣∣∣∣−F (x − δ) ~n,s (x, x − δ) +

∫ x

x−δ
F (t)

∂

∂t
~n,s (x, t) dt

∣∣∣∣∣
≤ |−F (x − δ)| ~n,s (x, x − δ) +

∫ x

x−δ
|F (t)|

∂

∂t
~n,s (x, t) dt

≤ εδ~n,s (x, x − δ) + ε

∫ x

x−δ
(x − t)

∂

∂t
~n,s (x, t) dt.
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Again integrating by parts,∣∣∣J2,s (n, x)
∣∣∣ ≤ εδ~n,s (x, x − δ) + ε

{
−δ~n,s (x, x − δ) +

∫ x

x−δ
~n,s (x, t) dt

}
= ε

∫ x

x−δ
~n,s (x, t) dt. (4.18)

Using analogous approach for J3,s (n, x), we obtain the inequality:∣∣∣J3,s (n, x)
∣∣∣ ≤ ε∫ x+δ

x
~n,s (x, t) dt. (4.19)

Next we shall use Lebesgue–Stieltjes integral to estimate the integrals J1,s (n, x) and

J4,s (n, x) respectively. We begin by estimating J1,s (n, x) using the following Lebesgue–

Stieltjes representation:

J1,s (n, x) =

∫ x− x√
n

0
( f (t) − f (x)) dt

(
ϑn,s (x, t)

)
=

(
f
(
x −

x
√

n

)
− f (x)

)
ϑn,s

(
x, x −

x
√

n

)
− ( f (0) − f (x))ϑn,s (x, 0)

−

∫ x− x√
n

0
ϑn,s (x, t) dt ( f (t) − f (x)).

Since
(

f
(
x − x

√
n

)
− f (x)

)
≤

x
∨

x− x√
n

( f ), it follows that,

∣∣∣J1,s (n, x)
∣∣∣ ≤ x
∨

x− x√
n

( f )

∣∣∣∣∣∣ϑn,s

(
x, x −

x
√

n

)∣∣∣∣∣∣ +

∫ x− x√
n

0

∣∣∣ϑn,s (x, t)
∣∣∣ dt

(
−

x
∨
t

( f )
)
.

From Lemma 4.3.7, we see that,

ϑn,s

(
x, x −

x
√

n

)
≤

Dx2

n
1(
x
√

n

)2 .

Accordingly,∣∣∣J1,s (n, x)
∣∣∣ ≤ Dx2

n
1(
x
√

n

)2

x
∨

x− x√
n

( f ) +
Dx2

n

∫ x− x√
n

0

1
(x − t)2 dt

(
−

x
∨
t

( f )
)
.

Using integration by parts in the last integral, we have∫ x− x√
n

0

1
(x − t)2 dt

(
−

x
∨
t

( f )
)

= −
1

(x − t)2

x
∨
t

( f )
∣∣∣∣∣x− x√

n

0
+

∫ x− x√
n

0

2
(x − t)3

x
∨
t

( f ) dt

= −
n
x2

x
∨

x− x√
n

( f ) +
1
x2

x
∨
0

( f ) +

∫ x− x√
n

0

2
(x − t)3

x
∨
t

( f ) dt.

Substituting t = x − x
√
λ

in the last integral, we have∫ x− x√
n

0

2
(x − t)3

x
∨
t

( f ) dt =
1
x2

∫ n

1

x
∨

x− x√
λ

( f ) dλ =
1
x2

n∑
i=1

x
∨

x− x√
i

( f )
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As a result, we have

∣∣∣J1,s (n, x)
∣∣∣ ≤ Dx2

n
1(
x
√

n

)2

x
∨

x− x√
n

( f ) +
Dx2

n

− n
x2

x
∨

x− x√
n

( f ) +
1
x2

x
∨
0

( f ) +
1
x2

n∑
i=1

x
∨

x− x√
i

( f )


=

D
n

 x
∨
0

( f ) +

n∑
i=1

x
∨

x− x√
i

( f )

 . (4.20)

Finally to estimate J4,s (n, x), we introduce the following function:

ρx (t) =

 f (t) 0 ≤ t ≤ 2x

f (2x) 2x < t < ∞

We rewrite J4,s (n, x) as:∣∣∣J4,s (n, x)
∣∣∣ =

∫ ∞

x+ x√
n

ρx (t) dt
(
ϑn,s (x, t)

)
+

∫ ∞

2x
( f (t) − f (2x))dt

(
ϑn,s (x, t)

)
=: J(1)

4,s (n, x) + J(2)
4,s (n, x)

Next we evaluate the integral J(1)
4,s (n, x) as follows:

J(1)
4,s (n, x) = lim

a→∞

{
f
(
x +

x
√

n

) (
1 − ϑn,s

(
x, x +

x
√

n

))
+ρx (a)

(
ϑn,s (x, a) − 1

)
+

∫ a

2x
f (t) dt

(
ϑn,s (x, t)

)}
.

According to Lemma 4.3.7, we obtain

J(1)
4,s (n, x) =

Dx2

n
lim
a→∞

 n
x2

x+ x√
n

∨
x

( f ) +
ρx (a)

(a − x)2 +

∫ x

0

1
(t − x)2 dt

(
t
∨
x

(ρx)
)

=
Dx2

n

 n
x2

x+ x√
n

∨
x

( f ) +

∫ 2x

x+ x√
n

1
(t − x)2 dt

(
t
∨
x

( f )
) . (4.21)

Integrating by parts the last integral, we have∫ 2x

x+ x√
n

1
(t − x)2 dt

(
t
∨
x

( f )
)

=
1

(t − x)2

t
∨
x

( f )
∣∣∣∣∣2x

x+ x√
n

+

∫ 2x

x+ x√
n

2
(x − t)3

t
∨
x

( f ) dt

=
1
x2

2x
∨
x

( f ) −
n
x2

x+ x√
n

∨
x

( f ) +

∫ 2x

x+ x√
n

2
(x − t)3

t
∨
x

( f ) dt. (4.22)

Substituting t = x + x
√
λ

in (4.22), we get

∫ 2x

x+ x√
n

2
(x − t)3

t
∨
x

( f ) dt =
1
x2

∫ n

1

x+ x√
n

∨
x

( f ) dλ =
1
x2

n∑
i=1

x+ x√
i
∨
x

( f ) (4.23)
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Finally combining (4.21), (4.22) and (4.23), we get

J(1)
4,s (n, x) ≤

2D
n

2x
∨
x

( f ) +

n−1∑
i=1

x+ x√
i
∨
x

( fx)


=

D
n

n∑
i=1

x+ x√
i
∨
x

( f ),

where D is an arbitrary positive constant.

This is the required estimate of
∣∣∣J(1)

4,s (n, x)
∣∣∣. Next we proceed to estimate J(2)

4,s (n, x). It is

noteworthy that for every t > 0, there exists an integer l(2l > β) such that f (t) = O
(
t2l

)
.

Also for some β > 0,R > 0, and sufficiently large t, function f (t) fulfills the growth

condition | f (t)| ≤ Rtβ. Therefore whenever t ≥ 2x ⇒ 2(t − x) ≥ t, we get

J(2)
4,s (n, x) ≤ R22lA (l)

x2l

nl .

Combining J(1)
4,s (n, x) and J(2)

4,s (n, x), we get

∣∣∣J4,s (n, x)
∣∣∣ ≤ D

n

n∑
i=1

x+ x√
i
∨
x

( f ) + R22lA (l)
x2l

nl . (4.24)

Lastly, using equations (4.18), (4.19), (4.20) and (4.24) in (4.16), we have∣∣∣∣F̃n,s ( f ; x) − f (x)
∣∣∣∣ =

∣∣∣J1,s (n, x)
∣∣∣ +

∣∣∣J2,s (n, x)
∣∣∣ +

∣∣∣J3,s (n, x)
∣∣∣ +

∣∣∣J4,s (n, x)
∣∣∣

≤
D
n

 x
∨
0

( f ) +

n∑
i=1

x
∨

x− x√
i

( f )

 + ε

∫ x+δ

x−δ
~n,s (x, t) dt

+
D
n

n∑
i=1

x+ x√
i
∨
x

( f ) + R22lA (l)
x2l

nl

≤
D
n

n∑
i=1

x+ x√
i
∨

x− x√
i

( f ) + ε

∫ x+δ

x−δ
~n,s (x, t) dt + R22lA (l)

x2l

nl ,

which is the required result and the proof is done.



Chapter 5

Approximation by generalized
Baskakov Kantorovich operators of
arbitrary order

This chapter addresses an improved Kantorovich form of the Baskakov type operators

using arbitrary sequences. These operators preserve exponential functions of the form

a−x, a > 1 and approximate functions with arbitrary order, i.e. one can achieve signifi-

cantly better approximation with appropriate choices of sequences. With proof of impor-

tant lemmas and theorems, we have examined the various approximation properties of

the proposed operators. Finally, we have demonstrated the convergence of the proposed

operators using arbitrary set of sequences.

5.1 Introduction

The cornerstone of the theory of approximation of functions is the Bohman-Korovkin

criterion (30; 92). It established that for any continuous function f on [a, b], if a sequence

of linear positive operators Ln(ek; x) converges uniformly to ek, k ∈ {0, 1, 2} on [a, b],

then the sequence of operators Ln( f ; x) converges uniformly to f on [a, b]. In (31), an

extension of the above Korovkin theorem was given by Boyanov and Veselinov for the

exponential functions. Holhoş (76) later extended their work to determine the rate of

convergence of functions of exponential type on (0,∞).

In 1937, I. Chlodovsky (36) used arbitrary sequences (bn) to introduce certain poly-

nomials and generalize the renowned Bernstein polynomials. For a function f defined

83
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on [0,∞) and bounded on every finite interval [0, bn] ⊂ [0,∞), the classical Bernstein-

Chlodovsky operators are defined as:

C[bn]
n,k ( f ; x) =

n∑
k=0

(
n
k

)(
x
bn

)k(
1 −

x
bn

)n−k

f
(
bnk
n

)
,

where (bn) is an increasing sequence of positive reals with the property that

lim
n→∞

bn = ∞ , lim
n→∞

bn

n
= 0.

When bn = 1, n ∈ N, the Bernstein-Chlodovsky operators transform into the clas-

sical Bernstein operators. The advantage of Chlodovsky polynomials is that they contain

a factor bn, tending to infinity, having a certain degree of freedom. Therefore they turn

out to be generally more efficient in approximating functions than their corresponding

classical counterpart.

Recently Agratini (17) highlighted certain classes of discrete and integral type lin-

ear positive operators on unbounded intervals for which the order of approximation can

be made arbitrarily small. Also, Gal-Opris (60) considered several kinds of modified

Baskakov operators using arbitrary sequences (λn), n ∈ N for which lim
n→∞

λn = 0 and sug-

gested that the order of approximation can be made as small as possible by appropriately

choosing λn. Very recently, Gupta-Holhoş (68) considered certain Baskakov operators

consisting of two arbitrary positive real sequences (rn) and (sn) such that the operators

preserved exponential functions of the form a−x and also provided pliability to achieve

good approximation for appropriately chosen sequences. These operators are defined as:

L[sn]
n ( f ; x) =

∞∑
k=0

p[sn]
n,k (x) f

(
k
rn

)
, x ≥ 0, n ∈ N (5.1)

where

p[sn]
n,k (x) = (−1)k

(
−n/sn

k

)
(snx)k

(1 + snx)
n
sn

+k
,

satisfying the conditions

0 < sn ≤
n
2
, lim

n→∞

sn

n
= 0, lim

n→∞
rn = ∞.

To study articles related to the above researches, one can see the following articles

(22; 40; 97; 112; 114; 117). In this research work, we aim to consider a Kantorovich

variant of the operators (5.1) which preserve the exponential functions a−x and also fulfil

the need to achieve better rate of approximation for certain functions. For arbitrary se-

quences (rn) and (sn), satisfying the conditions lim
n→∞

rn = ∞ and lim
n→∞

sn
n = 0, we begin by

considering the Kantorovich form of the above operators as follows:



5.1 Introduction 85

K [sn]
n ( f ; x) = rn

∞∑
k=0

p[sn]
n,k (x)

k+1
rn∫

k
rn

f (t) dt,

where p[sn]
n,k (x) is same as defined in (5.1).

Now consider the following operators:

K [sn]
n ( f ;ϑ (n, x)) = K̂ [sn]

n ( f ; x) = rn

∞∑
k=0

p[sn]
n,k (ϑ (n, x))

k+1
rn∫

k
rn

f (t) dt, (5.2)

Alternately, we can write,

K̂ [sn]
n ( f ; x) = K [sn]

n ( f ; x) ◦ ϑ (n, x) ,

where ϑ (n, x) shall be determined later by taking into consideration the property of p-

reservation of exponential functions a−x.

For fixed a > 1, assuming that the operators (5.2) preserve the exponential function

a−x, then

K
[sn]
n

(
a−t;ϑ (n, x)

)
= a−x = rn

∞∑
k=0

p[sn]
n,k (ϑ (n, x))

k+1
rn∫

k
rn

a−tdt

=
rn

(
1 − a−1/rn

)
ln (a)

∞∑
k=0

p[sn]
n,k (ϑ (n, x))a−k/rn

=
rn

(
1 − a−1/rn

)
ln (a)

(
1 +

(
1 − a−1/rn

)
snϑ (n, x)

)−n/sn
,

which after simple manipulations gives

ϑ (n, x) =

(
rn(1−a−1/rn)ax

ln(a)

)sn/n
− 1

sn
(
1 − a−1/rn

) .

Substituting this in (5.2), our modified operators can be rewritten in the form:

K̂ [sn]
n ( f ; x) =

rn(
1 − a−1/rn

)−n/sn

×

∞∑
k=0

(−1)k
(
−n/sn

k

)
rn

(
1 − a−1/rn

)
ax

ln (a)


sn/n

− 1


k

×


rn

(
1 − a−1/rn

)
ax

ln (a)


sn/n

− a−1/rn


− n

sn
−k k+1

rn∫
k

rn

f (t)dt.

Next, we move on to some auxiliary results, which will be used further to prove our main

theorems.
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5.2 Auxiliary Results

Lemma 5.2.1 Let us represent the pth moment of the operators (5.2) by Qn,p (x) =

K̂
[sn]
n

(
ep; x

)
, where ep(t) = tp, p = 0, 1, 2, 3, 4. Then

Qn,0 (x) = 1;

Qn,1 (x) = 1
2rn

+
nϑ(n,x)

rn
;

Qn,2 (x) = 1
3r2

n
+

nϑ(n,x)(2+snϑ(n,x))
r2

n
+

n2ϑ2(n,x)
r2

n
;

Qn,3 (x) = 1
4r3

n
+

nϑ(n,x)(7+9snϑ(n,x)+4sn
2ϑ2

n(x))
2r3

n
+

3(nϑ(n,x))2(3+2snϑ(n,x))
2r3

n
+

n3ϑ3(n,x)
r3

n
;

Qn,4 (x) = 1
5r4

n
+

(nϑ(n,x))2(15+24snϑ(n,x)+11sn
2ϑ2(n,x))

r4
n

+
nϑ(n,x)(6+15snϑ(n,x)+16sn

2ϑ2(n,x)+6sn
3ϑ3(n,x))

r4
n

+
2(nϑ(n,x))3(4+3snϑ(n,x))

r4
n

+
n4ϑ4(n,x)

r4
n

.

Proof 5.2.2 First notice that
k+1
rn∫

k
rn

tpdt =
1

p + 1

(
k
rn

)p+1 p+1∑
l=1

(
p + 1

l

)(
1
k

)l

. (5.3)

Next, from calculation analogous to (68), for m = 0, 1, 2, · · · , consider the sum

ρm (ϑ (n, x)) =rn

∞∑
k=0

p[sn]
n,k (ϑ (n, x))

k (k − 1) (k − 2) · · · (k − m)
rm+2

n

=
n (n + sn) (n + 2sn) · · · (n + msn)

rm+1
n

(ϑ (n, x))m+1. (5.4)

Finally, using the fact that p[sn]
n,k (ϑ (n, x)) = 1, the integral (5.3) and the sum (5.4), we

obtain

Qn,1 (x) = ρ0 (ϑ (n, x)) +
1

2rn
,

Qn,2 (x) = ρ1 (ϑ (n, x)) +
2
rn
ρ0 (ϑ (n, x)) +

1
3r2

n
,

and so on. The rest of the moments can be obtained in a similar way. Hence the proof.

Lemma 5.2.3 The central moments η[sn]
n,p (x) = K̂

[sn]
n ((t − x)p; x) of the operators (5.2) are

given as:

η[sn]
n,1 (x) = 1

2rn
+

nϑ(n,x)
rn
− x;

η[sn]
n,2 (x) = 1

3r2
n
− x

rn
+

nϑ(n,x)
rn

(
2
rn

+ sn
n ·

nϑ(n,x)
rn

)
+

(
nϑ(n,x)

rn
− x

)2
;
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η[sn]
n,4 (x) = x4 − 2x3

rn
+ 2x2

rn2 −
x

rn3 + 1
5rn4 −

4nϑ(n,x)x3

rn
+

12nϑ(n,x)x2

rn2 +
6ϑ2(n,x)n2 x2

rn2

+
6snnϑ2(n,x)x2

rn2 −
14nϑ(n,x)x

rn3 −
18n2ϑ2(n,x)x

rn3 −
4n3ϑ3(n,x)x

rn3

−
18snnϑ2(n,x)x

rn3 −
12snn2ϑ3(n,x)x

rn3 −
8s2

nnϑ3(n,x)x
rn3 +

6nϑ(n,x)
rn4

+
15n2ϑ2(n,x)

rn4 +
8n3ϑ3(n,x)

rn4 +
n4ϑ4(n,x)

rn4 +
15snnϑ2(n,x)

rn4 +
24snn2ϑ3(n,x)

rn4

+
6snn3ϑ4(n,x)

rn4 +
16s2

nnϑ3(n,x)
rn4 +

11s2
nn2ϑ4(n,x)

rn4 +
6s3

nnϑ4(n,x)
rn4 .

Lemma 5.2.4 Using the notation xn ∼ yn for the limit lim
n→∞

xn
yn

= 1, the asymptotic be-

haviour of the central moments of the operators (5.2) can be expressed in the following

way:

η[sn]
n,1 (x) ∼ x ln(a)

2

(
sn x
n + 1

rn

)
,

η[sn]
n,2 (x) ∼ x

(
sn x
n + 1

rn

)
,

η[sn]
n,4 (x) ∼ 3x2

(
sn x
n + 1

rn

)2
,

as n→ ∞.

Proof 5.2.5 Observe that

1
rn

(
1 − a−1/rn

) ∼ 1
2rn

+
1

ln (a)
, (5.5)

and,


rn

(
1 − a−1/rn

)
ax

ln (a)


sn/n

− 1

 ∼ sn

n

(
x ln (a) −

ln (a)
2rn

+
sn

2n
(x ln (a))2

)
.

Therefore, we have

nϑ (n, x)
rn

∼ x +
x ln (a)

2rn
−

1
2rn

+
sn

2n
x2 ln (a) ,

which implies that,

η[sn]
n,1 (x) =

nϑ (n, x)
rn

− x +
1

2rn
∼

x ln (a)
2

(
1
rn

+
snx
n

)
.

This is our first relation. Moreover, in view of the first central moment, we can say that

nϑ (n, x)
rn

→ x, as n→ ∞.

Using this fact and neglecting higher order terms, we can easily obtain asymptotic be-

haviours of other higher order central moments.

Lemma 5.2.6 For every x ∈ [0,∞) and n ≥ 1, we have

K̂ [sn]
n

(∣∣∣a−t − a−x
∣∣∣2; x

)
≤ Wa ·max

(
sn

n
,

1
rn

)
,

whereWa is a constant depending on a > 1, but independent of x and n.
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Proof 5.2.7 We begin with the fact that K̂ [sn]
n preserves both constants and exponential

functions a−x, therefore we can write,

K̂ [sn]
n

(∣∣∣a−t − a−x
∣∣∣2; x

)
= K̂ [sn]

n

(
a−2t; x

)
− a−2x.

Now,

K̂
[sn]
n

(
a−2t; x

)
= rn

∞∑
k=0

(
−n/sn

k

)
(−snϑ (n, x))k

(1 + snϑ (n, x))n/sn+k

k+1
rn∫

k
rn

a−2tdt

=
rn

(
1 − a−2/rn

)
2 ln (a)

∞∑
k=0

(
−n/sn

k

) (
−snϑ (n, x) a−2/rn

)k

(1 + snϑ (n, x))n/sn+k

=
rn

(
1 − a−2/rn

)
2 ln (a)

[
1 + snϑ (n, x)

(
1 − a−2/rn

)]−n/sn

=
rn

(
1 − a−2/rn

)
2 ln (a)

×

1 +
(
1 + a−1/rn

) 
rn

(
1 − a−1/rn

)
ax

ln (a)


sn/n

− 1



−n/sn

.

For convenience, let us take the notation

λ[rn]
a (x) :=

rn

(
1 − a−1/rn

)
ax

ln (a)
.

Then, we can write

K̂ [sn]
n

(
a−2t; x

)
− a−2x =e

ln
 rn(1−a−2/rn)

2 ln(a)

− n
sn

ln
(
1+(1+a−1/rn)

((
λ[rn]

a (x)
)sn /n
−1

))

− e−2x ln(a).

Next we define a function ~ : [0,∞)→ R such that

~ (x) = ln

rn
(
1 − a−2/rn

)
2 ln (a)

 − n
sn

ln
(
1 +

(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

))
+ 2x ln (a) .

Then, in view of inequality β−γ

ln(β)−ln(γ) < β, 0 < γ < β, we obtain

K̂ [sn]
n

(
a−2t; x

)
− a−2x ≤ ~ (x)

× e
ln

 rn(1−a−2/rn)
2 ln(a)

− n
sn

ln
(
1+(1+a−1/rn)

((
λ[rn]

a (x)
)sn /n
−1

))
(5.6)
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Now to estimate ~ (x), we apply ln (1 + β) ≥ β

1+β
, β ≥ 0 to the logarithm part of ~ (x). We

obtain:

~ (x) ≤ ln

rn

(
1 − a−2/rn

)
2 ln (a)

 − n
sn


(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

)
((
λ[rn]

a (x)
)sn/n
− 1

) (
1 + a−1/rn

)
+ 1


+ 2x ln (a) .

Since, ln
(

rn(1−a−2/rn)
2 ln(a)

)
≤ 0, we can write,

~ (x) ≤ 2x ln (a) −
n
sn


(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

)
((
λ[rn]

a (x)
)sn/n
− 1

) (
1 + a−1/rn

)
+ 1

 .
For every β ∈ R, making use of the inequality aβ − 1 ≥ β ln(a), and with further simplifi-

cations, we get:

~ (x) ≤
x ln (a)

(
1 − a−1/rn + 2

(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

))
((
λ[rn]

a (x)
)sn/n
− 1

) (
1 + a−1/rn

)
+ 1

−


(
1 + a−1/rn

)
ln

(
rn(1−a−1/rn)

ln(a)

)
((
λ[rn]

a (x)
)sn/n
− 1

) (
1 + a−1/rn

)
+ 1

 .
By application of the inequalities 1− a−β ≤ β ln(a) and aβ − 1 ≤ βaβ ln(a) , β ∈ R, ( which

are alternate forms of the same inequality), in the first term and in the last term of (5.5),

we get:

~ (x) ≤
x ln (a)

(
ln(a)

rn
+ 2sn

n

(
1 + a−1/rn

) (
λ[rn]

a (x)
)sn/n

ln
(
λ[rn]

a (x)
))

((
λ[rn]

a (x)
)sn/n
− 1

) (
1 + a−1/rn

)
+ 1

+

(1+a−1/rn) ln(a)
rn((

λ[rn]
a (x)

)sn/n
− 1

) (
1 + a−1/rn

)
+ 1

.

Substituting this bound of ~ (x) in (5.6), we obtain:

K̂
[sn]
n

(
a−2t; x

)
− a−2x ≤

rn(1−a−2/rn)
2 ln(a)(

1 +
(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

))n/sn+1

×

[
x ln (a)

(
ln (a)

rn
+

2sn

n

(
1 + a−1/rn

) (
λ[rn]

a (x)
)sn/n

ln
(
λ[rn]

a (x)
))

+

(
1 + a−1/rn

)
ln (a)

rn

 .



90 Approximation by generalized Baskakov Kantorovich operators of arbitrary order

Since rn(1−a−2/rn)
2 ln(a) ≤ 1, therefore we can now write,

K̂
[sn]
n

(
a−2t; x

)
− a−2x ≤ max

(
sn

n
,

1
rn

)
(5.7)

·

(
1 + 2x

(
1 + a−1/rn

) (
λ[rn]

a (x)
)sn/n

)
x ln2 (a) +

(
1 + a−1/rn

)
ln (a)(

1 +
(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

))n/sn+1 . (5.8)

We observe that (
λ[rn]

a (x)
)sn/n(

1 +
(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

)) ≤ 1.

Therefore, the inequality (5.7) becomes,

K̂
[sn]
n

(
a−2t; x

)
− a−2x ≤ max

(
sn

n
,

1
rn

)

·


xln2 (a)

(
1 + 2x

(
1 + a−1/rn

))
+

(
1 + a−1/rn

)
ln (a)(

1 +
(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

))n/sn


Now, all we need to do is to find an estimate of the upper bound of

w (x) =


xln2 (a)

(
1 + 2x

(
1 + a−1/rn

))
+

(
1 + a−1/rn

)
ln (a)(

1 +
(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

))n/sn

 .
Using Bernoulli’s inequality,

(1 + β)ζ ≥
(
1 +

ζβ

2

)2

, β ≥ 0, ζ ≥ 2

and by choosing ζ = n
sn
≥ 2, we have:

(
1 +

(
1 + a−1/rn

) (
λ[rn]

a (x)sn/n
− 1

))n/sn
≥

(
1 +

n
2sn

(
1 + a−1/rn

)
×

((
λ[rn]

a (x)
)sn/n
− 1

))2
.

Again, using the inequality aβ − 1 ≥ β ln(a) and further simplifications, we have:

(
1 +

n
2sn

(
1 + a−1/rn

) ((
λ[rn]

a (x)
)sn/n
− 1

))2

≥

1 +

(
1 + a−1/rn

)
4

x ln (a)


2

Changing the variable by taking z =
(1+a−1/rn)x ln(a)

4 , and notice that 1 ≤
(
1 + a−1/rn

)
≤ 2

for n ≥ 1, then

w (x) ≤ max
z≥0

4z ln (a) + 32z2 + 2 ln (a)
(1 + z)2 =Wa
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where,Wa is a constant depending only on a and independent of n and x. Using mathe-

matica software, the value ofWa can be calculated as:

Wa =

 32, ln(a) ≤ 16;

2 ln(a), ln(a) > 16.

5.3 Main Results

Let C?[0,∞) represent the Banach space of all real valued continuous functions on the

unbounded interval [0,∞) with the property that lim
x→∞

f (x) exists and is finite, endowed

with the uniform norm ‖ f ‖[0,∞) = sup
x∈[0,∞)

| f (x) |.

For the given space, we estimate the error of approximation |K̂ [sn]
n ( f ; x) − f (x)| for

uniformly continuous functions in this space using the following modulus of continuity

$ with argument δ and defined as

$ ( f , δ) = sup
t,x≥0

|a−t−a−x |≤δ

| f (t) − f (x)| .

This modulus of continuity is a particular case of (76) and (78) and holds the fol-

lowing property:

| f (t) − f (x)| ≤

1 +

∣∣∣a−t − a−x
∣∣∣

δ

$ ( f , δ) , δ > 0. (5.9)

Theorem 5.3.1 For arbitrary sequences (sn), (rn) and f ∈ C?[0,∞), we have

∥∥∥K̂ [sn]
n ( f ; x) − f (x)

∥∥∥
[0,∞)
≤ 2 ·$

 f ,

√
Wa ·max

(
sn

n
,

1
rn

) , n ∈ N,

whereWa is calculated in Lemma 5.2.6.

Proof 5.3.2 From the fact that operators K̂ [sn]
n preserve the constant functions, we can

write ∣∣∣K̂ [sn]
n ( f ; x) − f (x)

∣∣∣ ≤ K̂ [sn]
n (| f (t) − f (x)| ; x) .

Applying operators K̂ [sn]
n on both sides of property (5.9), we get

K̂ [sn]
n (| f (t) − f (x)| ; x) ≤

1 +
K̂

[sn]
n

(∣∣∣a−t − a−x
∣∣∣ ; x

)
δn

$ ( f , δn) .

With the use of Cauchy-Schwarz inequality, we obtain
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K̂ [sn]
n (| f (t) − f (x)| ; x) ≤

1 +

√
K̂

[sn]
n

(
|a−t − a−x|

2; x
)

δn

$ ( f , δn) .

Choosing δn = sup
x∈[0,∞)

√
K̂

[sn]
n

(
|a−t − a−x|

2; x
)
, and applying the estimates from Lemma

5.2.6, we obtain the desired result.

Remark 5.3.3 Since the rate of approximation depends on the choice of sequences (rn)

and (sn), therefore one can achieve better approximation with appropriate choices of these

sequences.

Theorem 5.3.4 Let f , f
′

, f
′′

∈ C?[0,∞), then for any x ∈ [0,∞), we have∣∣∣∣∣K̂ [sn]
n ( f ; x) − f (x) − f ′ (x) η[sn]

n,1 (x) −
f ′′ (x)

2
η[sn]

n,2 (x)
∣∣∣∣∣

≤

η
[sn]
n,2 (x)

2
+

√
Wa · η

[sn]
n,4 (x)

4

$
 f ′′,

√
max

(
sn

n
,

1
rn

) .
Proof 5.3.5 The Taylor’s formula is given as:

f (t) = f (x) + f ′ (x) (t − x) +
f ′′ (x)

2
(t − x)2 + ~ (t, x) (t − x)2,

where ~ (t, x) =
f ′′(ν)− f ′′(x)

2 such that ν ∈ (t, x). Applying the operator K̂ [sn]
n on either sides

of the Taylor’s formula, we have

K̂ [sn]
n ( f ; x) − f (x) − f ′ (x) η[sn]

n,1 (x) −
f ′′ (x)

2
η[sn]

n,2 (x) = K̂ [sn]
n

(
~ (t, x) (t − x)2; x

)
.

Taking absolute value on both sides, we now estimate the upper bound of ~ (t, x). By

application of the property (5.9) of modulus of continuity, and using the inequality

|a−ν − a−x| ≤
∣∣∣a−t − a−x

∣∣∣ as ν ∈ (t, x), we obtain:

|~ (t, x)| =
| f ′′ (ν) − f ′′ (x)|

2
≤

1
2

(
1 +
|a−ν − a−x|

δ

)
$

(
f ′′, δ

)
≤

1
2

1 +

∣∣∣a−t − a−x
∣∣∣

δ

$ (
f ′′, δ

)
Using Cauchy-Schwarz inequality, we obtain:

K̂
[sn]
n

(
|~ (t, x)| (t − x)2; x

)
≤

η[sn]
n,2 (x)

2
+

1
2δn

√
K̂

[sn]
n

(
|a−t − a−x|2; x

)
·

√
η[sn]

n,4 (x)


×$

(
f ′′, δn

)
Choosing δn =

√
max

(
sn
n ,

1
rn

)
and using Lemma 5.2.6 we obtain the required result.
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Remark 5.3.6 Taking account of Lemma 5.2.4, for sufficiently large n, we have the fol-

lowing two cases:

Case 1: If lim
n→∞

rn sn
n = l for some finite l ∈ [0,∞), we have

rnη
[sn]
n,1 (x)→ x ln(a)

2 (1 + lx)

rnη
[sn]
n,2 (x)→ x (1 + lx)

r2
nη

[sn]
n,4 (x)→ 3x2(1 + lx)2

Case 2: If lim
n→∞

rn sn
n = ∞, then we have

n
sn
η[sn]

n,1 (x)→ x2 ln(a)
2

n
sn
η[sn]

n,2 (x)→ x2

n2

s2
n
η[sn]

n,4 (x)→ 3x4

In view of Theorem 5.3.4, and Remark 5.3.6, we now present a Voronovoskaya type

theorem in the form of corollary. The proofs are easy, so we choose to neglect it.

Corollary 5.3.7 Let f , f ′′ ∈ C?[0,∞). If lim
n→∞

rn sn
n = l, then for any x ∈ [0,∞), we have

lim
n→∞

rn

∣∣∣K̂ [sn]
n ( f ; x) − f (x)

∣∣∣ = f ′ (x) ·
x (1 + lx) ln (a)

2
+ f ′′ (x) ·

x (1 + lx)
2

.

Corollary 5.3.8 Let f , f ′′ ∈ C?[0,∞). If lim
n→∞

rn sn
n = ∞, then for any x ∈ [0,∞), we have

lim
n→∞

n
sn

∣∣∣K̂ [sn]
n ( f ; x) − f (x)

∣∣∣ = f ′ (x) ·
x2 ln (a)

2
+ f ′′ (x) · x2.

5.4 Comparison for arbitrary chosen sequences (rn) and

(sn)

In this section, our aim is to graphically compare the rate of approximation of our pro-

posed operators for different pairs of arbitrarily chosen sequences (rn) and (sn) satisfying

the conditions rn → ∞ and sn
n → 0 as n → ∞. We shall also compare the error in ap-

proximation for our operators for these arbitrary sequences. We want to establish through

these graphs that the goodness of approximation of the proposed operators rely on the

appropriate choices of sequences (rn) and (sn).
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Example 5.4.1 Consider the arbitrary pair of sequences rn = n, sn = 1
n ; rn = n, sn =

1
ln(n) , n , 1; and rn = 2n, sn = 1

√
n . For a = 3 and the function f (x) = 14x3 − 18x2 + 4x +

1, x ≥ 0, Figure 5.1 shows the convergence of our proposed operators for n = 20. Let the

error of approximation of the proposed operators be defined and denoted as E[sn]
n ( f ; x) =∣∣∣K̂ [sn]

n ( f ; x) − f (x)
∣∣∣. Then, Figure 5.2 represents the error in approximation for each pair

of given sequences. It can be observed from both the figures that the rate of convergence is

different for different pair of sequences and the best approximation is achieved for the pair

of sequences rn = 2n, sn = 1
√

n . Therefore, we can conclude that error in approximation

can be made as small as one wants by choosing appropriate sequences.

0.2 0.4 0.6 0.8 1.0

0.5

1.0

f(x)

rn=n, sn=1/n

rn=n, sn=1/ln(n)

rn=2n, sn=1/ n

Figure 5.1: Convergence of K̂ [sn]
n ( f ; x) towards f (x) for arbitrary sequences (rn) and (sn)

with n = 20 and a = 3.

0.2 0.4 0.6 0.8 1.0

0.5

1.0

1.5

rn=n, sn=1/n

rn=n, sn=1/ln(n)

rn=2n, sn=1/ n

Figure 5.2: Error E[sn]
n ( f ; x) in convergence for arbitrary sequences (rn) and (sn) with

n = 20 and a = 3.
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Example 5.4.2 Let f (x) =
(
x − x2

)
a2x, x ∈ [0,∞). Choose rn = n and sn = 1

n and

a = 3 as the arbitrary sequences. Figure 5.3 illustrate the convergence of the proposed

operators for different values of n. Also E[sn]
20 ( f ; x) (Purple), E[sn]

30 ( f ; x) (Orange) and

E
[sn]
50 ( f ; x) (Cyan) in Figure 5.4, denote the error in approximation of the function f (x) by

the proposed operators (5.2) for n = 20, 30, 50.

0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0

f(x)

n=20

n=30

n=50

Figure 5.3: Convergence of K̂ [sn]
n ( f ; x) towards f (x) for rn = n, sn = 1

n and a = 3 for

n = 20, 30, 50.

0.2 0.4 0.6 0.8 1.0

0.5

1.0

1.5

n=20

n=30

n=50

Figure 5.4: Error E[sn]
n ( f ; x) in convergence of the proposed operators for rn = n, sn = 1

n

and a = 3 for n = 20, 30, 50.





Chapter 6

Conclusion and Future Scope

The aim of this chapter is to present a concluding remarks to our thesis and illustrate some

of the prospects that define our current and future endeavours in scientific research.

6.1 Conclusion

This thesis is mainly a study of convergence estimates of various approximation opera-

tors. The introductory chapter consists of definitions and literature survey of concepts

used throughout this thesis. In the second chapter, we discuss approximation operators

of exponential type. The first section of this chapter presents the study of convergence

estimates of Kantorovich variant of Ismail-May operators. Further we also propose a two

variable generalisation of these operators. In the second section, we present a modifica-

tion of Ismail-May exponential operators which preserve functions of exponential growth.

It must be noted that the modified operators are not of exponential type.

The third chapter presents a Durrmeyer type construction involving a class of or-

thogonal polynomials called Apostol-Genocchi polynomials and Pǎltǎnea operators with

real parameters α, λ and ρ. We establish approximation estimates such as a global approx-

imation theorem and rate of approximation in terms of usual, r−th and weighted modulus

of continuity. We further study asymptotic formulae such as Voronovskaya theorem and

quantitative Voronovskaya theorem. The rate of convergence of the proposed operators

for the functions whose derivatives are of bounded variation is also presented.

Inspired by the King’s approach, the next chapter deals with the preservation of

functions of the form ts, s ∈ N∪ {0}. Followed by some useful lemmas, we determine the

rate of convergence of the proposed operators in terms of usual modulus of continuity and

Peetre’s K- functional. Further, the degree of approximation is also established for the

97
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function of bounded variation. We also illustrate via figures and tables that the proposed

modification provides better approximation for preservation of test function e3.

In the final chapter, we consider a Kantorovich variant of the operators proposed by

Gupta and Holhos (68) using arbitrary sequences which preserves the exponential func-

tions of the form a−x. It is shown that the order of approximation can be made better

with appropriate choice of sequences with certain conditions. We therefore provide nec-

essary moments and central moments and some useful lemmas. Further, we present a

quantitative asymptotic formula and estimate the error in approximation. Graphical rep-

resentations are provided in the end with different choices of sequences satisfying the

given conditions.

6.2 Academic future plans

I intend to continue my research in the area of approximation by linear positive operators

and hope to share my findings to the mathematical community. Further, my aim shall be to

present parametric generalizations of existing operators which enables us to approximate

a wider space of functions. In addition to providing modifications to existing operators in

this area, I shall strive to study and contribute towards developing new operators.

Another interesting problem in the theory of approximation is to determine which

operators present the best approximation. There exists various operators with good con-

vergence rate, some of which are studied in this thesis. As part of my further research, I

would like to compare the existing operators through the method of difference of operators

to determine the ones which provide better approximation.

In this thesis, we have also studied the modifications of certain exponential opera-

tors. The exponential-type operators were introduced four decades ago and since then no

new exponential-type operators were introduced although several generalizations of ex-

isting exponential-type operators were proposed and studied. In (79), it was established

that corresponding to each polynomial q(x), a unique approximation operator can be ob-

tained which satisfies the differential equation (1.13) and normalization condition (1.14).

Operators corresponding to constant, linear, quadratic and cubic polynomials were ob-

tained using the method of bilateral Laplace transform. In future, I shall attempt to seek

the methods that can determine the exponential operators associated with higher order

polynomials.

Very recently, Tyliba and Wachnicki (135) extended the work of Ismail-May (79)

with a more general family of operators by introducing a new parameter β. These oper-

ators were termed as semi-exponential operators and studied by Herzog (74). Although
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they admit the normalization condition (1.14) but satisfy a modified homogenous partial

differential equation defined as:

∂

∂x
S β (λ, x, t) =

(
λ(t − x)

q(x)
− β

)
S β (λ, x, t) , β > 0.

The corresponding semi-exponential operators for Bernstein, Baskakov and Ismail-

May operators were obtained by Abel et al. (3). Since the area of semi exponential

operators is not much explored, I intend to study the approximation properties of these op-

erators such as the complete asymptotic expansion, behaviour of their derivatives through

simultaneous approximation and other convergence estimates.
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[23] Bǎrbosu D., On the remainder term of some bivariate approximation formulas based

on linear and positive operators, Constr. Math. Anal.,1(2),73–87 (2018).



References 103

[24] Bardaro C., Bevignani G., Mantellini I., Seracini M., Bivariate Generalized Expo-

nential Sampling Series and Applications to Seismic Waves. Constr. Math. Anal.

2(4), 153–167 (2019).

[25] Baskakov V.A., An intance of a sequence of linear positive operators in the space of

continuous functions. DAN. 13, 1-2 (1957).

[26] Bernstein S. N., Démonstration du théorém de Weierstrass fondée sur la calcul des

probabilitiés, Comm. Soc. Math. Charkow Sér.2 t. 13, 1-2 (1912).

[27] Bernstein, S. N. Sur l’ordre de la meilleure approximation des fonctions continues

par des polynomes de degré donné, mimoires acad. Académie Royale de Belgique.

Classe des Sciences. Mémoires, 4. (1912)

[28] Bhardwaj N., Deo N., Quantitative estimates for generalised two dimensional

Baskakov operators, Korean J. Math. 24(3), 335–344 (2016).

[29] Bodur M., Yilmaz O.G., Aral A., Approximation by Baskakov-Szász-Stancu opera-

tors preserving exponential functions. Constr. Math. Anal. 1(1), 1–8 (2018).

[30] Bohman H., On approximation of continuous and of analytic functions. Arkiv för

Matematik, 2(1), 43–56 (1952).

[31] Boyanov B.D., Veselinov, V.M., A note on the approximation of functions in an

infinite interval by linear positive operators. Bulletin mathématique de la Société

des Sciences Mathématiques de la République Socialiste de Roumanie. 14(1),9–

13(1970).

[32] Butzer P.L., Berens H., Semi-groups of operators and approximation. Springer, New

York (1967).

[33] Butzer PL, Nessel RJ. Fourier analysis and approximation, Vol. 1. Reviews in Group

Representation Theory, Part A :Pure and Applied Mathematics Series. 7 (1971).

[34] Cangul I. N., Ozden H., Simsek Y., A new approach to q–Genocchi numbers and

their interpolation functions. Nonlinear Analy.: Theory, Methods and Applications.

71(12), e793–e799 (2009).

[35] Cardenas-Morales D., Garrancho P., Munos-Delgado F. J., Shape preserving approx-

imation by Bernstein-type operators which fix polynomials, Appl. Math. Comput.

182, 1615–1622 (2006).



104 References

[36] Chlodovsky, I.: Sur le développement des fonctions définies dans un intervalle infini

en séries de polynomes de M. S. Bernstein. Compositio Math. 4, 380–393 (1937).

[37] Deo N., Bhardwaj N., Some approximation theorems for multivariate Bernstein op-

erators, Southeast Asian Bull. Math., 34, 1023–1034 (2010).

[38] Deo N, Bhardwaj N. Direct and inverse theorems for beta–Durrmeyer operators. In

Modern Mathematical Methods and High Performance Computing in Science and

Technology (pp. 179–191). Springer, Singapore.(2016)
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[64] Gonska H., Raşa I., A Voronovskaya estimate with second order modulus of smooth-

ness. In: D. Acu et al. (eds.): Mathematical Inequalities (Proc. 5th Int. Sympos.,

Sibiu 2008), Sibiu: Publishing House of "Lucian Blaga" University, 76–90 (2009).

[65] Gupta V., A note on the general family of operators preserving linear functions.

RACSAM. 113(4), 3717–3725 (2019).

[66] Gupta V., Approximation with certain exponential operators. RACSAM. 114(2), 51

(2020). https://doi.org/10.1007/s13398-020-00792-9

[67] Gupta V., Deo N., On the rate of convergence for bivariate beta operators, Gen.

Math. 13(3), 107–114 (2005).

[68] Gupta V., Holhos A., Approximation with Arbitrary Order by Baskakov-Type Oper-

ators Preserving Exponential Functions. Bull. Malays. Math. Sci. Soc. 44(4), 2567–

2576 (2021).

[69] Gupta V., Rassias T.M., Moments of linear positive operators and approximation.

Springer International Publishing; (2019)

[70] Gupta V., Rassias T.M., Computation and Approximation. Springer. (2021).

[71] Gupta V., Rassias T.M., Agrawal P.N., Acu A.M., Recent advances in constructive

approximation theory. (Vol. 138). Cham: Springer (2018).

[72] Gupta V., Tachev G., Some results on Post–Widder operators preserving test func-

tion xr. Kragujevac J Math. 46(1), 149–165 (2022).
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