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ABSTRACT  

 

 

The EEG (Electroencephalogram) signal shows the electrical activity of the brain. They 

contain useful information about the brain state and there nature is highly random. 

 

Electroencephalography (EEG) is method to record the electrical activity of the brain. It is 

typically non-invasive, with the electrodes placed along the scalp. EEG refers to the recording 

of the brain's spontaneous electrical activity over a period of time, as recorded from multiple 

electrodes placed on the scalp. Spectral content of EEG is generally focused by diagnostic 

applications. 

 

In this thesis project, the two EEG signals that were analyzed were obtained by recording the 

EEG activity that was occurring when a person was moving their arms for the first case and 

their legs for the second case. A power line rejection notch filter, power spectral density 

analysis, Principal Component Analysis (PCA) were used to pre-processed these EEG signals, 

and finally, the mathematically based machine learning analysis is done using both Support 

Vector Machine (SVM) and Extreme Learning Machine (ELM).  
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Machine learning is used to generate a model that could be used to accurately predict whether 

a person is moving their arms or their legs by applying the EEGs as inputs to the generated 

model and reading the output of the model. 

 

 The goal of this thesis is to compare the performance of SVM and ELM by using the accuracy 

of classification that each model produces. 

 

Matlab results compared ELM and SVMs with classification accuracy of both models. 
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CHAPTER 1 

 

INTRODUCTION 

 

Brain Computer Interface (BCI) is a way to communicate between the brain and an external 

device, such as a computer. By using sensors put on the scalp, the external device can catch 

the brain response signal and do some processing, while the body is doing some movements 

or the brain is thinking. An application of BCI is intelligent prosthesis, which use the brain 

signal to control the fake leg or arm movements. In this thesis, the BCI input signal is the EEG 

signal that results from movement of the legs and hands. 

   

For most BCIs, an electroencephalogram (EEG) is an electric recording of brain activity 

caused by extremely sensitive currents and the EEG signal, which is considered as the source 

signal, is sent to a computer to do the signal processing. For the brain signal measurement, the 

electroencephalogram (EEG) is one of the main methods, which provides a non-invasive 

measurement without implanting any foreign object inside the body. Depending on different 

situations, conditions and thought, the brain produces a different EEG signal, which can be 

captured by the sensors on the scalp. Because the amplitude of the EEG signal is very small, 

it is difficult to acquire the signal and once it is acquired, it often very noisy and requires 

filtering. The type of noise that surrounds the signal of interest is in the form of background 

noise or other signals generated by the brain that are not pertinent to the particular application 

of interest. This is because of an external disturbance or other mental activity. 
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Figure 1: The areas of different brain signal processing  

 

 

 

Different activities will cause different parts of the brain to process more intensively or relax 

more, so by analyzing the origin of a signal, one can gain insight as to what kind of activity is 

performed. Besides the origin of the signal, the amplification or attenuation of the signals, as 

well as the frequency of the signal help categorized the type of signal being observed. The 

frequency bands often used in analyzing EEG signals are defined as Delta (0 Hz – 4 Hz), Theta 

(4 Hz – 7 Hz), Alpha (8 Hz – 12 Hz), Beta (12 Hz – 30 Hz), Gamma (30 Hz – 100 Hz). The 

excess or lack of activity can be used to measure the state of a person.  

 

If the brain of an awake adult is experiencing large amount of delta activities or theta activities, 

it means the person has some neurological diseases. A person's state of alertness can be 

predicted by looking at the amplitude of alpha rhythms, which increase when the body is 

relaxed and the eyes are closed, otherwise it attenuates. Beta rhythms relate with muscle 

movements. The gamma waves relate to certain muscle functions and perceptions [1]. 
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Figure 2: Electrode Placements over Scalp  

 

 

 

Machine learning plays a major role in BCI systems. In this thesis, it is used to learn the 

patterns in EEG activity for cases when a person is moving their arms and when they’re 

moving their legs. There are two main applications of machine learning: regression and 

classification. The regression analysis is used for forecasting and prediction. The regression 

analysis is a process for estimating the relationships and the conditional expectation among 

the dependent variable and one or more independent variables, which includes many 

techniques for modeling and analyzing several variables. The estimation target is the 

regression function which is a function of the independent variables. [2].  

 

In regression, the outputs of the system are continuous rather than discrete. On the other hand, 

classification is the process of identifying which set of discrete categories certain data belongs 

to. Machine learning can generate a model, which sets boundaries to classify data as belonging 

to one class or another. This is achieved by first extracting features from the training dataset 

and then progressively updating the model to increase the accuracy with which it predicts the 

class of training data. The category of machine learning that contains a label for each of the 
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trials in a dataset is called supervised learning. This data and the labels are used to generate a 

mathematical model that can be used to predict which class other EEG data belongs to. This 

is done by feeding features from a trial into the model and looking at the predications that the 

model makes. If the model works well, it will correctly predict which class the data belongs 

to. To build this model, training data is required to progressively help shape the parameters in 

the model so that it can be trained to make data driven predictions and perform accurate signal 

classification on future data.  

 

The two types of data in machine learning are training data and testing data. Training data is 

used to build the model by providing some feedback to the system that indicates which class 

the data belongs to. This allows the model to constantly change its parameters to allow the 

training data to be classified correctly. The ultimate goal of machine learning does not lie in 

the accuracy of prediction for the training data, but instead what is most desired is to have the 

model be general enough that the model can correctly classify future data that the model has 

not seen before. To get a measure of how good the model will perform, testing data is used to 

test the predications that the model produces and check the accuracy of the model. This testing 

data is data that the model has not seen before and therefore this accuracy is a measure of how 

accurate it is in the general case (not just for data that it used to generate the model).  

 

In this thesis, there are two machine learning algorithms used: Support Vector Machine (SVM) 

and Extreme Machine Learning (ELM). The models that were generated in this thesis are 

specifically catered to learning the difference between the patterns in the two classes of EEGs 

(hands and legs). More details about machine learning are described in Chapter 3.  

 

The dataset provided for this thesis is large and not every single point of data is needed to 

describe the characteristics or pattern of the signal. The system attempts to classify the data as 

being arm movement related or leg movement related using whatever data is provided to it, 

but for better processing efficiency, the number of data points that are processed can be 

reduced by extracting certain patterns from the data and then use this as the input to the 

learning algorithm. This provides a more efficient way of processing the signal, since instead 
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of processing a huge set of data, the system only has to process a few of patterns/features. The 

process of extracting these patterns is called feature extraction and is discussed in Chapter 2.   

 

On this thesis, the purpose is to compare two machine learning models performances: Support 

Vector Machine (SVM) and Extreme Machine Learning (ELM) by measuring the accuracy of 

the predictions that each model makes based on the analysis and feature extraction of the 

electroencephalogram (EEG) signals for the movement of either the legs or arms moving. The 

procedure followed in this project can be summarized as following: run the data through filters, 

use PCA to extract features of the filtered data set, run the features through a machine learning 

algorithm (SVM and ELM) to generate a model, test the model and record accuracies of the 

learning algorithm using different machine learning functions, parameters and models.  

 

 In Chapter 2, the thesis describes the pre-processes, which include the following steps: 

transform the dataset from time domain to frequency domain (power density spectrum) and 

feature extraction. 

 

 In Chapter 3, the thesis describes the mathematical details of ELM and SVM. 

 

 Thesis details, results and the conclusion can be found in Chapter 4 and Chapter 5. 
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CHAPTER 2 

 

EEG PRE-PROCESSING 

 

The datasets used in this thesis is the EEG activity signals, which are collected over 15 

channels and are recorded at a sampling frequency of 512 Hz when the hands or foot of 

participants were moving. These signals are band pass filtered from 0.5 Hz to 100 Hz because 

the useful parts of the collected brain response signals are lower than 100Hz. There is a very 

strong noise at 50 Hz because the data used in this project is from Germany, which will affect 

the result. Therefore, there are four-tap notch filter in the system, which cleans the power noise 

as much as possible. The data used in the project is after the filtration and contains only the 

relevant portions from the data. 

 

 

2.1. Frequency Transformation  

 

The data is transformed from time domain to frequency domain so that the latent periodic 

components can show up and be identified. It is also easier to see the data differences in 

frequency domain and figure out which frequency bands of the brain signal are active, when 

the body is moving the arms or legs.  

 

In this thesis, the time domain EEG signals are transformed into the frequency domain using 

spectrum density estimation to obtain the power density spectrum. The power spectrum shows 

the variation of power across different frequencies, which can also be used to show the energy 

distribution. In statistical signal process, spectrum density estimation is a tool to estimate the 

spectral density of a random signal from a sequence of time samples of the signal, which is a 
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way to describe the frequency features and content of spectrum density. There two main kinds 

of SDE: parametric SDE and non-parametric SDE [3].  

 

For non-parametric spectrum estimation, no special model is assumed to generate the 

frequency response data. In this case, it can use Fourier methods to analyze the power in the 

frequency domain. The parametric spectrum estimation uses a predefined model to represent 

the data in the frequency domain. These models require calculating certain parameters to fit 

the model to the data.   

 

In this thesis, Welch’s method which is a non-parametric spectrum estimation method was 

used to transform the time domain signal into one in the frequency domain. Welch’s method 

is based on the standard density spectrum estimation and one of its features is that in exchange 

for reducing the frequency resolution to the desire of the user, it can also be used to reduce 

noise. In this method, the signal data segments are split up into L data segments, which have 

M points, and is overlapped by D points. 

 

 If D = M/2 then overlap is 50% and if D = 0 then the overlap is 0%.  

 

Each of these data segments can then be multiplied with a window function and the 

periodogram of the product is calculated for the individual segments and the average of these 

periodograms is the result of Welch’s method. The equations for the process that was just 

described are shown below. 

 

�̃�𝑥𝑥
(𝑖)

=  
1

𝑀𝑈
|∑ 𝑥𝑖(𝑛)𝑤(𝑛)𝑒−𝑗2𝜋𝑓𝑛𝑀−1

𝑛=0 |
2

, 𝑖 = 0,1, … … … … , 𝐿 − 1         2.1 

 

𝑈 =  
1

𝑀
∑ 𝑤2(𝑛)         2.2

𝑀−1

𝑛=0
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𝑃𝑥𝑥
𝑊(𝑓) =  

1

𝐿
∑ �̅�𝑥𝑥

(𝑖)(𝑓)          2.3

𝐿−1

𝑖=0

 

 

The data used in this thesis is cut into no more than 8 segments with 50% overlap and the 

modified periodogram is computed for each segment using a Hamming window. Compared to 

the rectangular window, the magnitude of the side lobes for the hamming window is much less 

than that of the rectangular, which is desirable, but the main lobe of the hamming is also wider, 

which is undesirable. 

 

 

Figure 3: Compare the rectangular window with hamming window 
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2.2. Feature Extraction  

 

A feature is a noticeable characteristic, which can describe the data. As mentioned in Chapter 

1 Introduction, there is a large set of data provided in this thesis. The thesis used feature 

extraction to get the features in order to process data more efficiently, which can be very useful 

to describe the pattern or trend, since they provide a more compact way of describing the 

pattern. 

 

Principal Component Analysis (PCA) is a very effective algebraic feature extraction method 

to deal with the information in the sample, compression and extraction is based on the variables 

covariance matrix. The core idea of PCA is using the characteristics of less data to describe 

samples in order to reduce the dimension of the feature space. PCA reduce the dimensions of 

the data sets, while keeping the largest contribution to the variance of characteristics of the 

data set, by retaining lower-order principal component and ignoring higher-order principal 

component. In this way, the most important aspect of the data is retained by lower-order 

components. 

  

To build up the PCA model, the first step is to get the mean of each channel and subtract the 

mean from every data dimensions in order to set the means of every dimension data to zero. 

Then, the covariance matrix is calculated using the zero mean data. After this, the eigenvalues 

and eigenvectors of the covariance matrix are found, the eigenvectors are sorted by the 

eigenvalues from highest to lowest, which results in data from most significance to lowest 

significance. Lastly, components of lowest significance can be ignored without much loss in 

information and multiply the original data with the eigenvector matrix with to get the new 

data. 
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CHAPTER 3 

 

CLASSIFICATION 

 

 

3.1. Machine Learning 

 

Machine learning is an algorithm operation that builds up a model with the training data and 

uses the model to process some test data. Machine learning is used in many applications. 

Supervised learning and classification are used in this project. To supervise the learning 

process, the data provided to the system must have the predicted class labels for each set of 

features. The feature space for the training data is divided into two classes by using the labels 

and the algorithm learns the general rules to build up the model. Then this model is used to 

classify the testing data and to calculate the accuracy of the system. 

 

 There are two kinds of machine learning used in this project: the first is Support Vector 

Machine (SVM), and the second is Extreme Machine Learning (ELM). 
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3.1.1. Support Vector Machine 

 

Support Vector Machine (SVM) is a traditional algorithm operation to separate two or more 

kinds of data. It relies on a mathematically defined function that represents a division, known 

as a hyper plane in higher dimensions, between the two classes of data. Data lying on one side 

of this hyper plane is classified as belonging to one class, while data on the other side belongs 

to the other class.  

 

By applying SVM, a classification model in the form of linear function f(x) = wx+b can be 

generated, which can separate data to the classes. 

The location of the hyper plane is defined as f(x) = 0 = wx+b. 

 

 The example in Figure 4 shows some blue circles on the left side, which represent data 

belonging to Class 1, and some red circles on the right side, which represent data belonging to 

Class 2. The blue circles are on the side of the hyper plane, which corresponds to the case 

when f(x) > 0 and the red circles are on the side of the hyper plane, which correspond to the 

case where f(x) < 0.  

 

By looking at the location of the data with respect to the hyper plane, the class that the data 

belongs to can be predicated by the model. 
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Figure 4: Linear SVM separate two different kinds of data 

 

 

From Figure 4, there are two parallel lines beside the line at wx+b = 0. The line is used to 

separate between two classes (red circles vs blue circles). The wider the area between the red 

circles and blue circles, the easier it is to separate the circles and therefore, the easier it is to 

separate between the two classes. Putting any line in between the two classes will work for the 

example shown in the figure, but since the goal is to make the model work for data not 

belonging to the training dataset, it is best to provide the widest margin between the two 

classes. 

 

The best condition is when the maximum distance between two hyper-planes at the edges 

occurs. The distance is 
2

|𝑤|
, so max value of |w| is needed to minimize the distance. When the 

w is fixed, the three lines are also fixed. As the norm of w uses the square root, instead of using 

|w|, 
|𝑤|2

2
 will be used instead. Therefore, it can formulate a quadratic optimization problem and 

solve for w and b: 

𝑚𝑖𝑛 =
‖𝑤‖2

2
         3.1 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶ 𝑦�̇�(𝑤𝑥𝑖 + 𝑏) ≥ 1, ∀𝑖          3.2 

 𝑃𝑟𝑖𝑚𝑎𝑙 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛: 𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤𝑇𝑥 + 𝑏)          3.3 
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Where the goal is to find w and b such that Φ (w) = 1 2𝑤𝑇𝑤⁄  is minimized and for all   

{(𝑥𝑖, 𝑦𝑖)}: 𝑦𝑖(𝑤𝑥𝑖 + 𝑏) ≥ 1. Quadratic optimization problems are a famous class of 

mathematical programming problems and many algorithms exist for solving them [3].  

 

Quadratic programming is a special type of mathematical optimization problem, which 

minimize or maximize a quadratic function of several variables subject to linear constrains on 

the variables. 

 

 

 

Figure 5: The Soft margin property of SVM 

 

 

 

There will be times where there is some data that cannot be separated. From Figure 4, one or 

two blue circles show up on the side of red circles, which cannot generate a clear boundary to 
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separate the circles by color. The solution to this problem is using a concept known as soft 

margin.  

According to the study done by Corinna Cortes and Vladimir N.Vapnik, they found the soft 

margin in 1995 [5]. In the situation described, the soft margin method can choose a hyper 

plane that keeps the maximum distance and splits the data as cleanly as possible. In this 

method, there are non-negative slack variables  𝜀𝑖, which checks the measurement degree of 

the misclassified data   𝑥𝑖. 

 

Now, using the soft margin, the equation changes to 

 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 
1

2
𝑤 ⋅ 𝑤 + 𝐶 ∑ 𝜀𝑖

𝑅

𝑘=1

             3.4 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶ 𝑦𝑖(𝑤𝑥𝑖 + 𝑏) ≥ 1 − 𝜀𝑖 ≥ 0, ∀𝑖           3.5 

 

For dual problem [5]: 

 

  𝑚𝑎𝑥: 𝑄(𝛼) = ∑𝛼𝑖 − 1/2𝛴𝛴𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑥𝑖
𝑇𝑥𝑗                  3.6 

 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: ∑𝛼𝑖𝑦𝑖 = 0           𝛼𝑖 ≥ 0 𝑓𝑜𝑟 𝑎𝑙𝑙 𝛼𝑖          3.7 

 

classifying function ∶ f(x) = ∑αiyixi
Taj + b               3.8 
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Figure 6: Mapping of original input space to the higher dimensional feature space 

 

Since the data is not always linearly separable in the initial feature space, there are occasions 

where increasing the dimensionality of the feature space may actually make the separation of 

classes much easier. To perform this process, the kernel function is used to transform the initial 

feature space into a higher order feature space, which can make the data be linearly separated 

by a hyper-plane and achieve the maximum margin between the two classes [6]. 

 

 As shown in Figure 5, the initial data is transformed from Φ(x) to φ(x) so that the dot product 

becomes: 

𝑘(𝑥𝑖 , 𝑥𝑗) = 𝜑(𝑥𝑖)
𝑇𝜑(𝑥𝑗)                  3.9 

 

And the equation (3.1) changes to: 

 

𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 ∶  𝑚𝑖𝑛‖𝑊‖𝑧 + ∑ max (0,1 − 𝑦𝑖𝑓(𝑥𝑖))
𝑁

𝑖
                3.10 

 

𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦𝑖𝑛𝑔 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ∶  𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤𝑇𝜑(𝑥) + 𝑏)              3.11 
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Instead of 𝑥𝑖
𝑇𝑥𝑗, which shows in Eq.6, the non-linear SVM mathematical classification uses 

K(𝑥𝑖𝑥𝑗)and for dual classifier in transformed feature space: 

max
𝛼𝑖≥0

 𝛴𝑖𝛼𝑖 −
1

2
𝛴𝑗𝑘𝑎𝑗𝑎𝑘𝑦𝑗𝑦𝑘𝑘(𝑥𝑗 , 𝑥𝑘)             3.12 

 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶  0 ≤ 𝛼𝑖 ≤ C  𝑓𝑜𝑟 ∀𝑖 𝑎𝑛𝑑 ∑ 𝛼𝑖𝑦𝑖

𝑖

= 0         3.13 

 

And the classifying function is shown as following: 

 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦𝑖𝑛𝑔 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ∶ 𝑓(𝑥) = ∑𝛼𝑖𝑦𝑖𝑘(𝑥𝑖, 𝑦𝑖) + 𝑏        3.14 
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3.1.2. Extreme Learning Machine 

 

 

Huang Guang-Bin presented Extreme Learning Machine in 2004 [7]. At first, ELM was 

designed for the single hidden layer feed-forward neural networks (SLFNs). Then, it is 

developed and extended to the generalized single hidden layer feed-forward networks [8] [9] 

[10] [11]. 

 

The idea of ELM is to work for the SLFNs, and extends to the multi-hidden layer feed-forward 

neural networks. The ELM theory assumes that the hidden nodes or the neurons can be 

generated randomly as shown in Figure 7. The hidden nodes parameters are independent from 

the training data set. The ELM theories state that the randomness may be the real method for 

how the brain learns. 

 

 

 

Figure 7: The workflow picture of Extreme Learning Machine 
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In order to describe the ELM model further, the following parameters need to be defined: 

 N: the total number of the training data  

 �̃� : the total number of hidden nodes  

 n, m: the dimensions of the input layer and output layer 

 

 (𝑥𝑗 + 𝑡𝑗), 𝑗 = 1,2, … … … . . , 𝑁  : the testing data 

𝑥𝑗 = (𝑥𝑗1
, 𝑥𝑗2

, … … … . . , 𝑥𝑗𝑛
)

𝑇
∈ 𝑅𝑛, 𝑡𝑗 =  (𝑡𝑗1

, 𝑡𝑗2
, … … … … . , 𝑡𝑗𝑚)

𝑇
∈ 𝑅𝑚 

Put the output vectors together to get the output matrix: 

 

 

 

 𝑜𝑗 , 𝑗 = 1,2, … … . . , 𝑁 ∶ the particular output vector according to the 𝑡𝑗 

 𝑊 = (𝑤𝑖𝑗)
�̅�∗𝑛

  ∶ the related weight matrix of input layer and hidden layer 

𝑤𝑖 = (𝑤𝑖1, 𝑤𝑖2, … … … . , 𝑤𝑖𝑛)
𝑇
 

  𝑏 = (𝑏1, 𝑏2 , … … … . . , 𝑏�̅�)𝑇 : the offset vector, bi is the threshold of the ith hidden 

node 

  𝛽 = (𝛽𝑖𝑖)�̅�∗𝑚 ∶ the related weight matrix of output layer and hidden layer 

𝛽𝑖 = (𝛽𝑖1, 𝛽𝑖2, … … … … , 𝛽𝑖𝑛)𝑇 

 

 

 𝑔(𝑥): active function 
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3.1.2.1. Single-Hidden Layer Feed-Forward Network (SLFNs) 

 

Mathematically, the standard SLFNs model is the following: 

 

∑ 𝑔(𝑤𝑖 ⋅ 𝑥𝑖 + 𝑏𝑖)𝛽𝑖 = 𝑡𝑗  , 𝑗 = 1,2, … … . . , 𝑁

�̅�

𝑖=1

          3.15 

 

In order to have zero error and be closer to the N samples, 

 

∑‖𝑜𝑗 − 𝑡𝑗‖ = 0

𝑁

𝑗=1

         3.16   

 

 

So the Eq. 3.10 change to 

 

∑ 𝑔(𝑤𝑖 ⋅ 𝑥𝑖 + 𝑏𝑖)𝛽𝑖 = 𝑜𝑗  , 𝑗 = 1,2, … … . . , 𝑁

�̅�

𝑖=1

         3.17 

 

Use the matrix to describe 

 

𝐻𝛽 = 𝑇               3.18 

 

H is the hidden layer output matrix of neural network. 𝐻 = 𝐻(𝑊, 𝑏) = (ℎ𝑖𝑗)
𝑁∗�̅�

   And  

 ℎ𝑖𝑗 = 𝑔(𝑤𝑗 ⋅ 𝑥𝑖 + 𝑏𝑗).  
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When the number of the hidden units is odd and �̃� =𝑁, and the matrix is revertible. 

The number of hidden-layer units is much smaller than the number of training data, which 

means �̃� << 𝑁. To solve the difficulties, a new effective learning machine appears. At first, 

the values of parameters ‘W’ and ‘b’ can be given randomly and used to calculate the matrix 

‘H’ (although keep changing the values of ‘W’ and ‘b’ does not result in any gain change.) ‘β’ 

is the only parameter is used as a decision factor.  

 

When ‘W’ and ‘b’ is fixed, Eq. 3.19 is used to solve for the least square solution �̂� of the linear 

system. 

 

‖𝐻�̂� − 𝑇‖ =  min
𝛽

‖𝐻𝛽 − 𝑇‖          3.19 

 

�̂� = 𝐻𝑇              3.20 

 

On the other hand, 𝛽 ̂is also the minimum norm, which means �̂� is the minimum norm of all 

the least square solutions. For the feed-forward neural networks, the magnitude of �̂� is very 

important: �̂� is smaller, while the generalization ability of the system is better.  
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The Extreme Learning Machine build up process: 

 

Given the training data set   𝑅 = {{(𝑥𝑖𝑡𝑖)}|{𝑥𝑖 ∈ 𝑅𝑚, 𝑡𝑖 ∈ 𝑅𝑚}}𝑖=1
𝑁 , the active function 

𝑔(𝑥)   and the number of hidden units   �̃�. 

 

Step 1:  Assign input weights 𝑤𝑖 and threshold 𝑏𝑖, 𝑖 = 1,2, … … … … . , �̃�. 

 

Step 2:  Calculate the hidden layer output matrix of neural ‘H’.  

 

Step 3: Calculate the related weight matrix of output layer and hidden layer β=HT. 
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CHAPTER 4 

 

NUMERICAL EXPERIMENT 

 

The data used in the thesis are EEG activity signals, which download from the website: 

http://bnci-horizon-202.eu [9].  The data includes the training data, the testing data, trials and 

predicted class labels. Trials are used to separate the data for each sample and the predicted 

class labels assist the training and the calculation of the accuracy for the classification 

processes. The training data and the testing data had 15 channels and were recorded using a 

sampling frequency of 512 Hz, when the hands and foot are moving.  

 

There are 160 samples: 100 training sample data and 60 testing sample data, where each one 

has over 11000 points. Because the frequency of the signals is lower than 100 Hz, which 

include the main useful information, the EEG signals are band-pass filtered from 0.5Hz to 

100Hz. There is also a four-tap 50 Hz notch filter in the system to clean the power noise. The 

data used in the thesis only contains the relevant portions.  

 

After loading the data to MATLAB, the mean of each class of 15 channels in time domain is 

plotted, which are shown in the following Figure 8. Then the data is transformed from time 

domain to power density spectrum through the non-parametric model Welch, which has been 

introduced in Chapter 2. In MATLAB, the function ‘pwelch’ is used to perform the operation 

and the result is showed as Figure 9. 

 

 The last step of the data pre-process is to let the data run through PCA to get the features 

extracted. 
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Figure 8: mean of each channel signal in time domain 
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Figure 9: Power density spectrum of Class 1 and Class 2 
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This model was built by Prof. Huang Guang-Bin study team, which sets up the theories and 

models of ELM [11]. 

 

For SVM model, it is build up by the MATLAB functions: svmtrain.  

 

For Table i and Table ii, they are the classification results of ELM and SVM kernel function 

with all features, which are pass the PCA method. There are two kind modes of kernel function 

doing the comparison. One is Linear Kernel Function, and the other is Polynomial. 

 

 

Table i: The classification results of ELM Kernel Function 

 

 
MODE OF KERNEL FUNCTION 

 

TRAINING ACCURACY 
 

TESTING ACCURACY 

 

 LINEAR 

 

100% 

 

68.33% , C = 0.001 

 

 POLYNOMIAL 

 

100% 

 

60% , C = 0.001 

 

 

 

Table ii: The classification results of SVM 

 

 
MODE OF KERNEL FUNCTION 

 

TRAINING ACCURACY 
 

TESTING ACCURACY 

 

 LINEAR 

 

100% 

 

68.33% , C = 0.001 

 

 POLYNOMIAL 

 

100% 

 

68.33% , C = 0.001 
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According to the tables, it is very clear that for the linear kernel mode, the performance of 

ELM and SVM are same. However, for polynomial, there is a noticeable difference between 

them, where the ELM performs better. 

 

After comparing two methods with total data, the projects also need to find out how the method 

performances change when the method conditions and parameters are changed. No matter 

which model is used, SVM or ELM, there is a very important parameter C, which is a way to 

control over fitting. Higher values of C indicate that the model sets a harder margin on the 

classification, while smaller values of C indicate that the model sets a softer margin. This 

project used K-fold Cross-validation to get the suitable C values.   

 

The purpose of using Cross-validation is to get reliable and stable models. The initial training 

data is divided into K groups, one separated group is kept aside to use as testing data, the other 

groups are used to do the training; repeat the cross-validation for K times and each group has 

been verified one time, then pick up the C value, which has the highest testing accuracy. The 

advantage of this method is that it repeats using randomly generated groups to do the training 

and validation and the accuracy of each model is evaluated after each run. The method used 

in this project is 5-fold cross-validation.  

 

As theories described in Chapter 2, there is very important parameter, which can affect the 

classifying result directly, is the number of PCA components used in the classification process. 

The columns of the PCA method output matrix has already sorted from low-order to high order 

by how much important information of EEG signal is included. This project used the 

MATLAB function ‘pca’ to build up the PCA method directly and picked up 1500, 3000, 

4500, 6000, 7500, and 9000 as the numbers of PCA components. 
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Table iii: The results of ELM and SVM with different PCA components and c values. 

 

PCA 

components 

 

ELM WITH LINEAR KERNEL 

 

SVM WITH LINEAR KERNEL 

C VALUE TESTING ACCURACY C VALUE TESTING ACCURACY 

1500 0.0534    46.67% 0.0027    45% 

3000 0.0132    53.33% 0.0010    56.67% 

4500 0.0100    60% 0.0010    65% 

6000 0.0010    68.33% 0.0010    68.33% 

7500 0.0010    68.33% 0.0010    68.33% 

9000 0.0010    68.33% 0.0010    68.33% 

 

PCA 

components 

 

ELM WITH POLYNOMIAL KERNEL 

 

SVM WITH POLYNOMIAL KERNEL 

C VALUE TESTING ACCURACY C VALUE TESTING ACCURACY 

1500 0.0534    46.67% 0.0010    45% 

3000 0.0132    53.33% 0.0010    56.67% 

4500 0.0100    58.33% 0.0010    65% 

6000 0.0010    60% 0.0010    68.33% 

7500 0.0010    60% 0.0010    68.33% 

9000 0.0010    60% 0.0010    68.33% 

 

 

 

 



28 

 

 

 

 

From Table iii, it can see that as the number of PCA components used in the process of 

classification, the testing accuracy keeps increasing until reach the highest testing accuracy, 

which are shown in Table 1 and Table 2. From Table 3, it looks like that 6000 features are 

enough to show the most characteristic of the differences between Class 1 and Class 2. 

According to the table, when the find the best C =0.001, C value is fixed by the system and do 

not change again. It can see from table that SVM find the best C value much faster than ELM 

and for polynomial kernel method, the testing accuracy of SVM is higher than the testing 

accuracy of ELM. 
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CHAPTER 5 

 

CONCLUSION 

 

 

The testing of the EEG signal classification of hand and feet movements is successful by using 

SVM and ELM. It is clear that compared with ELM, SVM has more stable performance and 

better accuracy on polynomial kernel method. 

 

From the last section, the result is not perfect. The following are possible reasons: 

 

 The amount of the training data is not enough to generate a classification model. For 

each class, there are only 100 samples. As the brain signal is not a simple and clear 

signal, only 50 samples cannot show the entire characteristic. Therefore, the accuracy, 

universality and applicability of the classification model are affected.  

 

 The training data does not have universality so that the model does not work well with 

the test data. Training data is always limited, but this particular data is unlimited and 

very changeable. As the limitation of the training data, the model does not work well 

on the test data in this specific case.  

 

 The dimensions of the classification are too high. During the processes of the model 

building, the feature space transforms to higher dimensions. As dimensions increase, 

the universality and applicability of the model will also decrease. 
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