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ABSTRACT 

 

Medical image processing is currently the foremost emerging and challenging area of 

research within the field of image processing. The images used for processing and analysis in the 

medical domain are captured through imaging technologies like MRI, CT Scan etc. Because of its 

broad availability and capacity to create high-resolution pictures, magnetic resonance imaging 

(MRI) is the most commonly utilized imaging technique. MR imaging is a sophisticated 

visualisation technology that allows for the safe and non-invasive acquisition of pictures of the 

interior architecture of the human body. 

Processing and analysis of human brain images plays a major role in computer aided diagnosis and 

neuroscience research. It further helps in identification of several neurodegenerative and mental 

disorder diseases such as tumors, edema, Schizophrenia, Multiple Sclerosis, Alzheimer disease and 

Parkinson. The segmentation of MRI brain images allows representation of brain image into 

meaningful segments which helps in analysis and interpretation of image for identifying the area of 

interest, detecting tumor, and treatment planning. The segmentation of MR brain images is carried 

out manually within the clinical environment by the radiologist counting on their visual 

interpretation. This mapping is extremely time consuming tedious task and error prone to human 

dependency. In order to beat the shortcomings of mapping the tumor manually, the researchers are 

keen to develop automatic tumor segmentation system. Also, Automatic retrieval of images is of 

great importance in medical field as it helps in decision making for solving various problems and 

helps in treatment planning. 
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This thesis work tries to cater various aspects of MR brain image classification and segmentation. 

In order to classify the image into tumorous and non-tumorous we have proposed to use binary 

patterns (LBP) as features. The LBP provides a label to each 3 X 3 window based on the connection 

between the centre pixel and adjacent pixels. The histogram of these labels is then sent into the 

classification step as a feature space. The pictures are categorised as tumorous or non-tumorous 

using the Minimal Complexity Machine (MCM) method. The accuracy computed is used to assess 

the results of the proposed approaches. 

After identification of MR brain image as tumorous, early detection and accurate treatment based 

on truthful diagnosis are the major concern to cure brain tumor. The precise position, direction, and 

extent of the aberrant tissues are crucial in the detection of brain tumour. Detection of anatomical 

brain structure plays a major role in the planning of treatment. This study involves comparative 

analysis of three image segmentation techniques for detection of brain tumor from sample MRI 

images of brain. K-Means Clustering, Fuzzy C-Means Clustering, and Region Growing are the 

picture segmentation algorithms used. A comparative analysis of the above mentioned image 

segmentation techniques is done and it was found that utilizing solely feature memberships may 

result in overlapping clusters, emphasising the importance of using both feature and object 

memberships. To handle this problem in case of MR brain images we introduce the application of 

Fuzzy Co-Clustering Algorithm for detection of brain tumor. In this algorithm co-clustering is 

integrated with the Fuzzy approach with a view to obtaining distinct clusters. However, these 

segmentation algorithms are not able to handle the uncertainty that arises from boundary between 

different tissues. To handle this type of uncertainty the generalization of fuzzy sets theory is used, 

known as intuitionistic fuzzy sets (IFS). In order to handle the ambiguity between different tissues 

we have formulated Intuitionistic Fuzzy Co- Clustering Algorithm. The performance of the 
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algorithms is evaluated on the basis of match score, accuracy score, Dice score and Jaccard's 

similarity coefficient. 

Also amongst the most essential fields in computer-aided treatment and neuroscience studies is the 

segmentation of a human brain picture from MRI scans into three brain tissues: cerebrospinal fluid, 

grey matter, and white matter. Segmentation algorithms such as FCM is very sensitive to noise. To 

avoid any stuck in local optimal results, ACO technique is used. ACO is used to determine the value 

of initial cluster centers. The centers thus obtained are fed into the system to perform segmentation. 

In modified FCM, Mahalanobis distance is used instead of Euclidean distance as Euclidean distance 

takes into account only the super-spherical shapes about the center of mass for clustering the data 

points, whereas data points belonging to same cluster may not be located in that area only. Also, 

the local neighborhood information is also considered as neighboring pixels are more likely to 

belong to same cluster. Also, we propose one more algorithm for brain image segmentation, a 

Fuzzy-Gravitational Search Algorithm (GSA) and its application to MRI brain image segmentation.  

The proposed approach is based on GSA, and uses fuzzy inference rules for controlling the 

parameter α as search progresses. The results of the system are compared with GSA and recent 

work on brain image segmentation algorithms for both real and simulated database on the basis of 

Dice Coefficient values and is found to outperform. 

Also, we propose an image retrieval algorithm in this thesis. Automatic retrieval of images is of 

great importance in medical field as it helps in decision making for solving various problems. The 

feature extraction in content based image retrieval is a crucial stage whose success is determined 

on the approach used to extract characteristics from pictures. There are two types of visual content 

descriptors: global and local. To describe an image, a global descriptor describes the visual features 

of the entire image, whereas a local descriptor represents the visual features of areas or components. 
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The feature database is built by arranging these as multi-dimensional feature vectors. In this thesis, 

we have proposed a novel feature descriptor based on local binary pattern for retrieval of biomedical 

images. 
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Chapter 1 

Introduction 

 

1.1 Motivation 

 Medical imaging is the broad term for a collection of techniques and procedures for 

generating anatomical or functional pictures of the human body for clinical as well as research 

reasons. [1]. Medical image analysis is amongst the most important studies in the area of 

medicine, because the results help field experts with diagnosis, treatment planning, and 

treatment verification. [2]. Furthermore, recent advancements in medical imaging and medical 

image processing have reduced the need for intrusive intervention in the treatment of a variety 

of illnesses and anomalies. In order to be utilised for quantification and analysis of desired 

characteristics, medical pictures require the sequential use of numerous image post-processing 

methods, such as restoration, regularisation, segmentation, and registration[2]. These 

characteristics can be particular portions of the picture, such as specific tissues, tumours, or 

lesions, or any statistical attribute applied to the full image domain or parts of it.  

 CT, Ultrasonography, PET, SPECT, MRI, fMRI, and NMR spectroscopy are examples 

of medical imaging methods that use medical image processing. Computed tomography (CT), 

magnetic resonance (MR) imaging, single photon emission computed tomographic (SPECT) 

imaging, positron emission tomographic (PET) scanning, and cerebral angiography are some of 

the imaging methods used to examine sections of the human body. Because of their broad 

availability and capacity to create high-resolution pictures of normal anatomic structures and 

diseased tissues, CT and MR imaging are now the most commonly utilized methods [3]. 
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Because CT is the quickest modality for imaging critically sick or medically unstable patients, 

it is the recommended assessment. Although their capacity to offer information on tissue biology 

and physiology can be extremely useful, SPECT and PET imaging play a limited role. PET 

scanning can also be used to determine the cancer's grade. 

 For a variety of reasons, MRI is the most often utilised neuro-imaging method for the 

evaluation and follow-up of patients with brain tumours. CT, SPECT, and PET examinations 

do not employ ionising radiation. Because it has a higher contrast resolution than the other 

methods, it is better at identifying tiny lesions and isodense lesions on unenhanced CT. It's also 

more sensitive than CT when it comes to detecting lesion enhancement. The capacity of MRI 

equipment to provide pictures in the sagittal, axial, and coronal planes allows for better 

localisation of a lesion in the 3D space of the brain and more clearly delineation of structures 

affected by the tumour. Finally, MR imaging eliminates the beam-hardening artefact caused by 

the skull base on CT, making it more suitable for assessing lesions in the posterior fossa and 

inferior frontal and temporal lobes. The ability to get both morphological and functional details 

about the tumour at the same scan may be MR imaging's most significant benefit. MRI has 

several limits that must be addressed, despite its many benefits [4]. The absence of detail is the 

most significant. Although enhancement does not necessarily correspond to histology tumour 

grade, higher grade tumours on MR imaging are more likely to display enhancement. [5]. MRI 

has several limits that must be addressed, despite its many benefits. The absence of detail is the 

most significant. Although enhancement does not necessarily correspond to histology tumour 

grade, higher grade tumours on MR imaging are more likely to display enhancement. A very 

slow-growing tumour, on the other hand, will commonly exhibit contrast enhancement areas 

inside the tumour[6]. Likewise, some higher-grade cancers will not improve. [6]. As a result, 

while MR characteristics of a lesion might be useful, histologic confirmation is sometimes 

required to make a diagnosis. MR imaging also can't tell the difference between the border of a 
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tumour and the entire range of illness[6]. Beyond the limits of aberrant contrast enhancement, 

possible tumour cells have been discovered. [6]As a result, MRI alone cannot be used to detect 

whether a tumour is present or not after such treatment. MRI is the standard imaging method in 

human neurooncology, despite these drawbacks. 

 Image segmentation is important in a variety of image processing techniques. The 

process of segmenting a picture into its constituent parts based on specific properties or 

attributes is known as segmentation. Each pixel in an area is identical to the next in terms of 

intensity, texture, colour, and other factors. The primary objective of segmentation is to extract 

useful data and make it easier to analyse and visualise. Image segmentation has roots in a variety 

of fields, including medical imaging, face identification, machine vision, expert systems, 

autonomous traffic management systems, and dealing with satellite images, among others. Due 

to its numerous practical uses, medical image segmentation is receiving a lot of attention these 

days. Different goals may be dealt with in its applicability to brain MRI, such as extraction of 

tiny specialised structures like brain tumours, or certain key tissues (WM, GM, CSF), [7-9], or 

dividing the brain into anatomical components, and so on. [10]   

 Computer-assisted diagnosis and neuroscience research rely heavily on the processing 

and interpretation of human brain pictures. It also aids in the diagnosis of a variety of 

neurological and mental disorders, including tumours, edoema, Schizophrenia, Multiple 

Sclerosis, Alzheimer's disease, and Parkinson's disease. The splitting of MRI brain scans allows 

the brain picture to be represented in meaningful parts, which aids in image processing and 

analysis for locating the region of interest, finding tumours, and treatment planning. The 

radiologist manually segments MR brain pictures in the clinical setting, relying on visual 

interpretation. This translation is a time-consuming, laborious operation that is prone to human 

mistake. The researchers are eager to create an automated tumour segmentation method in order 

to overcome the drawbacks of manually mapping the tumour.  
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1.2 MRI 

 MRI is a sophisticated imaging technique that allows for the safe and non-invasive 

acquisition of pictures of the interior anatomy of the human body. It is formed on the basis of 

Nuclear Magnetic Resonance (NMR) and may be used to conduct a wide range of visualisations. 

Due to its capacity to capture signals that can differentiate between various ‘soft' tissues, MRI 

has been particularly useful for generating pictures of the brain (such as grey matter and white 

matter) [11]. 

Different techniques can be adopted in acquisition of MRI image. According to Pham et al.. the 

properties and requirements of segmentation should be well known beforehand so as to make a 

well firmed decision. The density of tissues and its relaxation properties contributes to contrast 

in an image. The most common and maximum used weightings are T1 and T2.[11] Selection of 

appropriate one as per the demand of the problem is very crucial and an important step. In brain 

imaging, T1-weighted and T2-weighted pictures are two of the most widely utilised MRI 

visualisations. These weightings relate to the main signal (whether it's the T1 time or the T2 

time) used to generate the picture contrast [11]. T1-weighted pictures may be thought of as 

seeing fat locations since regions with high fat content have a short T1 time compared to water. 

T2-weighted pictures, on the other hand, may be thought of as seeing water locations since areas 

with high water content have a short T2 duration compared to those with high fat content. 

T1-Weighted Images (T1WI) 

 T1 images exhibits higher contrast among WM and GM. T1 is the time till when X 

percent (X=63) of the longitudinal magnetization has been restored/recovered. In these types of 

images gray matter appears dark gray, white matter appears light gray, while some tissues 

possess low intensity such as CSF and some possess high intensity such as adipose tissue. 

T2-Weighted Images (T2WI) 
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 T2 images possess higher contrast between CSF and bone. T2 is the time till when X 

percent (X=63) of the transverse magnetization has been diminished/decayed. In these types of 

images both white and gray matter are gray in color i.e. they possess similar intensities. 

PD Weighted Image (PDWI) 

 Unlike T1 and T2 weighted images, proton density (PD) displays the quantity of nuclei 

in the photographed region rather than the magnetic properties of the hydrogen nuclei. We want 

to reduce the influence of both T1 and T2 contrast to produce a PD weighted picture. We can 

see representation of various MRI brain image contrasts in Figure 1.1. 

 

(a)          (b)     (c) 

Figure 1.1: Representation of various MRI brain image contrasts:  

(a) T1-weighted, (b) T2-weighted and (c) PD 

 

Two important parameters, TR (Repetition Time and TE(Echo Time)in the spin echo (SE) are 

used to increase the contrast of the images.  The period between the 90° Radio Frequency 

pulse and the MR signal sampling, which corresponds to the maximum of echo, is known as 

Echo Time (TE). At time TE/2, the 180° RF pulse is used. The time between two excitation 

pulses is referred to as the repetition time (TR). Depending on the TR and TE sequences, the 
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primary three sequences are T1-weighted, T2-weighted, and Proton density (PD) weighting. 

Proton density-weighted is a term for a sequence with a long TR and a short TE. T1-weighted 

is produced by a short TR and short TE sequence. T2-weighted[11] is often produced by a 

lengthy TR and extended TE sequence. In Figure 1.2, they are shown clearly. 

 

 

Figure 1.2 Generation of MRI brain image contrasts 

 

1.3 Brain Anatomy 

 Brain is extremely focused organ of the human body which helps us to cope with the 

environment. Human brain serves as the manager for all the functions performed by the body 
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such as words, actions, thoughts, and feelings that are centered in the brain. In this section we 

describe the brain tissue structure and its anatomical parts.  

 

 

Figure 1.3 Anatomy of human brain 

  

 The cerebrum, cerebellum, and brain stem are the anatomical components of the brain, 

as depicted in Figure 1.3. The Cerebrum is the biggest region of the brain and is responsible for 

regulating conscious thinking, movement, and feeling in the human body. It is divided into two 

parts, the right and left cerebral hemispheres, each of which is in charge of a different portion 

of the body [12]. The frontal, temporal, parietal, and occipital lobes are the four lobes that make 

up each hemisphere. The cerebellum is the second biggest portion of the brain, and it assists in 

regulating motor activities such as walking, balance, posture, and coordination of human 

movement. It is linked to the brain stems and is located at the rear of the brain. Both the cerebrum 
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and the cerebellum have a thin grey matter outer cortex, interior white matter, and dense grey 

matter masses. The brainstem is a part of the brain that connects to the spinal cord. Many 

essential processes, including as motor and sensory pathways, cardiac and repository functions, 

and reflexes, are controlled by it. The midbrain, pons, and medulla oblongata are its three 

structures [12]. 

1.3.1 Brain Tissues  

MRI is a powerful imaging technique to study brain disorder diseases such as tumors, edema, 

Schizophrenia, Multiple Sclerosis, Alzheimer disease and Parkinson. The brain mainly 

comprises of three types of tissue as shown in Figure 1.4: gray matter (GM) and white matter 

(WM) and Cerebrospinal fluid(CSF).  

 Neuronal and glial cells, also called neuroglia or glia, as well as the basal nuclei, make 

up grey matter (GM). The former is responsible for brain activity, whereas the latter is 

made up of grey matter nuclei deep inside the white matter. 

 

 White matter fibres are myelinated axons that link the cerebral cortex to other brain 

regions. They are made up of the caudate nucleus, putamen, pallidum, and claustrum.  

The corpus callosum, a thick band of white matter fibres that connects the brain's left 

and right hemispheres [12]. 

 

  The cerebrospinal fluid (CSF), which includes glucose, salts, enzymes, and white blood 

cells, is found in the brain. To protect the brain and spinal cord from damage, this fluid 

flows via ventricles surrounding them. Meninges are a kind of tissue that covers the 

brain and spinal cord and acts as a membrane. [12].  
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Figure 1.4: Brain Image with three main tissues  

 

 

  (a)          (b)     (c) 

Figure 1.5: Representation of three plane views of MRI brain image:(a) Axial view,                     

(b) Sagittal view, (c) Coronal view 

 

GM looks darker than WM in T1-weighted MRI, but WM appears darker in T2-weighted MRI. 

In T1 weighted pictures, CSF looks black, grey in PD images, and brilliant in T2-weighted 

images. Figure 1.4 depicts the difference between these tissues. The strong contrast between the 

different brain tissues such as WM, GM, and CSF is provided by the T1-weighted MRI brain 

picture. PD and T2-weighted images, on the other hand, show little difference between GM and 
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WM tissues but a lot of contrast between the brain parenchyma and CSF. The brain MRI scans 

may be seen in three planes: sagittal, axial, and coronal, as shown in Figure 1.5. 

1.3.2 Brain Tumor 

A brain tumour is an unnaturally growing mass of tissue caused by uncontrolled cell 

proliferation. The development of a tumour occurs within the skull and disrupts normal brain 

functioning. Tumors can damage the brain by raising internal pressure, pressing on the skull, 

and targeting and destroying nerves and other brain cells [13]. 

The location of the tumour, the kind of tissue, whether it is noncancerous (benign) or cancerous 

(malignant), and the site of origin (primary or secondary) are all used to classify brain tumours 

[14]. The World Health Organization (WHO) divides brain tumours into over 120 different 

kinds. According to the World Health Organization, brain tumours are classified from benign to 

malignant based on cell origin and behaviour. Tumor types are also given a grade, ranging from 

Grade I to IV, based on the pace of malignant development; however, grading methods differ 

depending on the tumour type [13]. 

1.4 Challenges of MR Brain Image Segmentation 

Because of the various practical uses of segmentation results, medical picture segmentation has 

gotten a lot of attention. The automatic detection and segmentation of brain tumours from brain 

MR images provides a way to avoid the time and effort required for manual segmentation of 

huge datasets. It also offers repeatability, which is influenced by observer variability both within 

and across groups. However, automated systems have substantial challenges in achieving these 

goals. Because of the nature of brain MRI images, pixel intensities violate the independent and 

identically distributed assumption within and across pictures, and MRI images contain a 

considerable number of artefacts and intensity inhomogeneity [15, 16].  
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As a result, in order to produce consistent segmentation findings and create clinically acceptable 

automated methods, automated methods need take into account these issues. Our goal is to 

separate white matter, cerebrospinal fluid, and grey matter tissue types in MRI scans of the 

brain. Dealing with picture declension aspects such random noise during acquisition, bias field, 

and partial volume impact can be time-consuming and difficult. A brain tumor is the mass of 

tissue that grows abnormally due to uncontrollable cell multiplication. The growth of a tumor 

takes place within the skull and interferes with normal brain functions. Tumor can harm brain 

by increasing pressure inside it, pushing against the skull, and by attacking and damaging nerves 

and healthy brain tissues [13]. 

1.5 Objective of the thesis 

The main objective of this thesis is to develop content-based image retrieval and segmentation 

system for Brain MR images so that the tumor if any, is accurately segmented and the similar 

cases are retrieved from the database.  

This involves three steps: Classification of brain image into normal and abnormal brain, to 

segment the tumor from the image and also give its location and to retrieve similar cases from 

the database for help in treatment planning.  

The main objectives of the thesis are as follows: 

 To study existing methods for brain image classification, tumor detection and brain 

image segmentation, brain image retrieval and compare their relative segmentation 

performance on two publicly available real and simulated MRI brain data. 

 To propose new algorithms for brain image classification, tumor detection and brain 

image segmentation, brain image retrieval and compare their relative segmentation 

performance.  
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1.6 Organization of the thesis 

This thesis consists of eight chapters that are organized as follows: 

 Chapter 1: Introduction 

 It provides a fundamental idea about the motivation of the work described in this thesis. 

A brief overview of MRI, Brain Anatomy and brain tumor is given to understand the basics. 

Problem formulation and thesis objectives are also discussed. 

 Chapter 2: Literature Review 

 This chapter presents a brief study of the existing techniques present in literature for 

MRI Brain Image Classification, Segmentation and Tumor Detection and Brain Image 

Retrieval. 

 Chapter 3: Classification of Magnetic Resonance Brain Images using Local Binary 

Pattern as Input to Minimal Complexity Machine 

 The objective of this chapter is to introduce a novel scheme for brain Image 

classification. LBP algorithm is discussed in this chapter for extraction of features. 

Classification algorithms like KNN, SVM and MCM algorithms are discussed in this chapter. 

This algorithm is compared with many states of art techniques and shows superior results. 

Experimental results are given at the end of the chapter. 

 Chapter 4: Brain Tumor Segmentation: A Performance Analysis using K-Means, 

Fuzzy C-Means and Region Growing Algorithm  

 This chapter initially describes the Segmentation algorithms namely, KM, FCM and 

Region Growing algorithm. Further, brain tumor detection algorithm is proposed and 

comparative performance analysis of the algorithms is carried out. 

 Chapter 5: Intuitionistic Fuzzy Co-Clustering Algorithm for Brain images 



13 

 

 A novel Intuitionistic Fuzzy Co-Clustering (IFCC) algorithm for MRI brain image 

segmentation is described in this chapter. The intuitionistic fuzzy set theory is incorporated as 

it is more suitable for handling uncertainty as compared to fuzzy sets theory. The algorithm is 

based on the Co-clustering approach as it offers the advantage of assigning membership 

functions for both object as well as features.  The parameters in the IFCC algorithm are 

optimized using Particle Swarm Optimization (PSO). 

 Chapter 6: Optimal Fuzzy C-Means Algorithm for Brain Image Segmentation 

 In this chapter, an automatic framework for segmentation of brain tissue classes 

namely, white matter, gray matter and cerebrospinal fluid has been proposed. ACO algorithm 

is explained in this chapter which is further used for optimization of well-known FCM 

algorithm. Finally, segmentation performance of the algorithm is evaluated and compared 

quantitatively with existing methods. 

 Chapter 7: Fuzzy Clustering Using Gravitational Search Algorithm for Brain 

Images 

In this chapter, a clustering approach, Fuzzy-Gravitational Search Algorithm (GSA) and 

its application to MRI brain image segmentation.  The proposed approach is based on GSA, and 

uses fuzzy inference rules for controlling the parameter α as search progresses. The results of 

the system are compared with GSA and recent work on brain image segmentation algorithms 

for both real and simulated database on the basis of Dice Coefficient values and is found to 

outperform. 

 Chapter 8: Hamming Distance based Local Binary Pattern for Biomedical Image 

Retrieval 

The application of image retrieval in the medical field can be very useful for the 

diagnosis of disease and further treatment planning. In this chapter, we will have an overview 
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of existing image retrieval algorithms. Also, a new image retrieval algorithm is proposed and 

discussed which shows significant improvement over existing local binary pattern based image 

retrieval algorithms. 

 Chapter 9: Conclusion and Future Scope 

The work is summarized in this chapter. The thesis concludes with the contributions 

of thework done in this thesis along with the discussion of their future scopes. 
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Chapter 2 

Literature Review 

This chapter presents a brief study of the existing techniques present in literature used for brain 

MRI images. The initial section discusses about brain image classification. In section 2.2, we 

have discussed the works related to brain image segmentation. In section 2.3, studies related to 

brain tumor detection have been mentioned. Section 2.4 discusses about the work done in the 

field of image retrieval for brain images. In the last section we can see the limitations of the 

work that we have gone through that motivated us to work in the right direction and achieve 

the desired results. 

2.1 Brain Image Classification 

 Magnetic resonance imaging may be used to automatically classify tumorous and non-

tumorous human brain pictures, which is critical for research and clinical investigations. Recent 

research has demonstrated that supervised approaches like support vector machine [17] and 

unsupervised classification techniques like self-organization map (SOM) [18] and fuzzy c-

means (FCM) [19] can be used to classify magnetic resonance brain images. Sayed et al. [20] 

provide a comprehensive study on computer-aided diagnosis of human brain tumours using 

MRI, as well as a new method that consists of three stages: segmentation, feature extraction and 

reduction, and classification of MR images into normal or abnormal. This method can be 

improved by extracting more efficient features and increasing the training data set. Also we can 

see in the paper there is still much room for additional researcher to utilize other machine 

learning techniques and integrate them into a hybrid one system. Zhang et al. [21] presented a 

hybrid approach for MRI brain image classification in 2011, which uses a neural network (NN) 
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based algorithm to categorise a given MR brain picture as normal or abnormal. Hybrid 

intelligent techniques for MRI brain images classification. Sayed et al. [22] presents a hybrid 

technique for the classification of MRI images. Two classifiers have been proposed by the 

author in the classification stage. The first classifier uses a feed forward back propagation 

artificial neural network (FP-ANN), while the second uses a k-nearest neighbour algorithm 

(KNN). Classification of magnetic resonance brain images using wavelets as input to SVM and 

NN is proposed by Chaplot el al [18] in which a novel method using wavelets as input to NN is 

used and SOM and SVM is implemented for classification of magnetic resonance (MR) images 

of the human brain. The feature extraction and reduction needs to be carried out for classification 

of MR images. The features of the brain image can be extracted using a discrete wavelet 

transform (DWT) as done by N. Hema Rajini et al. in [23]. Nandpuru et al. [24] have extracted 

features using gray level co-occurrence matrix (GLCM) and further classified them using SVM. 

Feature reduction can be carried out using principal component analysis (PCA) as illustrated by 

Ibrahim et al. in [25]. In [26] Sridhar et al. proposed an algorithm for extraction of features 

using Discrete Cosine Transform (DCT) and classifying the images with the help of 

Probabilistic Neural Network (PNN). In neural network, we cannot determine how or why a 

decision is made and brain tumor classification is very critical problem for which we need to 

have proper justification. Hence, neural network usage is not a good advice for classification of 

brain tumors. A hybrid method is given by Yazdani et al.[27] by integrating the modified 

Expectation Maximization(EM) and  GLCM features and feeding them for classification into 

SVM algorithm. Also a hybrid classifier [28] was given by Macchale et al. by integrating the 

features of KNN and SVM classifier. Gupta et al. proposed an algorithm for multi sequential 

image classification of brain images by using Effective Information Feature Extraction (EIFE) 

and SVM [29]. Tazin et al. proposed a novel classification algorithm based on deep neural 

networks [30] for classification of brain tumor images. The major disadvantage of using deep 
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neural network is that enormous data is required for training so that the algorithm can perform 

efficiently as compared to other classification algorithms.  Also we can see from the literature 

review that most of the techniques uses KNN and SVM as a classifier. KNN is computationally 

inefficient and it is difficult to pick the correct value of K for good classification. The problem 

with SVM is that they have large and infinite Vapnik Chervonenkis(VC) dimension and it does 

not provide good generalisation. Hence there is a need to choose some other classification 

algorithm that requires less number of support vectors and provides good generalization and 

robust learning. Also, many techniques for extraction of features from brain images have already 

been proposed but keeping in mind their limitation there is a scope to investigate some novel 

feature extraction technique as proposed in chapter 3.  

2.2 Brain Tumor Detection 

 In recent years, many approaches for automating the identification and segmentation of 

brain tumours have been developed. Morphological operations, edge detection, fuzzy sets 

theory, classification, region growth, neural networks and clustering, and other image 

segmentation methods are used in these approaches. Vidhya S. Dessai et al. [31] developed a 

multithreaded framework for segmenting multiple MRI images utilising k-means clustering and 

morphological procedures in parallel. Kiran Thapaliya et al. [32] presented a method that uses 

morphological gradients and morphological operations to identify brain tumours. Ishita Maiti et 

al. [33] proposed a color-based brain tumour segmentation approach based on a watershed 

method and an edge detection algorithm. Dr. M. Karnan et al. [34] used ant colony optimization 

in conjunction with the fuzzy c-means technique to segment brain MRI images. H. B. Kekre et 

al. [35] used a vector quantization segmentation approach in combination with morphological 

procedures to identify malignant masses in MRI images. Sudipta Roy et al. [36] used symmetric 

analysis and watershed segmentation to provide a completely automated system for brain 

tumour identification. For brain tumour segmentation, Rajendran et al. [37] developed a region-
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based fuzzy c- means clustering method. The approach starts the area based algorithm using the 

tumour class output from fuzzy clustering, and the region based algorithm proceeds towards the 

ultimate tumour border. M.A. Jaffar et al. [38] suggested an automated brain MR image 

segmentation approach that uses the curvelet transform to remove noise and FCM to segment 

brain MR images automatically. For tumour extraction from brain MRI images, R. B. Dubey et 

al. [39] compared the level set technique, modified watershed approach, and modified region 

growth method. The above techniques proposed for brain tumor detection are all based on 

manually defining the tumor area and then classifying. The detection becomes easier but it 

prevents the system from being fully automated.  

In the recent years, various methods have been developed by the researchers for automatic tumor 

detection but they suffer from some limitations. These techniques are based on morphological 

operations, edge detection, fuzzy sets theory, classification, region growing, and clustering and 

other image segmentation methods. Ming–Ni Wu et al. [40] presented a color-based 

segmentation method that uses k-means clustering and histogram clustering to separate tumours 

from other objects in input MRI images. N. Nandha Gopal et al. [41] have proposed an 

intelligent system that uses Fuzzy C methods and optimization approaches to identify brain 

tumours. In 2014, Melegy et al. proposed a new approach by reformulating the popular FCM 

algorithm to take into account any available information about the class center [42]. Also, local 

independent projection-based classification (LIPC) method was introduced by Huang et al. [43] 

to solve the tumor detection problem. The proposed LIPC used local independent projection 

into the classical classification model, and a novel classification framework was derived. In 

2015, Nabizadeh et al. [44] proposed brain tumor detection and segmentation technique for MR 

images using Gabor wavelet and statistical (GWS) features.  Also, Maksoud et al. [45] 

developed an efficient image segmentation algorithm using KM clustering technique integrated 

with FCM (KIFCM) algorithm. Sompong et al. [46] proposed brain tumor segmentation method 
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based on gray-level co-occurrence matrix based cellular automata (GLCM-CA)  and improved 

tumor-cut algorithm. A meta-heuristic optimization approach is proposed by Rajinikanth et al. 

[47] to assist the brain MRI examination. This approach enhances and extracts the tumor core 

and edema sector from the brain MRI integrating the Teaching Learning Based Optimization 

(TLBO), entropy value, and level set/active contour based segmentation. In 2018, Deepa et al. 

[48] proposed adaptive firefly backpropagation neural network(AFBPNN) for detection of brain 

tumor  based on fusion of features using Gaussian radial basis function(GRBF). Javeria et al. 

[49] also gave a feature fusion based method for finding brain tumor in the year 2018. Various 

methods have already been proposed for brain tumor segmentation [50-52], but still there is 

scope to develop significant tumor detection techniques.  

 Thresholding based tumor detection and segmentation methods [53] which integrated 

with watershed and histogram analysis have been proposed. Kadam D. B. et al. [54] have used 

eight textural features to train the MLP network in segmenting brain tumor. Perceptron networks 

can only classify linearly separable datasets hence it does not perform efficiently in detecting 

tumors as it is a non-linear problem. Automated brain tumor segmentation with two phases is 

proposed by Khontalou et al. in [55]. In first phase tumor is detected and segmented by 

combination of histogram analysis with symmetry analysis using morphological operations. 

Then tumor is detected by applying fuzzy classification method or symmetry analysis and some 

morphological operations. A supervised hybrid fuzzy ANN based method for tumor detection 

is proposed in [56] by Pradhan et al. The major problem with this approach is its black box 

nature. It does not give an idea to the user that how a certain result is achieved. A comparative 

study of adaptive network based fuzzy inference system (ANFIS), k-nearest neighbors (KNN) 

and fuzzy c-means (FCM) for brain tumor segmentation is conducted in [57] by Khalid et al. 

But in presence of noise FCM doesn’t copes up with the expected results. Since it takes into 

account random values in its initialization step and also no spatial information is considered in 
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complete algorithm. Salama et al. [58] proposd a new system for detection of brain tumor. The 

proposed system is a two stage process where convolutional neural network is used so that 

dataset is balanced in the first stage and detection of tumor is done in the second stage. We can 

see from the literature that large amount of dataset is required to achieve the desired results 

using neural network method. Also, working on large datasets increases the time used to 

calculate the tumor.  

Various methods have already been proposed for brain tumor segmentation [59-61], but still 

there is a scope to develop significant segmentation technique. There are two major challenges 

in segmentation of brain images as seen in the literature. First is to handle the uncertainty that 

arises on boundary between different tissues and second is to obtain distinct or non-overlapping 

clusters. Hence, we need to devise an algorithm that caters to both the problems identified from 

the literature. 

2.3 Brain Image Segmentation 

Different image segmentation techniques, both supervised and unsupervised have been 

proposed and been applied to numerous applications in real world [62]. Unsupervised 

segmentation techniques requires less human intervention in obtaining clinically useful results. 

We are basically concerned with unsupervised techniques based on soft clustering in which an 

object can belong to more than one cluster/class with varying degree of membership. The most 

commonly studied soft clustering algorithm is FCM which was introduced by Bezdek in 1981 

[63]. This approach is simple to implement and performs clustering in an efficient way. As 

already discussed in section 2.2, FCM doesn’t work efficiently in the presence of noise as it 

does not take spatial information into consideration. Several works have been done to include 

spatial data/information [64-65]. Mahmood et al. proposed a framework [66] by integrating 

Bayesian-based adaptive mean shift, a priori spatial tissue probability maps and FCM. Ahmed 
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et al. [67] introduced FCM-S in which the objective function was changed to include 

information of gray levels but this approach was computationally expensive. Kalaiselvi et al. 

also modified the FCM algorithm by incorporating spatial parameter for minimizing the 

objective function of conventional FCM and new weighting parameter for centroid 

initialization[68]. Chen and Zhang [65] proposed another variant of FCM in which the 

neighbouring term for each data point is computed well in advance to avoid computational 

delays. Also, the Euclidean measure is used in FCM to calculate the distance between data points 

and cluster centres. Euclidean distance always takes into account the data points in spherical 

shape from the point being examined. It does not consider the correlation among the data points. 

The possibility of data point belonging to same cluster is not only dependent upon the distance 

but also on the direction. Mahalanobis distance introduced by P.C. Mahalanobis in 1936 

considered both these issues. Kim and Krishnapuram [69] tried to show that mahalanobis 

distance cannot be directly applied to any of the clustering process. Gustafson and Kessel (GK) 

[70] used Mahalanobis distance with fuzzy terminology i.e. introduction of fuzzy co-variance 

matrix was done in this work. Also meta-heuristic approaches are introduced to deal with NP-

hard problems and the problems for which the data is uncertain and not readily available. These 

optimization techniques include Particle swarm optimization, Genetic Algorithms(GA), ACO. 

[71] Thomas A. Runkler showed the extension of simplified ant colony system to be compatible 

with FCM. Yucheng Kao and Kevin Cheng [72] introduced ACOA in which array based graph 

is constructed and ants are moved randomly to from the solution set. 

A proportionally significant amount of research effort has been devoted to certain body parts or 

modalities, such as the segmentation of brain pictures in MR imaging. MRI brain picture 

segmentation has been suggested using a variety of approaches, and it is a hot topic of research. 

Ortiz suggested a hybrid technique based on a probabilistic clustering algorithm and a 

developing hierarchical self-organizing map classifier[73]. Chen[74] updated the fuzzy c-
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means(FCM) algorithm's objective function to use basis functions to correct for intensity 

inhomogeneities and enhanced non-local information to compensate for noise. Benaichouche et 

al. utilised a metaheuristic optimization approach for initialisation[75] and integrated 

Mahalanobis distance in the objective function to decrease the influence of geometrical forms 

of various clusters to address the problem of FCM algorithm trapping in local minima. These 

techniques, however, are susceptible to noise, which is a typical issue with intensity-based 

systems. Furthermore, most intensity-based techniques tend to over-segment the picture, 

resulting in sub-optimal outcomes. For brain picture segmentation, Verma developed an 

enhanced intuitionistic FCM algorithm [76], which utilises local spatial information in an 

intuitionistic fuzzy approach. The method deals with uncertainty using an intuitionistic 

approach, and the noise impact is mitigated by adding local data. Moeskops et al. presented a 

Convolutional Neural Network-based approach for automatically segmenting brain pictures into 

tissues[77]. Using non-local information and incorporating the covariance and prior probability 

in the distance function, Chen et al. presented an enhanced FCM clustering technique 

(FCM)[78]. Namburu et al. offer the Generalized Rough Intutionistic FCM method to eliminate 

the need for membership function and parameter adjustment. Lesion Detection in Medical 

Imaging Based on Unified Gravitational Fuzzy Clustering[79], fuzzy clustering incorporates the 

Newtonian idea of gravity. Using fuzzy unsupervised learning, an improved MRI Brain Image 

Segmentation method is proposed [80] by Keyvan et al.. Although this initial seed selection 

technique reduces operator engagement and reduces the method's susceptibility to initialization, 

it is possible that this procedure may not encompass all regions inside the volume of interest 

along the depth direction, resulting in tumour under segmentation. It also does not allow the 

system to be fully automatic. 
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2.4 Feature Extraction for Brain Image Retrieval 

Patient diagnostic databases are available in a variety of formats, including computer 

tomography, magnetic resonance imaging, ultrasound, and X-ray. However, it is impossible to 

make use of this information unless it is structured in a way that allows for easy access, search, 

and retrieval. Content-based biomedical image retrieval was created to solve this issue. 

Automatic retrieval of images is of great importance in medical field as it helps in decision 

making for solving various problems. The feature extraction in content based image retrieval is 

a crucial stage whose success is determined on the approach used to extract characteristics from 

pictures. There are two types of visual content descriptors: global and local. To describe an 

image, a global descriptor describes the visual features of the entire image, whereas a local 

descriptor represents the visual features of areas or objects. These are arranged as multi- 

dimensional feature vectors and construct the feature database. In this thesis, we have proposed 

a novel feature descriptor based on local binary pattern for retrieval of biomedical images. 

 The visual contents of a picture, such as colour, texture, form, faces, and spatial arrangement, 

are used to represent and index the image database in content-based image retrieval. [82]  The 

research paper contributed by Geetha et al. [83] investigates about various CBIR techniques 

for for efficient retrieval of brain images. The approach for local binary patterns has been 

thoroughly explored and updated in several respects. Some of the key changes are made to 

improve discriminative capability and neighborhood selection while keeping the computational 

cost low. The LBP operator was first introduced by Ojala et al. [84] as a texture descriptor for 

image retrieval. The basic LBP technique generates a binary code for each pixel of the picture 

by thresholding the pixel's 3 x 3 neighborhood with the value of the center pixel. To identify 

the pixel, the binary codes are translated into decimal numbers, which are referred to as LBPs 

or LBP codes. [85] Jin et al. [86] presented an Improved LBP (ILBP) for image retrieval, which 

compares the adjacent pixels, including the centre pixel, with the window's mean value. But 
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their method has increased the feature vector length by 511 (29  − 1, as all zeros and ones are 

the same). Recently, dynamic feature extraction methods have been evolved over the years 

[87]. There are two spatiotemporal local pattern approaches: Volume Local Binary Pattern 

(VLBP) and LBP from Three Orthogonal Planes (LBP − TOP) by Zhao et al.[88]. They have 

reported that the LBP-TOP generates significantly less feature vectors as compared to VLBP 

with comparable accuracy of recognition. The dynamic texture (DT) analysis is performed over 

the sequence of image frames. Dubey et al.[89] proposed this new and efficient feature 

descriptor for CT image retrieval. They have considered only the diagonal and the center pixels 

in a 3 x 3  neighborhood to obtain a binary representation of the center pixel. The method has 

reduced the feature vector dimensionality to 24 as against 59 in case of Uniform Local Binary 

Pattern. It has been reported by Gupta et al.[90] that most of the local information is contained 

in diagonal elements. This gives the justification behind use of diagonal elements only. Local 

binary pattern methodology has been extensively researched and modified over different 

aspects for image retrieval. Some of the major modifications are carried out to increase the 

discriminative capacity and neighborhood selection to obtain better performance while not 

increasing much of the computational cost. In [91] Zhou et al. proposes a similarity retrieval 

approach for brain MRI images based on sparse representation and metric learning. For different 

images and images with different principles, the feature algorithms involved are different. This 

creates a problem in the real world as medical data is very huge and variant. 

2.5 Analysis of the Limitations of State-of-the-art Techniques 

In the previous sections, we went through various State-of -the-art techniques in the field of 

Medical Image Processing. While studying about them we identified some limitations as 

follows: 
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 We can see from the literature review that most of the techniques uses KNN and SVM 

as a classifier. KNN is computationally inefficient and it is difficult to pick the correct 

value of K for good classification. The problem with SVM is that they have large and 

infinite Vapnik Chervonenkis(VC) dimension and it does not provide good 

generalisation.  

 In neural network, we cannot determine how or why a decision is made and brain tumor 

classification is very critical problem for which we need to have proper justification. 

Hence, neural network usage is not a good advice for classification of brain images.  

 The major disadvantage of using deep neural network is that enormous data is required 

for training so that the algorithm can perform efficiently as compared to other 

classification algorithms. Also, working on large datasets increases the time used to 

calculate the tumor. Hence, we do not apply deep neural networks. 

 While performing brain image segmentation in the presence of noise FCM doesn’t copes 

up with the expected results. Since it takes into account random values in its initialization 

step and also no spatial information is considered in complete algorithm. 

 Local binary pattern methodology has been extensively researched and modified over 

different aspects. Some of the major modifications are carried out which works on 

transitions inside a window. It does not takes into account the transition between the 

consecutive windows. 

The problems identified from the literature motivated us to carry out the work discussed in the 

following chapters.  
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Chapter 3 

Classification of Magnetic Resonance Brain Images 

using Local Binary Pattern as Input to Minimal 

Complexity Machine 

3.1 Introduction 

The goal of image classification is to group pixels having similar features into one class 

depending on the features obtained. The process of feature extraction is carried out using LBP 

that has been explained in this chapter. The proposed system for classifying MRI brain images 

into two different classes is shown in Figure. 3.1. The techniques used for classification can be 

either supervised or unsupervised. As we can see from the Figure, the classification system is 

constituted of two stages, namely training stage and testing stage. In this chapter, we have 

applied MCM algorithm for which classification offers various advantages over the well-known 

SVM and KNN algorithm. 

3.2 Feature Extraction 

We use LBP for extracting features from MRI brain sample images. Originally, LBP was 

proposed by Ojala et al. [84] for deriving the textural features from the image. In his basic LBP 

method, every pixel of the image is converted into a binary number on the basis of Thresholding 

the 3×3 window which comprises of the neighbors of the pixel. The Thresholding is done by 

comparing the value of the center pixel with the neighboring pixels. This Thresholding results 

in a binary number and these binary values are concatenated by moving in a clockwise direction 
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starting from top-left neighbor as shown in Figure 3.2. The binary codes are converted into 

decimal number to label the pixel and are termed as LBPs or LBP codes. 

 

Figure 3.1: Brain Image Classification System 

 

The steps for constructing LBP codes are stated in algorithm 1. 

 

Figure 3.2: The basic LBP operator[92] 

Algorithm1: Steps for Constructing LBP Code 

Step 1. Take a 3X3 window in the image. 
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Step 2. In the window, take central pixel and threshold its eight neighbours by 

comparing.  

Step 3. If the intensity of the central pixel is more than or equal to that of its neighbour, 

write 1; otherwise, write 0. 

Step 4. The result will be a 8 bit binary number for each pixel, just like 11001111.   

The local primitives like edges, spots, flat areas etc can be coded by the LPB method as shown 

in Figure 3.3. 

 

Figure 3.3. Texture primitives which can be detected by LBP[93] 

 

 To handle textural features in the image, varying size neighborhood have been proposed 

by Ojala et al.[91]. The local neighborhood has been defined circularly in place of square and 

bilinear interpolation was employed to obtain value of sampling points not lying on a pixel. This 

generalization allowed flexibility in number of sampling points and radius of circle as shown in 

Figure 3.4 below. The (P, R) notation denotes P equally spaced sampling points lying over the 

circle of radius R. 

LBP Pattern thus formed can be either uniform or non- uniform. The binary number is said to 

be uniform, if the pattern consists of two or less than two transitions between consecutive bits 

from 0 to 1 or 1 to 0 considered circularly. As an example, we can see that the binary string 
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00000000, 001110000, and 11100001 are uniform patterns having zero, two, and two 

transitions, respectively, while 11001001 and 01010011 are non-uniform with four and five 

transitions, respectively. These uniform patterns carry around 90% of information in (8,1) 

neighborhood [94]. Ahonen et al. [95] reported that 90.6% of patterns in (8, 1) neighborhood 

are uniform while experimenting on FERET database. The concept of uniform patterns paved 

the way to a much-reduced feature vector by storing the uniform and non-uniform pattern in 

two different bins. Following this criterion, the histogram reduced to 59 bins in case of uniform 

LBP against 256 bins in standard LBP.  

 

Figure 3.4. Examples of Extended LBP operator [92] : (8,1) , (16,2) and (24,3) circular 

neighborhood 

 

The histogram of the LBP labeled image can be illustrated as in Equation 3.1 [96]. 

𝐻𝑖 =  ∑ 𝐼(𝑓(𝑥, 𝑦) = 𝑖),       𝑖 = 0,1, … . . 𝑛 − 1𝑥,𝑦                                  3.1 

This histogram forms the feature vector having local micro-pattern information like edges, 

spots, and flat areas over the entire image [97]. Thus, a statistical representation of the image is 

obtained. The final, spatially enhanced, and global feature vector is derived by joining all the 

region specific histograms and is shown in Equation 3.2 and Figure 3.5 illustrated the block-

based LBP feature histogram. Each region is indicated by Rj where j is the number of regions. 
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𝐻𝑖,𝑗 =  ∑ 𝐼(𝑓(𝑥, 𝑦) = 𝑖)

𝑥,𝑦

 𝐼 ((𝑥, 𝑦) ∈  𝑅𝑗  ) 𝑖 =  0,1, … … . . 𝑛 − 1  

𝑎𝑛𝑑 𝑗 =  0,1, … … . . 𝑚 − 1 

3.2 

 

 

Figure: 3.5 Illustration of Block-based LBP feature extraction [97] . 

3.3 Classification Algorithms 

3.3.1 Image Classification 

Image classification refers to grouping of pixels having similar features into one class 

depending on the features obtained. The techniques used for image classification step can be 

either supervised or unsupervised. In this section, we discuss some supervised image 

classification algorithms namely, KNN and SVM along with their advantages and 

disadvantages. The model for supervised classification algorithm is depicted in Figure 3.6. We 

can see from the Figure that in the first stage features are obtained from the training data set 

along with the known labels for the training data. A machine learning algorithm is applied and 

then the outcome of testing images is obtained. A novel MCM algorithm for classification of 
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MRI brain images which also belongs to the category of supervised classification have been 

discussed briefly in this chapter. 

 

Figure 3.6: Supervised Learning Model 

3.3.2 k-Nearest Neighbor  

It is the simplest classification algorithm which is used to classify the data in the sample to 

one of the classes in the training by implementing the nearest neighbor technique. A distance 

measure is used as a metric to classify the input feature vector V into classes on the basis of 

training vectors which are closest to the data.  The vector I is a member of the class that includes 

the majority of those k nearest neighbours. The KNN method is based on two functions, namely 

the distance function and the voting function, which are derived using the k nearest neighbours 

[97]. The metric for distance function can be Euclidean, cosine similarity, correlation or 

hamming distance, mahalanobis distance. The KNN classification algorithm[97] is a traditional 

technique which belongs to a class of supervised algorithms and is not based on any parameters 

except the value of K. The algorithm works efficiently for optimal values of K. 
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Similar to other learning algorithms, KNN also comprises of two stages namely, training 

stage and testing stage. Firstly, in the training stage, data points are allocated in a n-dimensional 

space. Each training data point is assigned with a label to indicate the class it fits in. Then, in 

the testing stage, the unlabeled data points are tested for the identification of class. The class is 

identified by producing a list of K nearest data points to the input data point by making use of 

the already classified data. The algorithm then returns the class to which the majority of the 

labeled data belongs. The value of K given as input to the algorithm plays an important role in 

accurately classifying the data. 

Step 1: Load the test and training data sets. 

Step 2: Select the K value, i.e. the closest data points. Any numeric value can be used as K. 

Step 3: Perform the following for each data point in the test data: 

 • 3.1 Using any of the following methods, calculate the distance between test data and 

each row of training data: Euclidean, Manhattan, or Hamming distance. Euclidean Distance is 

the most often used method for calculating distance. 

 • 3.2 Sort them in ascending order depending on the distance value. 

 • 3.3 The top K values from the sorted array will then be chosen. 

 • 3.4 Now, the test point will be assigned a class based on the most common class of 

these values. 

Step 4: Finish 

3.3.3 Support Vector Machine 

SVM is a binary classification algorithm that takes labeled data as input along with the group 

or class it belong to and outputs the classes for the unlabeled data on the basis of training. The 

SVM algorithm given by Vapnik[98] was developed from the idea of minimizing the structural 

risk. SVM are generally used to classify the data into two classes and are found to be more 

attractive and systematic as compared to KNN in learning to build a linear or non-linear 
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boundary between classes. The SVM algorithm also involves two phases, training and testing 

like any other machine learning algorithm. In the training phase, the known data is fed as input 

to the SVM along with the correct labels that are known prior. The training phase makes the 

SVM intelligent to accurately classify the unknown data. SVM classifier makes a hyper plane 

between the two classes which can be either linear or non-linear[18]. Let there be a data set x 

ϵ Rn which needs to classified and it belongs to class label denoted by y = ±1. 

In Linear SVM classifier, the input data or images can be separated linearly. It is the simplest 

case of data classification and linear function used to perform it is given by the equation of the 

form, 

( )                                         Tf x W x b 
                        3.3 

such that for each training data or image xi, the function yields  

f (xi) ≥ 0 for yi = +1  

and  

f(xi) < 0 for yi = -1.  

Hence, training data from the two different classes are separated by the hyperplane given by the 

equation, 

( )  = 0                                  Tf x W x b               3.4 

For a given set of data set, many hyperplanes exist to distinguish between the two classes. 

The SVM classification algorithm chooses the hyperplane in which the distance of the 

separating margin between the two groups or classes is maximum. 



34 

 

The non-linear classifier is an extension of linear classifier where the input data or image x,  

is mapped into a higher dimensional space using a non linear operator (.). The nonlinear 

classifier obtained is given by the equation, 

( ) ( ) ,                              Tf x W x b                                              3.5 

which is linear in terms of the transformed data  (x) but nonlinear in terms of the original data 

xi ϵ Rn. 

An optimal hyperplane can be seen in Figure 3.7 where, 𝜌0is the minimal margin. The data 

points in blue on both side of the optimal hyperplane are the support vectors. 

 

Figure 3.7: An illustration of classification by SVM. 

 

The SVM algorithm's kernel function is responsible for unavoidably converting the input 

vector into a high-dimensional feature space. Because all real-world issues cannot be divided 

into two groups in a linear manner, a linear SVM classifier cannot be utilised in all instances. 

As a result, the introduction of a kernel function that allows data points to enter a class belonging 
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to a separate class label is required. However, before selecting a kernel function, make sure it's 

not linked with the inner product of a non-linear mapping. Various kernel functions that are used 

in the SVM algorithm are polynomial, Radial Basis Function(RBF) and Multi Layer 

Perceptron(MLP) kernel. During implementation we need to initialize the parameters of each 

kernel. The order of the polynomial of kernel function should be given initially during the 

training phase. The value of sigma needs to be specified for the RBF. The MLP kernel requires 

two parameters, P1 and P2, where P1 > 0 and P2 < 0. 

3.3.4 Minimal Complexity Machine 

The learning capacity of the machine is calculated with the help of Vapnik Chervonenkis 

(VC) dimension and computational theory shows that good generalization and robust learning 

can be achieved using a small VC dimension. Since SVM can have large and infinite VC 

dimension they do not provide the guarantee of good generalization. The solution to this is 

proposed by Jayadeva in [99] by finding a hyperplane classifier with small or minimum VC 

dimension. This algorithm is termed to be the Minimal Complexity Machine(MCM) 

algorithm[99]. It is shown to be performing better generalization as compared to SVM and uses 

less than one-tenth the number of support vectors. In this thesis, we have used the MCM 

algorithm to classify brain MRI images. MCM, like any other machine learning method, has 

two fundamental phases, termed as the training and testing processes. The known data, as well 

as the prior knowledge outputs, are fed into the MCM classifier during the training phase. The 

classifier gains its intelligence from the training step. 

The soft margin equivalent of the linear MCM is given by 

, ,

1

min  h + C . 
M

w b h i

i

q



                                       3.6
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1,2,...,
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                             3.7
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 y . [w  + b] + q ,    i = 1, 2, ..., MT i

i ih x
      3.8

 

                                      
. [w x  + b] + q   1,   i = 1, 2, ..., MT i

i iy 
                                  3.9                                                            

                                
  0,   i = 1, 2, ..., M.iq 

                          3.10 

 

Once w and b have been determined by solving equations 3.6 to 3.10, The sign of the 

discriminant function can be used to determine the class of a test sample x. 

( )  = 0                                  Tf x W x b                                     3.11 

The value of C here provides for a trade-off between the classifier's machine capacity and 

the classification error. After determining w and b, the class of a test sample x may be calculated 

using the sign of f(x) in equation 3.11 as previously. 

It is possible to prove that the relevant optimization issue for the kernel MCM is   

 

, , ,

1

min  h + C . 
M

w b h q i

i

q



                     3.12 

 y . [w ( ) + b] + q ,    i = 1, 2, ..., MT i

i ih x
                3.13 

. [w (x ) + b] + q   1,   i = 1, 2, ..., MT i

i iy  
                3.14

 

       0,   i = 1, 2, ..., M.iq 
                  3.15 

The steps to implement Minimal Complexity Machine Algorithm are: 

Step1: The training dataset is marked with label +1 and -1. 

Step 2: In order to spherize the data we need to subtract mean and divide by variance. 

Step 3: Now input the values of parameters such as C. 

Step 4: Set up constraints of linear programming from equation 3.8-3.9 or equation 3.13-

3.14, depending on whether the linear programming is used or kernel MCM is being used. 
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Step 5: Set up lower and upper bounds on variables h, b, qi,,  where i =1,2,…M and wi, where 

i=1,2,…n or λi, i =1,2,…M, depending on whether the linear programming is used or kernel 

MCM is being used. 

Step 6: Set up the coefficients of objective function (for h and qi, i= 1,2,…M) 

Step 7: Call the linprog function in MATLAB to solve the MCM linear programming 

problem. 

A flowchart depicting the algorithm is shown in figure 3.8.  

 

Figure 3.8: Flowchart of Minimal Complexity Machine Algorithm 



38 

 

3.4 Experimental Results 

The algorithm is implemented on personal computer (Intel Core i7 @ 2.0 GHz CPU, 8GB 

RAM) using MATLAB 7.9.0 (2009b). T2-weighted brain MR images in the axial plane with 

256 × 256 in plane resolution make up the datasets. The pictures were obtained from the Harvard 

Medical School website[100], a few examples of sample images are shown in Figure 3.9. The 

dataset consists of 80 T2-weighted axial MRI brain images of which 24 are of normal and 56 

are of abnormal brain.  

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 3.9: Sample of brain MRI Images: (a-c) abnormal brain; (d) normal brain [100] 

http://www.med.harvard.edu/AANLIB/cases/case31/mr1/017.gif
http://www.med.harvard.edu/AANLIB/cases/caseSLU/mr1/082.gif
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The experiments are also conducted on real time database taken from Rajiv Gandhi Cancer 

Institute and Research Centre(RGCI&RC), Delhi as shown in Figure 3.10. To check the 

accuracy of the algorithms, the system is first fed with the same training and testing set, and 

the match rate of 100 percent is achieved. 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 3.10: Sample of brain MRI Images from RGCI&RC: (a-b) abnormal brain;  

(c-d) normal brain (RGCI&RC). 
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The features from the images are extracted using LBP as explained in section 3.2 and are 

given as input to the classification algorithms. 

 

Figure 3.11 Methodology of Implemented Algorithm 

 

 The accuracy of the system's performance is assessed since it evaluates the system's overall 

performance. It is computed by identifying the properly categorised instances from all of the 

samples, as shown in equation 3.16,  

 

Accuracy =              
TP TN

TP FP TN FN



  
       3.16 

 

where TP, FP, TN, and FN represent the number of true positive, false positive, true negative, 

and false negative cases, respectively. 

 

The accuracy of the proposed algorithm(LBP+MCM) is compared with the KNN and SVM 

algorithms using LBP features. We found that LBP features give 90% accuracy when used with 

KNN, 95% accuracy with SVM(linear), 96.25% with SVM(polynomial & radial basis function). 

Also, the comparison is done with other brain image classification algorithms existing in the 

literature as shown in Table 3.1. The results in Table 3.1 shows that our method outperforms 

other classification methods in the literature with an accuracy of  98.75%. We can also see the 

comparative analysis of MRI brain image segmentation techniques in Figure 3.12. 

 



41 

 

Table 3.1: Classification Accuracy comparison for the same MRI dataset 

Year Author Technique Accuracy 

2006 Chaplot et al. DWT+SOM 86.25% 

2006 Chaplot et al. DWT+SVM(linear) 95.00% 

2006 Chaplot et al. DWT+SVM 

(polynomial) 

96.25% 

2006 Chaplot et al. DWT+SVM 

(radial basis function) 

96.25% 

2010 Dahshan et al. DWT+PCA+KNN 93.75% 

2010 Dahshan et al. DWT+PCA+ANN 91.25% 

2011 Zhang et al. DWT+PCA+BPNN 92.50% 

2013 Sridhar et al. DCT+PNN 88.75% 

2015 Veeramuthu et al. DWT+GLCM+PNN-RBF 90.00% 

2015 Yazdani et al. EM+GLCM+SVM 91.25% 

2015 Machhale et al. SVM+KNN 88.75% 

2017 Gupta et al. EIFE+PCA+SVM 93.75% 

2017 Proposed ULBP+MCM 98.75% 

 

3.5 Summary 

 In this chapter, we have implemented a feature extraction and classification algorithm 

for MRI brain images. We suggest using LBP as a feature to distinguish tumorous and non-

tumorous MRI brain images. The LBP calculates the connection between the 3x3 window's 

centre pixel and its neighbours and provides a label to each window. The histogram of these 

labels is then sent into the classification step as a feature vector. The MCM method is used to 

classify the brain images for the first time and proved to efficient. The suggested approaches' 
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performance is evaluated based on estimated accuracy, and it is found that the classification rate 

is greater than other current algorithms. The method obtained 98.75% classification accuracy 

on test images of the selected datasets.  

 

 

Figure 3.12: Comparative Analysis of MRI Brain Image segmentation Techniques 
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Chapter 4 

Intuitionistic Fuzzy Co-Clustering Algorithm for 

Brain images  

4.1 Introduction  

 Early detection and accurate treatment based on truthful diagnosis are the major concern 

to cure brain tumor. The important task in the diagnosis of brain tumor is to determine the exact 

location, orientation and area of the abnormal tissues. Detection of anatomical brain structure 

plays a major role in the planning of treatment. The automated segmentation method is 

composed of two phases: tumor detection and mapping.  

There are two major challenges in segmentation of a brain image. First is to handle the 

uncertainty that arises on boundary between different tissues.  Our approach addresses the issue 

of uncertainty with the help of intuitionistic algorithm. Second is to obtain distinct or non-

overlapping clusters which is achieved with the help of co-clustering. We are able to overcome 

both the challenges with the help of proposed algorithm. In this chapter we have proposed a 

novel Intuitionistic Fuzzy Co-Clustering (IFCC) algorithm for brain tumor detection. The Co-

clustering approach offers the advantage of assigning membership functions for both object as 

well as features. The intuitionistic fuzzy set theory is incorporated as it is more suitable for 

handling uncertainty as compared to fuzzy sets theory. 
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4.2 Background 

4.2.1 Fuzzy Sets 

Let there be data set 1 2{ , ,..., }IA a a a where I is the number of elements. Then Zadeh[101] 

defined a Fuzzy set(FS) B for the set A as in equation 4.1: 

 , ( ) :BB a a a A    4.1 

where ( )B a denotes the membership of element a A and lies between[0,1]. Also, the non-

membership degree is defined as 1B B  
. 

The following properties holds true for two FS 

B and C[102] are given as: 

  ,  ( ) ( )B CB C iff a A a a      4.2 

  ,  ( ) ( )B CB C iff a A a a      4.3 

 ,1 ( ) :BB a a a A     4.4 

 ,max( ( ), ( )) :B CB C a a a a A      4.5 

 ,min( ( ), ( )) :B CB C a a a a A      4.6 

 

4.2.2 Intuitionistic Fuzzy Sets: 

In real world when someone needs to take a decision, uncertainty is introduced due to hesitation 

in expressing their opinion. Intuitionistic Fuzzy sets(IFS) takes into account the degree of 

hesitation in addition to the membership and non-membership degree as in the FS. The IFS is 

defined by Atnassov[103] and is given as: 

 , ( ), ( ) :I II a a a a A     4.7 

with constraint 
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0 ( ) ( ) 1I Ia a     4.8 

where ( )I a  and ( )I a denotes the membership and non-membership degree of element a A

and lies between[0,1].  

The hesitation degree of the element a A  is given by equation 4.9. 

( ) 1 ( ) ( )I I Ia a a      4.9 

where ( )I a  is hesitation degree, ( )I a  and ( )I a denotes the membership and non-

membership degree of element a A and lies between[0,1]. 

If the value of ( ) 0I a  in equation 4.9, then the IFS is reduced to FS. 

The properties[104] that holds true for two IFS H and I  are given as: 

  ,  ( ) ( ) ( ) ( )I H I HI H iff a A a a and a a         4.10 

  ,  ( ) ( ) ( ) ( )I H I HI H iff a A a a and a a         4.11 

 , ( ), ( ) :I II a a a a A     4.12 

 ,max( ( ), ( )),min( ( ), ( )) :I H I HI H a a a a a a A        4.13 

 ,min( ( ), ( )),max( ( ), ( )) :I H I HI H a a a a a a A        4.14 

For the construction of IFS, the negation function is given by Sugeno[105] as: 

1
( )                 >0

1

a
a

a
 







 

 4.15 

The IFS I is defined using the Sugeno's negation function as in equation 4.16. 

1 ( )
, ( ), ( ) :

1 ( ( ))

I
I I

I

a
I a a a a A

a


 

 

  
    

  
 

4.16 
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4.2.3 Intuitionistic Fuzzification of images: 

The intuitionistic fuzzification of images gives the appropriate membership and non-

membership functions to describe the properties of the image in terms of IFS. A digital image 

I in the form of IFS can be represented as  

 , ( ), ( ) : 1,2,...,j I j I jI a a a j N    4.17 

where N is the total number of pixels of the image (N=N1*N2 is the size of the image), with L 

number of gray levels varying from 0 to L-1,the membership degree of pixels 
ja  is indicated 

by ( )I ja  and non-membership degree of pixels 
ja  is indicated by ( )I ja  .After normalizing 

the intensity level we obtain the membership degree of every pixel 𝑎𝑗of the image as given in 

equation 4.18. 

min

max min

( )
( ) ,    1,2,..., ,   {0,..., 1}

( ) ( )

j j

I j j

j j

a a
a j N x L

a a



   


 

4.18 

where 
min( )ja  and 

max( )ja  are the minimum and maximum values of the gray levels of the 

image respectively. 

4.2.4 Fuzzy Co-clustering for Images Algorithm 

The aim of Co-clustering is to group both objects and features concurrently. We have used 

FCCI algorithm[105] instead of FCM in our work as it offers several advantages over the later. 

Fist advantage is that it performs well in high dimensions and also it gives us better clusters as 

compared to FCM clustering. 

The objective function of the FCCI algorithm is given in equation 4.19. We can observe that 

there are three terms in the equation, the first term is f D
C N R

uij ik ijki=1 j=1k=1
   which accounts for 

dissimilarity between the data point and cluster centre of the feature matrix by incorporating 

the distance function. In the next two terms regularization of objective function is done using 
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entropies. The entropy of objects is taken as 
C N

u loguij ij
i=1 j=1
   and entropy of features is taken as 

f
C R

logf
ik iki=1k=1

  .  The images captured for applying the FCCI algorithm  are first converted from 

RGB to CIELAB color space and two features A and B of the CIELAB color space are then 

further used to perform the clustering. The luminance vector obtained after transformation is 

not taken into consideration in the clustering process as it is only used to determine the darkness 

or fairness of the image segments and does not have any effect on the segmentation process. 

The objective function J given in equation 4.19 is minimized in the FCCI algorithm[113]: 

f D + f
C N R C N C R

J = u T u logu +  T logfij ij ijU Vik ijk ik iki=1 j=1 i=1 j=1 i=1k=1 k=1
        4.19 

 

The total membership of all attributes in a cluster must sum to 1, hence equation 4.19 is 

subjected to the constraints in equations 4.20 and 4.21: 

C

 u u= 1,                [0,1],    j = 1,..., N ij ij
i=1

 
 

4.20 

R

 f f= 1,                [0,1],    i 1,...,C 
ik ikk=1

    
4.21 

 

where, C  is the number of clusters, N  is the number of data points i.e., N  N1 2N   (N1*N2 

is the dimension of the input image), R  is the number of color features, 
iju  is membership 

function of data point j  to cluster i given in equation 4.22, 
ikf  is membership function of 

feature k  to cluster i given in equation 4.23, 
UT  and 

VT  are the weighting parameters that 

determine the degree of fuzziness and 
ijkD  is the Euclidean distance between data point 

jkx  

and cluster centroid ikp  given in equation 4.24. 
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2 2( , ) ( )ijk jk ik jk ikD d x p x p    4.24 

where,  

1

1

N

ij jk

j

ik N

ij

j

u x

p

u










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4.2.5 Intuitionistic Fuzzification of images for Co-Clustering: 

The membership, non-membership and hesitation degree of every pixel 
jkx of the matrix for k 

features in terms of normalize intensity level are illustrated in equations 4.26 to 4.28 

min

max min

( )
( ) ,    1,2,..., , 1,2  {0,..., 1}

( ) ( )

jk jk

I jk j

jk jk

x x
x j N k x L

x x



    


 

4.26 

1 ( )
( )

1 ( ( ))

I jk

I jk

I jk

x
x

x




 





 

4.27 

( ) 1 ( ) ( )I jk I jk I jkx x x      4.28 

where 
min( )jkx  and 

max( )jkx  are the minimum and maximum values of the gray levels of the 

image respectively. 
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4.3 Proposed Work 

4.3.1 Intuitionistic Fuzzy Co-Clustering Algorithm 

Let 
1 2{ , ,..., }IFS IFS IFS IFS

NX x x x  be the set of N data points of the image I(total number of pixels 

N=N1*N2, where N1 and N2 are rows and columns of the image respectively) and R be the 

number of features linked with each data point. Then, to denote each data point for a particular 

feature we can write 
thk  feature of the 

thj  data point as, 
jkx . 

Let ( ) ( ) ( ) ( )

1 2( ) (( ) , ( ) ,..., ( ) )IFS b b b b

k k ikP p p p be the set of feature centroid for each feature k  of 

cluster i  and ( , )IFS IFS IFS

ijk jk ikD Dist x p be the square of the Euclidean distance between feature 

data point 
jkx and feature cluster centroid ikp . 

The distance is given by the equation 4.29: 

2 2( , ) ( )IFS IFS IFS IFS IFS

ijk jk ik jk ikD d x p x p    4.29 

Let object membership function matrix is { }ijU u where 
iju  is the object membership of the 

data point j  to cluster i  and the feature membership matrix is { }ikF f where ikf is the feature 

membership of the feature k  to the cluster i . 

The minimization optimization problem of the IFCC algorithm is defined as: 

1 1 1 1 1 1 1

( , , : ) ( , ) log log
C N R C N C R

IFS IFS IFS IFS

IFCC ij ik jk ik U ij ij f ik ik

i j k i j i k

J U F P X u f D x p T u u T f f
      

    

 

4.30 

subject to the constraints: 

1

1.                [0,1], 1,...,
C

ij ij

i

u u j N


     
4.31 
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1

1.                [0,1], 1,...,
R

ik ik

k

f f i C


     
4.32 

Now, we use Lagrangian multiplier method to solve the optimization problem and constrained 

optimization problem can now be formed as: 

1 1 1 1 1 1 1

1 1 1 1

( , , : ) ( , ) log log

( 1) ( 1)

C N R C N C R
IFS IFS IFS IFS

IFCC ij ik jk ik U ij ij f ik ik

i j k i j i k

N C C R

j ij i ik

j i i k

J U F P X u f D x p T u u T f f

u f 



      

   

   

  

  

   

 

4.33 

where 
j and i are multiplier constants.  

Now, we calculate the partial derivatives of ( , , : )IFS IFS

IFCCJ U F P X with respect to U and 

setting the gradient to zero we get 

1
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Similarly, we calculate the partial derivatives of ( , , : )IFS IFS

IFCCJ U F P X with respect to F and 

setting the gradient to zero we get 

1

1

( , )
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4.35 

Now, taking the partial derivatives of ( , , : )IFS IFS

IFCCJ U F P X with respect to ( )ikp , ( )ikp  

and ( )ikp and setting the gradient to zero we get 
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The centroids IFSP of the IFCC algorithm are given as: 

( ( ), ( ), ( ))IFS

ik ik ik ikp p p p    4.39 

The IFCC algorithm is summarized as: 

Step 1. Fix the number of cluster C=2, number of features k=2, fuzzifier constant  m=1 

and termination criterion ɛ=
210

. 

Step 2. Calculate
( ( ), ( ), ( ))IFS

jk jk jk jkx x x x  
 , for j=1,2,...,N and k=1,2 using 

equations 4.26 to 4.28 

Step 3. Initialize the membership matrix U(o) with setting the loop counter b=0. 

Step 4. Update the centroids, where 

( ) ( ) ( ) ( )

1 2( ) (( ) , ( ) ,..., ( ) )IFS b b b b

k k ikP p p p
, where

( ) ( ) ( ) ( )( ) (( ( )) , ( ( )) , ( ( )) )IFS b b b b

ik ik ik ikp p p p  
 using equations 4.36 to 4.38.

 

Step 5. 
Calculate

ijkD  and ikf  using equations 4.29 and 4.35. 
 

Step 6. 
Update the membership matrix ( ) (( ) ) b

i

b

j C NU u   using equation 4.34
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Step 7. 
If ( )1 ( )max b bU U    then stop, otherwise set counter b=b+1 and go to step 

 4.
 

4.3.2 Tumor Detection Using IFCC 

The proposed tumor detection system consists of three modules namely pre-processing, 

building the intracranial mask and tumor extraction. In the first module we process the brain 

images before giving them as input to the system. Then, the intracranial mask is build so as to 

remove undesirable part from MRI images in the next module. And finally the proposed 

algorithm is applied to extract the tumor using the intracranial mask.  

4.3.2.1 Preprocessing 

In the first step the MRI scan images are fed to the median filter to remove the effect of 

various types of noises such as irregularities. The main objective of performing this pre-

processing step is to guarantee the determination of the tumor accurately. 

4.3.2.2 Building the intracranial mask  

The intent of this step in the proposed system is to derive out the intra-cranial mask from the 

entire image. The extra-cranial region comprises of bones which do not contain tumor and 

hence its inclusion in the brain image is insignificant in segmentation of tumor. After studying 

and analyzing the images we see that there is remarkable difference in the intensity of intra-

cranial and extra-cranial region. This difference is taken as a measure to derive the intracranial 

mask and remove the extra cranial mask from the MRI images. A threshold value is used to 

isolate the intra-cranial and extra-cranial masks. The threshold value at which the intra-cranial 

and extra-cranial regions are separated is 0.5. The extra-cranial mask obtained is subtracted 

from the original image to obtain the desired intra-cranial mask as shown in Figure1. If G(a,b) 

be the original MRI image and E(a,b) is the extracranial mask obtained after thresholding then, 

intracranial mask F(a,b) is determined using equation 4.40: 
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( , ) ( , ) ( , ) G a b F a b E a b   4.40 

where, a is the number of rows and b is the number of columns in the image. 

      

          (a)                       (b)                       (c)                          (d)                        (e)          

Figure 4.1: (a) Original MRI image, (b-c) Images after thresholding, (d) Extracranial mask, 

(e) Intracranial Mask 

The algorithm for obtaining the desired intracranial mask is described below: 

Step 1. Read the input MRI image as shown in Figure 4.1(a). 

Step 2. Apply thresholding on the input image with threshold value t=0.5. As a result, 

we get two images as shown in Figure 4.1(b) and (c). 

Step 3. From the images obtained in step 2 choose the image with higher intensity 

values. Hence, we choose Figure 4.1(b) 

Step 4. From the chosen image, i.e., Figure 5.1(b) take only the connected component 

region i.e., the extracranial mask as shown in Figure 4.1(d). 

Step 5. The extracranial mask obtained in Figure 4.1(d) is subtracted from the original 

image to obtain the desired intracranial mask as shown in Figure 4.1(e).  

4.3.2.3 Initialization of IFCC Using Particle swarm optimization 

Kennedy and Eberhart [107] developed PSO, a population-based stochastic optimization 

method inspired by bird flocking and fish schooling, for the first time. The problem is 

approached by studying a population of particles, each of which represents a potential solution. 

The particle's initial locations and velocities are picked at random. Each particle's location is 

changed at each iteration step in the widely used standard PSO, based on its own personal best 
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position and the swarm's best solution. The swarm's evolution is regulated by the following 

equations:  

( 1) . ( ) 1. 1. (  ( ) ( )   2. 2. ( ( ) ( ) ))  VEL iter wVEL iter c rand pbest POS iter c rand gbest iter POiter S iter     

 

4.41 

( 1) ( ) ( 1) POS iter POS iter VEL iter     4.42 

where, POS is the particle's location, VEL is its velocity, w is its inertia weight, pbest is the 

particle's personal best position, and gbest is the swarm's global best position Iter is the number 

of iterations, while rand1, rand2 are random numbers between 0 and 1, c1, c2 are positive 

constants that define the impact of the personal best solution and the global best solution on 

the search process, respectively. 

The PSO algorithm [107] is used to optimise the parameters and in the IFCC method for each 

picture. The parameters are set to the numbers 10 and 107, which were determined empirically. 

These starting values are determined by a series of hit-or-miss random trials. Because all of our 

tests converge within 100 iterations, the number of particles is set to 10 and the maximum 

number of iterations is set to 100. 

4.3.2.4 Detection of Brain Tumor  

Given an intracranial mask, our sole aim is now to detect the tumor. IFCC algorithm is 

applied for the clustering of the given MRI images. Using the image obtained after applying 

the clustering technique and the intra-cranial mask the tumor can be detected.  

The algorithm of the proposed approach is described in the steps below: 

Step 1. Read the input color MRI scan image. 

Step 2. Convert the input color image into grayscale image. 

Step 3. Apply median filter to remove noise. 

Step 4. The desired intracranial mask is obtained. 
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Step 5. Apply IFCC algorithm explained in section 4.3.2.1 with values of C=2 to the 

intracranial mask. 

Step 6. Select the clustered image which has a greater number of pixels with values 

close to 1 as that cluster will contain tumor. 

Step 7. Apply morphological operation close to remove unwanted part and to get the 

exact shape of the tumor.  

Step 8. Calculate the area of tumor by calculating the number of white pixels in the 

tumorous image. 

 

4.4 Experimental Results & Discussion 

The algorithm is implemented on personal computer (2.0 GHz CPU, 2GB RAM) using 

MATLAB 7.9.0 (2009b). The tumorous images have been provided from a database of  T1 

weighted brain MRI images of 20 patients by the radiologist of Rajiv Gandhi Cancer Institute 

& Research Centre(RGCI&RC), Delhi, India. Each patient dataset had 20 MRI images in form 

of horizontal slices of brain resulting in a total of 400 images. The proposed scheme is applied 

on 50 tumorous MRI images obtained from real time database of RGCI&RC. After mapping 

the tumor on the original MRI image using the proposed tumor detection system, the calculated 

tumor area is compared with the ground truth tumor manually mapped by the radiologist. The 

radiologist analyzed the outputs based on four terminologies; ground truth, true positive, false 

positive and false negative as shown in Figure 4.2.   

The area accurately measured is termed as True Positive and the errors encountered are termed 

as False Positive and False Negative. False positive counts the total number of pixels that our 

system classifies but is not present in ground truth and True negative counts the total number 
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of pixels that our system doesn’t classifies but is present in the ground truth as belonging to 

particular cluster. 

 

Figure 4.2. (a) Ground truth tumor (b) True positive, false positive and false 

negative markings 

 

To evaluate how well the system performs in segmenting the tumor, we use four quantitative 

measures namely, Match Score, Accuracy Score, Dice Coefficient(DC) and Jaccard's 

similarity(JS) score which are formulated from the parameters given by the radiologist and can 

be seen in equations 4.43 to 4.46. The number of True Positive pixels divided by the number 

of ground truth pixels results in Match Score which indicates the performance of proposed 

algorithm in comparison with the ground truth given by the radiologist.  Accuracy Score is 

calculated to account for the presence of error in segmenting tumor and therefore the formula 

incorporates both false positive and false negative.  

Match Score = No. of True positive pixels / No. of Ground truth pixels  4.43  
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 No. of True positive pixels –  0.5 No. of False positive pixels  No. of False negative pixels
Accuracy Score  

No. of Ground truth pixels


        

4.44 

 

The Dice Coefficient[108] is defined as 

     , 2   | |/| |WD S S WC SW                                                        4.45 

where S and W are two sets.  

In case of MRI brain image Dice Coefficient is calculated as: 

( , )
2*

MIN GT TP
DC

GT TP



                        4.46 

Where, DC is Dice Coefficient, GT is number of ground truth pixels and TP is number of true 

positive pixels. 

The value of Dice Coefficient lies between 0 and 1. 0 signifies no match/overlap and 1 signifies 

complete match/overlap. In terms of segmentation, 'S' represents the segmented image 

containing tumor and 'W' represents the ground truth given by the radiologist. The JS, also 

termed as Jaccard index the coefficient was originally given by Paul Jaccard[108], is a statistic 

used for comparing the similarity and diversity of sample sets. The JS measures similarity 

between finite sample sets, and is defined as the size of the intersection divided by the size of 

the union of the sample sets as given in equation 4.46: 

   | |  W / |   W |S SJS    4.46 

The value of JS also lies within 0 and 1. 0 signifies no match/overlap and 1 signifies complete 

match/overlap. The coefficient values of 1 are desired for dice score as well as JS. Relationship 

between DC and JS is as follows: 
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 2* / 1DC JS JS   4.47 

The match score, accuracy score, Dice Coefficient and Jaccard Similarity have been calculated 

for 50 images using IFCC algorithm and shown in Table 4.1. The more the value of DC is close 

to 1, the better is the segmentation accuracy. It is studied that dice coefficient’s value >0.7 

implies good segmentation. Similar to DC is the JS measure. Both these parameters are not 

sensitive to volume overestimations and underestimations. However, DC is more famous than 

JS as it may sometimes result in a mismatch when there is a strong volumetric overlap. We 

have presented the estimated results using JS as well to have a better outlook of classification 

system. As we can see from the Table that the proposed system has an average match score of 

0.92 which indicates high degree of similarity between the ground truth and the brain tumor 

segmented using the proposed algorithm. The average accuracy score is 0.87, as it also 

incorporates the errors that occurred in extracting tumor. The average Dice Coefficient and 

Jaccard Similarity have been reported 0.96 and 0.93 respectively. 

Table 4.1. Quantitative results of tumor detection using IFCC algorithm 

S.No 

Patient 

No. 

Ground  

Truth 

True  

Positive 

False  

Negative  

False  

Positive 

Match 

Score  

Accuracy  

Score 

Dice  

Coefficient 

Jaccard  

Score 

1 1 1928 1800 128 0 0.93 0.90 0.97 0.93 

2 1 4360 4194 166 0 0.96 0.94 0.98 0.96 

3 1 4916 4867 49 0 0.99 0.99 0.99 0.99 

4 1 2056 2056 0 0 1.00 1.00 1.00 1.00 

5 1 1150 1150 0 0 1.00 1.00 1.00 1.00 

6 2 1651 1420 231 48 0.86 0.78 0.92 0.86 

7 2 1884 1866 18 0 0.99 0.99 1.00 0.99 

8 2 2324 2312 12 157 0.99 0.95 1.00 0.99 
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9 2 514 514 0 0 1.00 1.00 1.00 1.00 

10 3 8265 5951 2314 102 0.72 0.57 0.84 0.72 

11 3 10102 7880 2222 481 0.78 0.65 0.88 0.78 

12 4 744 707 37 0 0.95 0.93 0.97 0.95 

13 4 1498 1498 0 0 1.00 1.00 1.00 1.00 

14 5 5212 4706 506 521 0.90 0.80 0.95 0.90 

15 5 5680 5413 267 0 0.95 0.93 0.98 0.95 

16 5 4794 4794 0 0 1.00 1.00 1.00 1.00 

17 6 13422 13422 0 0 1.00 1.00 1.00 1.00 

18 6 11022 10912 110 3306 0.99 0.84 0.99 0.99 

19 6 9164 9073 91 2749 0.99 0.84 1.00 0.99 

20 7 1983 1884 99 0 0.95 0.93 0.97 0.95 

21 7 1802 1442 360 0 0.80 0.70 0.89 0.80 

22 7 1686 1686 0 33 1.00 0.99 1.00 1.00 

23 7 2704 2569 135 0 0.95 0.93 0.97 0.95 

24 7 3845 3845 0 0 1.00 1.00 1.00 1.00 

25 7 2705 2705 0 1082 1.00 0.80 1.00 1.00 

26 8 5500 4510 990 0 0.82 0.73 0.90 0.82 

27 8 6705 5834 871 335 0.87 0.78 0.93 0.87 

28 8 6171 4937 1234 0 0.80 0.70 0.89 0.80 

29 8 7412 5930 1482 1482 0.80 0.60 0.89 0.80 

30 9 1315 1302 13 0 0.99 0.99 1.00 0.99 

31 9 1968 1575 393 0 0.80 0.70 0.89 0.80 

32 10 6748 6681 67 0 0.99 0.99 1.00 0.99 
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33 10 5758 5471 287 0 0.95 0.93 0.97 0.95 

34 10 3495 3461 34 0 0.99 0.99 1.00 0.99 

35 11 4295 4081 214 0 0.95 0.93 0.97 0.95 

36 11 4434 4434 0 0 1.00 1.00 1.00 1.00 

37 11 4360 4360 0 0 1.00 1.00 1.00 1.00 

38 11 2903 2323 580 0 0.80 0.70 0.89 0.80 

39 12 2362 2339 23 0 0.99 0.99 1.00 0.99 

40 13 1889 1871 18 0 0.99 0.99 1.00 0.99 

41 13 2891 2313 578 0 0.80 0.70 0.89 0.80 

42 14 6288 5031 1257 0 0.80 0.70 0.89 0.80 

43 15 5028 4719 309 26 0.93 0.90 0.97 0.94 

44 15 4824 4342 482 0 0.90 0.85 0.95 0.90 

45 15 2918 2918 0 0 1.00 1.00 1.00 1.00 

46 16 1496 1378 118 0 0.92 0.88 0.96 0.92 

47 16 4913 4581 332 0 0.93 0.89 0.97 0.93 

48 16 5295 5295 0 52 1.00 0.99 1.00 1.00 

49 16 4106 3833 273 0 0.93 0.90 0.97 0.93 

50 16 1754 1611 143 38 0.92 0.87 0.96 0.92 

 

Table 4.2. DC values of proposed technique and other segmentation algorithms 

    FCM IFCM IIFCM IFCC 

S. 

No. 

Ground  

Truth 

True  

Positive 

Dice 

Score 

True 

Positive 

Dice 

Score 

True 

Positive 

Dice 

Score 

True 

Positive 

Dice 

Score 

1 1928 2376 0.90 1786 0.96 1600 0.91 1800 0.97 
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2 4360 4867 0.95 5990 0.84 4142 0.97 4194 0.98 

3 4916 4765 0.98 4812 0.99 4802 0.99 4867 0.99 

4 2056 2018 0.99 2035 0.99 2043 1.00 2056 1.00 

5 1150 1098 0.98 1109 0.98 1128 0.99 1150 1.00 

6 1651 1324 0.89 1387 0.91 1404 0.92 1420 0.86 

7 1884 1765 0.97 1812 0.98 1840 0.99 1866 0.99 

8 2324 1866 0.89 1765 0.86 2301 1.00 2312 1.00 

9 514 683 0.86 528 0.99 514 1.00 514 1.00 

10 8265 5466 0.80 5699 0.82 5800 0.82 5951 0.84 

11 10102 7435 0.85 7567 0.86 7785 0.87 7880 0.88 

12 744 602 0.89 654 0.94 689 0.96 707 0.97 

13 1498 1347 0.95 1438 0.98 1450 0.98 1498 1.00 

14 5212 4170 0.89 4023 0.87 4278 0.90 4706 0.95 

15 5680 5031 0.94 3805 0.80 5112 0.95 5413 0.98 

16 4794 4983 0.98 4126 0.93 4794 1.00 4794 1.00 

17 13422 12002 0.94 12123 0.95 12567 0.97 13422 1.00 

18 11022 10099 0.96 10265 0.96 10542 0.98 10912 0.99 

19 9164 8645 0.97 8865 0.98 8907 0.99 9073 1.00 

20 1983 1789 0.95 1800 0.95 1832 0.96 1884 0.97 

21 1802 1278 0.83 1206 0.80 1289 0.83 1442 0.89 

22 1686 1345 0.89 1456 0.93 1598 0.97 1686 1.00 

23 2704 2176 0.89 2245 0.91 2386 0.94 2569 0.97 

24 3845 3476 0.95 3578 0.96 3657 0.97 3845 1.00 

25 2705 2576 0.98 2634 0.99 2689 1.00 2705 1.00 
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26 5500 4087 0.85 4082 0.85 4280 0.88 4510 0.90 

27 6705 5469 0.90 5573 0.91 5788 0.93 5834 0.93 

28 6171 4021 0.79 4327 0.82 4756 0.87 4937 0.89 

29 7412 4862 0.79 4987 0.80 5488 0.85 5930 0.89 

30 1315 1180 0.95 1256 0.98 1287 0.99 1302 1.00 

31 1968 1368 0.82 1421 0.84 1539 0.88 1575 0.89 

32 6748 5978 0.94 6098 0.95 6234 0.96 6681 1.00 

33 5758 4876 0.92 4921 0.92 5298 0.96 5471 0.97 

34 3495 3103 0.94 3196 0.96 3400 0.99 3461 1.00 

35 4295 3876 0.95 3543 0.90 4024 0.97 4081 0.97 

36 4434 4086 0.96 4127 0.96 4312 0.99 4434 1.00 

37 4360 3972 0.95 4096 0.97 4256 0.99 4360 1.00 

38 2903 1943 0.80 2012 0.82 2256 0.87 2323 0.89 

39 2362 1976 0.91 2109 0.94 2312 0.99 2339 1.00 

40 1889 1743 0.96 1798 0.98 1843 0.99 1871 1.00 

41 2891 2091 0.84 2167 0.86 2213 0.87 2313 0.89 

42 6288 4031 0.78 4569 0.84 4988 0.88 5031 0.89 

43 5028 4676 0.96 4342 0.93 4526 0.95 4719 0.94 

44 4824 3876 0.89 3898 0.89 4257 0.94 4342 0.95 

45 2918 2457 0.91 2543 0.93 2864 0.99 2918 1.00 

46 1496 1186 0.88 1294 0.93 1343 0.95 1378 0.96 

47 4913 5231 0.97 4451 0.95 4451 0.95 4581 0.93 

48 5295 3833 0.84 5371 0.99 5182 0.99 5295 0.92 

49 4106 3124 0.86 3426 0.91 3623 0.94 3833 0.93 
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50 1754 1496 0.92 1456 0.91 1602 0.95 1611 0.92 

 

It can be observed from Table 4.2 that the values of Dice Score are highest for the proposed 

algorithm, hence IFCC outperforms other segmentation algorithms for detection of brain tumor 

from MRI images. On observing all the cases we can see that the proposed algorithm is most 

efficient in segmenting the tumor from the MRI. Tumor mapping, indicated by black outline, 

done on all the segmented images can be seen in Figure 4.3. 

Table 4.3. Comparative analysis of MRI image segmentation algorithms 

Segmentation Technique Dice Score Jaccard's 

Score 

Error 

Percentage(%) 

PIGFCM[12] 0.91 0.85 8.1 

LIPC[13] 0.83 0.75 16.4 

GWS[14] 0.80 0.74 17 

KIFCM[15] 0.88 0.82 9.2 

GLCM-CA[16] 0.92 0.86 7.4 

TLBO[17] 0.91 0.89 6.0 

AFBPNN[18] 0.92 0.86 8.0 

GRBF[19] 0.93 0.88 7.5 

IIFCM[76] 0.94 0.91 5.3 

RLS[36] 0.91 0.89 7.8 

CNN[77] 0.93 0.90 6.2 

IFCM[68] 0.91 0.89 5.9 

IFCC[81] 0.94 0.91 5.3 

Proposed Algorithm: IFCC 0.96 0.93 3.7 
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To evaluate the effectiveness of IFCC algorithm we compare our results with other tumor 

detection algorithms from the literature. The proposed algorithm is compared with the state-

of-the-art methods including both automatic and semi-automatic segmentation methods as 

shown in Table 4.3. The comparison is done with prior information guided FCM(PIGFCM). 

LIPC based method, GWS, KIFCM, GLCM-CA, TLBO, AFBPNN, IIFCM, RLS, CNN, 

IFCM, IFCC and GRBF based segmentation. The results shows that the proposed IFCC 

algorithm performs better than other segmentation techniques and has lowest error percentage 

and highest DS and JS values. 
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Figure 4.3:  (a) Input MRI image, Tumor mapping with (b) FCM (c) IFCM (d) IIFCM (e) 

IFCC 
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Figure 4.4: (a) Normal Brain, (b) Normal brain (noise 3%), (c) Segmented result, (d) Gray 

matter, (e) CSF, (f) White matter 
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4.5 Summary 

An automatic brain tumor detection technique from real time MRI images has been presented 

in the thesis. A novel intutionistic and co-clustering based IFCC algorithm has been proposed. 

The Co-clustering approach offers the advantage of assigning membership functions for both 

object as well as features. The intuitionistic fuzzy set theory is found to be apt for handling 

uncertainty as compared to fuzzy sets theory. The proposed system is highly automatic as it 

produces tumor segmentation results in limited time and without any user intervention. The 

tumor detection result obtained by the proposed framework have been evaluated by 

experienced radiologist at Rajiv Gandhi Cancer Institute and Research Centre.  
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Chapter 5 

Optimal Fuzzy C-Means Algorithm for Brain Image 

Segmentation  

5.1 Introduction 

 This chapter presents an automated system for segmentation of brain tissues from brain 

Magnetic Resonance Imaging (MRI) images. Segmentation of three main brain tissues is carried 

out namely white matter, gray matter and cerebrospinal fluid. In this work, we performed the 

initialization step for fuzzy C-means (FCM) clustering algorithm using Ant Colony 

Optimization (ACO). Clustering results are often dependent upon the initial solution. The 

clustering process is further followed by inclusion of spatial information in segmenting brain 

tissues. Grouping of pixels into different clusters is influenced by its local neighborhood as 

neighboring pixels have higher probability of belonging to same class. Also, Mahalanobis 

distance metric is used instead of Euclidean distance metric in clustering process to avoid any 

relative dependency upon the geometrical shapes of different clustering classes. The results of 

the system are evaluated and validated against the ground truth images for both real and 

simulated brain image database. 

5.2 Ant Colony Optimization 

 Ant Colony Optimization (ACO) technique is influenced by the behavior of ants in real 

life scenario. It is basically used in cases when the problem statement belongs to NP-hard class. 

[110] ACO is the probabilistic approach which focuses on providing solution to discrete 

optimization based difficult problems.[111] 
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In real world, ant locomote from one place to another in search of food. These ants are almost 

blind. They are generally influenced by the movement of other ants and try to find the shortest 

route to destination. The shortest path is ascertained by the pheromone trail deposited on that 

path by any of the ant. The more is the pheromone deposition on the path, the more is the 

chance/probability of that path being chosen. ACO tries to find out the optimal or close to 

optimal solution. Its solution might take time to converge but convergence is guaranteed.  

ACO was firstly used for solving travelling salesman problem (TSP). To solve a new problem 

by using ACO, we try to find out whether that problem can be thought of or mapped in travelling 

salesman problem or not.  

5.2.1 Overview of ACO Implementation: 

Step 1. Parameter setting: Initialize pheromone matrix and other required data. 

Step 2. DO While some defined stopping criteria is not met (Outer/cycle loop) 

Step 3. Do Until every ant completes a move/tour (Inner/tour loop) 

 Update the pheromone/trail locally 

Step 4. End Do (Inner) 

 Analyze the solution and trail 

 Update the pheromone globally 

 Get the best solution 

Step 5. End Do (Outer) 

Movement of ants from one node to another is dependent upon the probability of choosing that 

path. The higher the probability, the more likely is the path to be selected. The movement of an 

ant from node i to node j is judged by the following probabilistic equation: 
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, , , ,, ( )( ) / ( )( )i j i j i j i ji j

allowed

p     



 
 
 
    5.1 

where, 

,i j  denotes the amount of pheromone/trail laid by an ant on edge (i,j) 

,i j  denotes the amount of heuristic matrix whose value is typically  1/d(i,j) 

  regulates the impact of  ,i j  

    regulates the impact of  ,i j  

 

Pheromone Update 

Updation in pheromone is done according to the equation: 

(1 ) *
, , ,i j i j i j

     
    5.2 

Where, 

  is the rate of evaporation of pheromone 

,
k

i j =        1/Lk , if k
th ant travels/covers edge (i,j) 

                       0, otherwise 

Where Lk  denotes the length of the kth  ant travel/tour   
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5.3 Proposed Work 

In this chapter, an automatic framework for segmentation of brain tissue classes namely, white 

matter, gray matter and cerebrospinal fluid has been proposed. The brain MRI images are used 

for the purpose of segmenting these tissues. The results of segmentation are often dependent 

upon the initialization step. MRI images are often subjected to some random noise. 

Segmentation algorithm such as FCM is very sensitive to noise. To avoid any stuck in local 

optimal results, Ant Colony Optimization technique is used. ACO is used to determine the value 

of initial cluster centres. The centres thus obtained are fed into the system to perform 

segmentation. Modified Fuzzy C-means clustering approach is used to segment an image into 

WM, GM and CSF. In modified FCM, Mahalanobis distance is used instead of Euclidean 

distance as Euclidean distance takes into account only the super spherical shapes about the 

centre of mass for clustering the data points. Whereas, data points belonging to same cluster 

may not be located in that area only. Also the local neighbourhood information is also 

considered as neighbouring pixels are more likely to belong to same cluster.  

5.3.1 Initialization Step Using Ant Colony Optimization 

ACO is the probabilistic based optimization technique inspired by the behaviour of ants in this 

real world. Various optimization problems can be reduced to finding the shortest path from 

source/nest to destination/food source depending upon the pheromone concentration on that 

path. In case of noisy problems,[71] Fuzzy c-means clustering algorithm can easily get stuck 

into local optimal solution as FCM is very sensitive to noise. One can run the algorithm many a 

times with different initial values each time to get the best solution by comparing the results 

each time with the best solution.[75] But this process is very cumbersome. Therefore, meta-

heuristic approach can be used to solve this problem [110]. Meta-heuristic optimization 

techniques can be used to solve the problems when the available data is incomplete, noisy or 
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uncertain. Main purpose of using ACO technique is to get the global optimal solutions without 

getting trapped in local optimal results.  

In the proposed approach, ACO technique is mapped to our problem of segmentation of brain 

tissues. Basically, ACO is used to obtain the initial values of clusters required for segmenting 

the brain MRI images.                                            

Table 5.1  Parameters values used in ACO initialization 

Parameters Values 

α = β 1.5 

total_NumberOfAnts 10 

Max_iteration 150 

Rho ( ρ ) 0.1 

 

Algorithm for Initialization using ACO (ACO-FCM) 

Requirements: Fix the number of clusters; initialize all the parameters mentioned in Table 5.1  

Step 1. Input data matrix/image say X={x1, x2 .... xn} where n is the total number of 

 pixels in an image. 

Step 2. Calculate another matrix X’ of same dimension as X, such that value of each 

 pixel in X’ is the mean value of 4*4 neighbourhood of corresponding pixel in 

 X.  

Step 3. for iter =1 to max_iteration do 

Step 4. for ants=1 to total_NumberOfAnts do 

Step 5. Randomly initialize cluster centre values for all clusters ‘c’ 
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Step 6. Calculate the heuristic matrix  , where  =1/D (D is the distance of pixels 

 from all cluster centres)  

Step 7. Find the probability of belongingness of each pixel to a particular cluster using 

 the equation 6.1 

Step 8. Based on the indexing of each pixel into different clusters calculated using 

 above probability, cluster centres are then updated using the formula: 

'

, ,( ( ) * ) /( (1 )*( ) ), 1,2...m m

j i j i i i j

i S i S

v u x x u j nc 
 

        5.3 

  where, S is the set of pixels having similar index i.e. cluster numbers 

Step 9. Calculate the Euclidean distance using the updated cluster centres. 

Step 10. Calculate the objective function using the above calculated distance:  

2 2 '

, ,

1 1 1 1

( ) ( , ) ( ) ( , )
n c n c

m m

i j i j i j i j

i j i j

J u d x c u d x c
   

     5.4 

Step 11. Compare the value of objective function with the best fitness. Our goal is to 

minimize the fitness function. Update best fitness, best centres and corresponding index 

for each pixel of an image. 

Step 12. END for (Loop at Step4) 

Step 13. Calculate the distance using the best centres after each iteration  

Step 14. Update the membership matrix using the updated distance as 

2 2 ' (1/ 1) 2 2 ' (1/ 1)

,

1

( ( , ) ( , )) / ( ( , ) ( , ))
nc

m m

i j i j i j i k i k

k

u d x c d x c d x c d x c  



     5.5 

Step 15. Calculate the best index of each pixel using the best solution obtained after each 

iteration 
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Step 16. Update the pheromone matrix using the best indexes obtained in previous step: 

            
(1 ) *

, , ,i j i j i j
     

    5.6 

,i j


 equals to 1/distance corresponding to same location where updation of pheromone is 

being done. 

Step 17. END for (Loop for max_iteration Step3) 

Step 18. Return the best centres obtained and membership matrix corresponding to those 

best centres.  

 Simply running FCM for a noisy image doesn’t make much difference in segmentation 

result. Resultant image does not show any reduction in noise thus quality of segmentation is 

degraded. Using ACO based initialization rather than random initialization, significant 

improvement can be noticed in segmented image. Reduction in noise and better segmentation 

quality can be observed. 

5.4 Clustering Algorithm  

5.4.1 Mahalanobis Distance 

 Unlike Euclidean distance, Mahalanobis distance takes into consideration the co-relation 

among data points or data sets. P.C. Mahalanobis introduced this distance in 1936. [112] It gives 

the measurement of distance of a data point say M and a distribution say D. It is also defined as 

the distance of the test point p from the centre of mass q divided by the width of ellipsoid 

measured in the direction of test point. 

1( , ) ( ) ( )TD p q p q C p q      5.7 
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 Where, C is the covariance matrix of vector P 

 When the data points are distributed or spread in a non-spherical manner, then the 

possibility of data point belonging to a particular cluster or set is not only dependent upon the 

distance of data point from the center of mass or we can say the average of sample points but it 

is also dependent upon the direction of the data point in consideration. Data point must be closer 

in shorter axis of ellipse and farther in longer/major axis of ellipse. This state can be formulated 

by defining the covariance matrix of the sample data points. 

 Firstly we try to frame out the covariance matrix of sample points belonging to each 

class. Then distance of given test point is calculated from all N classes. The test point is 

classified to a particular cluster for which the distance is minimal. The mahalanobis distance 

involving fuzzy logic is described by G & K [70] and is given as: 

2 ( , ) ( ) ( )T

j i j i i j id x c x c C x c              5.8                                                         

1/| | p

i

i i

C           5.9               

, ,

1 1 1 1

( )( ) /
N nc N nc

m T m

i j j i j i i j

i j i j i

u x c x c u
   

           5.10             

5.4.2 Spatial Information for Clustering 

 As we know that MRI images are subjected to random noise during its acquisition. It 

sometimes becomes difficult to view its anatomy or analyze the brain main tissues in the 

presence of noise in an image. FCM converges to local solution in case of noise. So, performing 

clustering of data points using FCM will not be effective. As FCM does not takes into account 

the spatial information of the data points to be clustered. The pixels surrounding the particular 

pixel are more likely to be segmented into same class. Therefore, we include the information of 
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4*4 neighbouring pixels surrounding the pixel being examined for clustering. This spatial 

information is the average of the neighbouring pixels in the defined window and is included in 

the process of clustering or assigning labels to pixels [67]. 

Clustering Algorithm 

Requirements: Cluster centres and membership matrix returned by algorithm, total number of 

iterations (max_iter=100), error (10-6) 

Step 1. for ij=1:max_iter 

Step 2. Calculate the mahalanobis distance using the equation  

Step 3. Update the membership degree/matrix using the equation given below: 

2 2 ' (1/ 1) 2 2 ' (1/ 1)

,

1

( ( , ) ( , )) / ( ( , ) ( , ))
nc

m m

i j i j i j i k i k

k

u d x c d x c d x c d x c  



       5.11 

Step 4. Update the cluster centres as: 

'

, ,

1 1

( ( ) * ) /( (1 )*( ) ), 1,2...
N N

m m

j i j i i i j

i i

v u x x u j nc 
 

     
      5.12

 

Step 5. If ||U(ij+1) - U(ij)|| < error, then go to Step8. 

Step 6. END If 

Step 7. END for (loop for maximum iteration) 

Step 8. Return U, perform clustering using degree of belongingness of each pixel in 

 clusters.     

5.5 Experimental Results and Discussion 

 The real time database of Brain MRI images has been taken from Insight Journal. One 

of the Insight Journals is MIDAS. Midas community include National Alliance for medical 
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image computing (NAMIC) which presents the data for two autistic and two normal children 

(male and female).[113] Three type of MRI scanning is presented i.e. T1 weighted, T2 weighted, 

PD weighted images. Coronal slices are obtained with slice thickness of 1.5mms. The 

quantitative analysis of MRI brain images shown in Figure 5.1 is done in comparison with the 

ground truth images and is presented in Table 5.1.  

Dice Coefficient[108] is the volume overlap metric that evaluates the segmentation results 

quantitatively given the segmentation volumes pairs. The value of dice coefficient lies between 

0 and 1. 0 signifies no match/overlap and 1 signifies complete match/overlap. It is observed 

from Table 1 that the significant improvement can be seen in the result obtained from our 

approach (ACO-FCM) as compared to standard FCM. The classification of brain tissues is more 

promising in case of ACO-FCM as there are a greater number of correctly classified pixels. Our 

approach uses spatial information which helps in better classification of such tissues. Similar to 

Dice Coefficient is the Jaccard’s similarity measure. Both these parameters are not sensitive to 

volume overestimations and underestimations. However, Dice Coefficient is more famous than 

Jaccard's ratio [109] as it may sometimes result in a mismatch when there is a strong volumetric 

overlap. In Table 5.1, patient numbers refer to the slices of dataset. It can be noticed that 

classification/segmentation accuracy is highly dependent upon the classification of 

cerebrospinal fluid. The accuracy of both gray matter and white matter tissues is also improved 

but significant change can be seen in case of segmentation of CSF tissue. CSF is a very complex 

tissue and it is sometimes difficult to segment such a flowing matter from brain MRI. Therefore, 

there is a requirement to get better classification of data points belonging to CSF class. This 

improvement can be seen in our approach as compared to standard FCM. The ACO-FCM 

approach for segmenting brain MRI images is also applied and validated for simulated 3D brain 

MRI images with varying level of noise from brain web database. The simulated dataset from 

brain web is provided by McGill University and can be obtained with different file extensions. 
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[114] It contains normal anatomical brain structures with size of each image is 181*217. The 

results are tested and validated for T1-weighted images with 3%, 5% noise levels and slice 

thickness of 1mm as shown in Figure 5.2 and Figure 5.3. It can be noticed from Table 5.2 and 

Table 5.3 that ACO-FCM performs better for both levels of noise as compared to standard FCM. 

The efficiency of FCM is reduced with higher level of noise. This can be seen from the slice 

100 corrupted with both 3% and 5% noise. Accuracy of FCM reduces significantly whereas 

ACO-FCM performs efficiently in higher level of noise as well. 

Table 5.2: This Table presents the value of Dice Coefficient for three brain tissues 

namely, Gray matter, White matter, CSF using our approach (ACO-FCM) and 

standard FCM 

 Dice Coefficient 

 ACO-FCM FCM 

Patient GM WM CSF Avg. GM WM CSF Avg. 

P11 0.928 0.889 0.755 0.857 0.917 0.848 0.57 0.778 

P12 0.86 0.927 0.785 0.857 0.838 0.848 0.68 0.788 

P21 0.902 0.933 0.878 0.904 0.849 0.83 0.784 0.821 

P22 0.899 0.806 0.759 0.821 0.872 0.751 0.617 0.746 

P31 0.887 0.802 0.796 0.828 0.841 0.793 0.652 0.762 

P32 0.903 0.888 0.798 0.863 0.852 0.817 0.716 0.795 

P41 0.924 0.94 0.859 0.907 0.887 0.846 0.838 0.857 

P42 0.954 0.814 0.853 0.873 0.918 0.744 0.697 0.786 

Average 0.907 0.874 0.81 0.863 0.871 0.809 0.694 0.791 
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Table 5.3: This Table presents the value of Jaccard's overlap ratio for three brain 

tissues namely, Gray matter, White matter, CSF using our approach (ACO-FCM) and 

standard FCM 

 Jaccard's overlap ratio 

 ACO-FCM FCM 

Patient GM WM CSF Avg. GM WM CSF Avg. 

P11 0.865 0.8 0.606 0.757 0.846 0.736 0.398 0.66 

P12 0.754 0.863 0.646 0.754 0.721 0.736 0.515 0.657 

P21 0.821 0.874 0.782 0.825 0.737 0.709 0.644 0.696 

P22 0.816 0.675 0.611 0.7 0.773 0.601 0.446 0.606 

P31 0.796 0.669 0.611 0.692 0.725 0.657 0.483 0.621 

P32 0.823 0.798 0.663 0.761 0.742 0.69 0.557 0.663 

P41 0.858 0.886 0.752 0.832 0.796 0.733 0.721 0.75 

P42 0.912 0.686 0.743 0.78 0.848 0.592 0.534 0.658 

Average 0.83 0.781 0.676 0.762 0.773 0.681 0.537 0.663 
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Figure 5.1.  (a)Autistic Female T2-weighted MRI(slice 140), (b) Gray matter, (c) CSF, (d) 

White matter. 

 

Table 5.4: This Table presents the value of Dice Coefficient for three brain tissues 

namely, Gray matter, White matter, CSF using our approach (ACO-FCM) and 

standard FCM for Brain Web database. 

 

Slice# Noise GM WM CSF Avg. Slice# Noise GM WM CSF  Avg. 

60 3% 0.962 0.911 0.812 0.895 60 3% 0.947 0.845 0.675 0.822 

88 3% 0.929 0.963 0.89 0.927 88 3% 0.879 0.933 0.822 0.878 

100 3% 0.9 0.97 0.837 0.902 100 3% 0.88 0.948 0.793 0.873 

Average   0.93 0.948 0.846 0.908 Average   0.902 0.908 0.763 0.857 

99 5% 0.915 0.967 0.841 0.907 99 5% 0.9 0.955 0.818 0.891 

(a) (b) 

 

(c) 

 

(d) 
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126 5% 0.934 0.902 0.874 0.903 126 5% 0.896 0.841 0.849 0.862 

100 5% 0.902 0.962 0.835 0.899 100 5% 0.876 0.948 0.764 0.862 

Average   0.917 0.943 0.85 0.903 Average   0.89 0.914 0.81 0.871 

 

 

 

              (a) 

 

              (b) 

 

             (c) 

 

              (d) 

 

             (e) 

Figure 5.2:  (a) Normal Brain(T1-weighted slice 60), (b) Normal brain (noise 3%), (c) Gray 

matter, (d) CSF, (e) White matter 
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              (a) 

 

              (b) 

 

             (c) 

 

              (d) 

 

             (e) 

Figure 5.3:  (a) Normal Brain(T1-weighted slice 99), (b) Normal brain (noise 5%), (c) Gray 

matter, (d) CSF, (e) White matter 

5.6 Summary 

In the chapter, image segmentation is done using ‘Fuzzy Logic’ technique. Step by step 

methodology for automated brain MRI image segmentation is presented. Classification of three 

main tissues of brain is performed. These tissues include- gray matter, white matter and 

cerebrospinal fluid. The Ant Colony Optimization technique is used to obtain the results of 

segmentation as ACO is a meta-heuristic approach that tends to give close to optimal solution. 

Also, inclusion of spatial information of pixels ensures better clustering as neighbouring pixels 

are more likely to belong to the same class/cluster. Consideration of geometrical shape of 
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clustering classes is also taken into account. Therefore, Mahalanobis distance is included to 

solve the purpose. Brain MRI acquisition are also subjected to random noise. Our work ensures 

better classification in presence of such noise as well. The results of our work have been 

evaluated and validated against ground truth. Both real time database and simulated database 

with varying level of noise is used to test the accuracy. Significant improvement in correct 

classification of brain tissues can be seen as compared to standard FCM. 
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Chapter 6 

Fuzzy Clustering Using Gravitational Search 

Algorithm for Brain Images  

6.1 Introduction  

Clustering is a key activity in numerous data mining applications such as information retrieval, 

text mining, image segmentation. Clustering also plays a major role in medical image 

processing. Manual image segmentation is very tedious and time consuming. Also results of 

manual segmentation are subjected to errors due to huge and varying data. Therefore, automated 

segmentation systems are gaining enormous importance nowadays. This study presents an 

automated system for segmentation of brain tissues from brain MRI images. Segmentation of 

three main brain tissues is carried out namely white matter, gray matter and cerebrospinal fluid. 

In this work, we propose a clustering approach, Fuzzy-Gravitational Search Algorithm(GSA) 

and its application to  MRI brain image segmentation.  The proposed approach is based on GSA, 

and uses fuzzy inference rules for controlling the parameter α as search progresses. The results 

of the system are compared with GSA and recent work on brain image segmentation algorithms 

for both real and simulated database on the basis of Dice Coefficient values and is found to 

outperform. 

6.2 Gravitational Search Algorithm 

GSA is an optimization algorithm proposed by Rashedi[115] in 2009. It is based on the 

Newton’s laws of gravity and motion. The law of gravity states that “Every particle in the 

universe attracts every other particle with a force that is directly proportional to the product of 
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the masses of the particles and inversely proportional to the square of the distance between 

them”. By this definition, the gravitational force is determined using the following equation 

[115]:  

 
F = G 

M1M2

R2
 

6.1 

where, F is the gravitational force acting between two masses M1and M2, G is the gravitational 

constant with a value of 6.67259 × 10-11 N m2/kg2, and R is the distance between the two 

masses. 

Newton’s second law of motion states that when a force acts on a mass, acceleration is 

produced. The magnitude of acceleration produced is obtained using the equation below [115]: 

 
a =  

F

M
 

 6.2 

  where, F and M denote the net force acting on a given particle and its mass, respectively. 

The GSA employs this physical phenomenon for solving optimization problems. Consider a 

system with N masses or agents. The position of ith mass is defined as: 

 Xi = ( xi
1, . . . , xi

d, . . . , xi
n) , for i = 1, 2, . . . , N, 6.3 

where, xi
d is the position of ith agent in dth dimension and n is the total number of dimensions 

in the search space. The positions of agents correspond to the solutions of the problem. The 

mass of each agent is computed, after evaluating the present population’s fitness, using the 

following equations: 

 
mi(t) =

fiti(t) −  worst(t)

best(t) −  worst (t)
 

6.4 

 
Mi(t) =

mi(t)

∑ mj(t)N
j=1

 
6.5 

where, fiti(t), denotes the fitness value of ith agent at time t, and best(t) and worst(t) are 

computed as follows(for minimization problems): 
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 best(t) = min fitj(t) ,  j = 1, 2, . . . , N 6.6 

 worst(t) = max fitj(t) ,  j = 1, 2, . . . , N 6.7 

Similarly, for maximization problems best(t) and worst(t) are computed by taking the 

maximum and minimum fitness values respectively. 

The acceleration of an agent is computed next, by considering the total forces from a set of 

heavier masses using the laws of gravity and motion using Equations 6.8 and 6.9. The new 

velocity of an agent is computed next by adding a fraction of its current velocity to its 

acceleration (Equation 6.10), followed by the calculation of its new position (Equation 6.11). 

 
Fi

d(t) = ∑ randj

j ∈ kbest,j ≠ i

G(t)
Mj(t)Mi(t)

Rij(t) +  ε
(xj

d(t) −  xi
d(t)) 

6.8 

 
ai

d(t) =  
Fi

d(t)

Mi(t)
= ∑ randj

j ∈ kbest,j ≠ i

G(t)
Mj(t)

Rij(t) +  ε
(xj

d(t) −  xi
d(t)) 

6.9 

 

 

 vi
d(t + 1) = randi × vi

d(t) +  ai
d(t) 6.10 

 xi
d(t + 1) = xi

d(t) +  vi
d(t + 1) 6.11 

where, randi and randj are two random numbers uniformly distributed in the range of [0, 1], ε 

is a small value to prevent division by zero, Rij(t) is the Euclidean distance between agent i 

and agent j. kbest is the set of first K agents with best fitness values and thus, largest mass. 

kbest is dependent on time, initialized to Ko at the start and decreases as time progresses. The 

gravitational constant, G(t), decreases with time to control the search accuracy. The value of 

G(t) is calculated using the following equation:  

 
G(t) = Goe

−∝t
T  

6.12 

where, Go is the initial value of gravitational constant, α is a parameter which governs the 

degree of exploration versus exploitation of the search and T is the maximum number of 

iterations. 
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6.3 Proposed Work 

In this chapter, an automatic framework for segmentation of brain tissue classes namely, white 

matter, gray matter and cerebrospinal fluid has been proposed. The brain MRI images are used 

for the purpose of segmenting these tissues. We describe the proposed method, called Fuzzy-

GSA, for segmentation of brain images. The proposed approach is based on GSA, described in 

section 6.2 and uses fuzzy inference rules for controlling the parameter α as search progresses. 

This section is divided into two subsections. Section 6.3.1 describes the Fuzzy Inference 

System(FIS) developed, and the section 6.3.2 presents the proposed Fuzzy-GSA algorithm for 

clustering. 

6.3.1 The Developed Fuzzy Inference System 

The FIS is developed with two input variables and one output variable. The input variables are 

as follows:  

IT: The current iteration number. 

Fbest: The best value of fitness achieved till the current iteration. 

IT enables us to consider how far we have reached in the search process. During the initial 

iterations, i.e. when IT is low, a lower value of α is desired since lower the value of α, higher 

the value of gravitational constant, G(t), will be (Equation 6.12) and thus, higher the force, F, 

(Equation 6.8) resulting in a higher acceleration, a, (Equation 6.9) and velocity, v(t) (Equation 

6.10). This allows for higher exploration at the beginning of search. Similarly, towards the final 

few iterations, i.e. when IT is high, a higher value of α is desired to promote higher exploitation. 

Figure 6.1 depicts the membership function for IT. The iterations are represented as a fraction 

of the maximum number of iterations allowed, such that 0.5 means half of the total iterations 

and 1 represents the maximum iterations.  
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Figure 6.1: Membership Function for IT 

 

 

Figure 6.2: Membership Function for Fbest 

 

Fbest represents the lowest value of fitness, since clustering is a minimization problem with 

the fitness function as mean square error, achieved till the current iteration. If the value of Fbest 

is high, then we need to reduce α to promote a greater exploration, since higher values for Fbest 

mean we are still far from the solution. However, if Fbest is low, we should increase α to allow 
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for a higher exploitation as we are near the solution. Figure 2 shows the membership function 

for Fbest. Note that the membership function for Fbest needs to be tuned as per the input dataset 

being considered, since the accepTable values of fitness function will vary for different 

datasets.  

To obtain the marked value M5 in Figure 3, we executed five independent runs of GSA for a 

single iteration and equated M5 to the maximum value of Fbest obtained, after adding hundred 

and then rounding it off to the nearest hundred. For the value of M3, we considered the integer 

part of the best fitness value obtained using GSA, taken from [116], for that dataset. M4 was 

computed by adding one to the value of M3, and M2 was calculated by rounding off M3 to the 

nearest ten smaller than M3. Finally, M1 was obtained by subtracting ten from M2. 

Note that the fitness function, representing the total mean square error or the sum of intra-

cluster distances, is computed using the following equation [116]: 

 

f(O, C) = ∑ ∑ D(Oi, CCl)
2

Oi∈ Cl

k

l=1

 

           

        6.13 

   

where, CCl represents the centroids of the cluster Cl , D(Oi, CCl) denotes the distance or 

dissimilarity between object Oi and cluster centroid CCl. The most popular and widely used 

distance metric is the Euclidean distance, which we have used in this work. Euclidean distance 

between two objects Xi and Xj with d dimensions is calculated as: 

 

D(Xi, Xj) = √∑(xi
p

− xj
p

)2

d

p=1

 

         

          6.14 

where, xi
p
 denotes the value of pth dimension for the object Xi and xj

p
 denotes the value of pth 

dimension for the object Xj. 
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The developed FIS consists of one output variable, i.e. alpha(t), which denotes the value of 

parameter α in Equation 6.12. Figure 6.3 shows the membership function for alpha(t). The 

range of parameter α is taken as [0, 50] to provide a wide range of search on the value of 

alpha(t). 

 

Figure 6.3: Membership Function for alpha(t) 

 

The following eight fuzzy rules were formulated to control the parameter α in the calculation 

of the gravitational constant (Equation 6.12): 

RULE 1: If (IT is low) and (Fbest is low) then (alpha(t) is high)         

RULE 2: If (IT is low) and (Fbest is medium) then (alpha(t) is medium)    

RULE 3: If (IT is low) and (Fbest is high) then (alpha(t) is low)        

RULE 4: If (IT is medium) and (Fbest is high) then (alpha(t) is low)      

RULE 5: If (IT is medium) and (Fbest is medium) then (alpha(t) is medium) 

RULE 6: If (IT is high) and (Fbest is high) then (alpha(t) is medium)     

RULE 7: If (IT is high) and (Fbest is medium) then (alpha(t) is medium)   

RULE 8: If (IT is high) and (Fbest is low) then (alpha(t) is high)        
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The method used in the developed fuzzy inference system for “And” is min and for “Or” is 

max. The implication method is min, aggregation method is max and defuzzification method 

is centroid. 

6.3.2 Fuzzy Gravitational Search Algorithm  

The proposed algorithm, Fuzzy-GSA, comprises of two main steps. The first step is to generate 

an initial population for GSA. We have generated the initial population by considering three 

agents (or candidate solutions) corresponding to the maximum, minimum and median values 

for all features in a given dataset, respectively. This provides a better initial population which 

would allow for a higher exploration since a wide range of values, including maximum, 

minimum and median, are present while searching the solution space. The rest of the agents 

are generated randomly by considering the range of features in the given dataset. 

The second step involves application of GSA, described in section 6.2, to the given dataset and 

using the fuzzy inference system developed to control the parameter α while searching for the 

solution. The flow diagram for the proposed Fuzzy-GSA algorithm is depicted by Figure 6.4. 

The step by step algorithm for the proposed approach is stated next. Let N denote the population 

size, Ci be the ith candidate solution or agent, k be the number of clusters, d be the number of 

features in a given dataset. 

Step 1: Generate initial population, P = {C1, C2, . . . , CN}. 

 Generate C1 consisting of maximum values of all the features. 

 Generate C2 consisting of minimum values of all the features. 

 Generate C3 consisting of median values of all the features. 

 Generate the remaining N-3 candidates randomly within the range of minimum 

to maximum values for all features. 
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Step 2: Apply GSA and use the developed FIS, described in Section 6.3.1, for parameter 

 adaptation. 

 Calculate the fitness function, as per Equation 13, for all the candidate solutions. 

 Feed the values of IT, current iteration number, and Fbest, best fitness achieved, 

as  inputs to the developed FIS, and obtain the value of parameter α. 

 Calculate G, F, M and a for all the candidate solutions using Equations 5, 8, 9 

and 12  as described in the Gravitational Search Algorithm (GSA).  

 Update the velocity and position of each candidate solution as per Equation 10 

and 11 respectively. 

 Check if termination criteria, i.e. maximum number of iterations allowed is 

reached or fitness function is not exhibiting a minimum improvement, are met. 

If yes, then return the best value of fitness function achieved as the final 

solution, else reiterate through step 2.  

The final solution consists of the best value of fitness function, i.e. the minimum mean square 

error, achieved by running the proposed Fuzzy-GSA algorithm. 

6.4 Experimental Results & Discussions 

 

The algorithm is implemented on personal computer (2.40 GHz CPU, 4GB RAM) using 

MATLAB R2010a. We have considered the population size to be 50, i.e. N = 50, and the 

maximum number of iterations to be 300. Go in Equation 6.12 is taken as 100. The minimum 

acceptable improvement in the fitness values between two successive iterations is set as 1 × 10-

6. Each candidate solution, in the population, consists of cluster centers for each of the k clusters, 

and each cluster center comprises of values for each feature in a dataset. Figure 6.5 illustrates 

the representation of the ith candidate solution Ci. CCij denotes the jth cluster center of the ith 
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candidate solution and Fij represents the value of jth feature for ith cluster center. Therefore, each 

candidate solution consists of (d × k) values. Here, the value of k=3. 

 

 

Figure 6.4: Flowchart for Fuzzy GSA algorithm 
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F11 F12 . . . F1d 

 

 

CCi1 CCi2 . . . CCik 

 

Figure 6.5: Representation of ith Candidate Solution, Ci 

The real time database of Brain MRI images has been taken from Insight Journal. Insight Journal 

is an Open Access on-line publication that covers domain of medical image processing and 

visualization. One of its journals is MIDAS. Midas community include National Alliance for 

medical image computing (NAMIC) which presents the data for two autistic and two normal 

children (male and female).[113] Three type of MRI scanning is presented i.e. T1 weighted, T2 

weighted, PD weighted images. Coronal slices are obtained with slice thickness of 1.5mms. 

Also the tissue segmentation label map is presented with the database. This tissue label is atlas 

based segmentation by making use of expectation-maximization scheme. The quantitative 

analysis of MRI brain images is done in comparison with the ground truth images for the sample 

image shown in Figure 6.6 and is presented in Table 6.1. True positive gives the measure of the 

correctly classified pixels. Whereas False positive counts the total number of pixels that our 

system classifies but is not present in ground truth and True negative counts the total number of 

pixels that our system doesn’t classifies but is present in the ground truth as belonging to 

particular cluster. In the Table sensitivity is also calculated to measure the performance of the 

proposed approach. Here, we can see that average sensitivity is 0.926. Sensitivity in general can 

be calculated as 

Sensitivity=TP/(TP+FN) 

Where, TP is True Positive and FN is False Negative  
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Table 6.1 Classification of pixels for FUZZY GSA for real time MRI database 

[37] Patient # Ground 

Truth 

True 

positive 

False 

negative 

False 

Positive 

Sensitivity 

Autistic Female 

slice100 

34482 30110 4372 2012 0.873 

Autistic Female 

slice140 

33936 31569 2367 3982 0.930 

Control Female 

slice80 

33056 31247 1809 3250 0.945 

Control Female 

slice114 

28503 25727 2776 4981 0.903 

Control Male 

slice110 

33528 29653 3875 4905 0.884 

Control Male slice67 39125 36728 2397 4286 0.939 

Autistic Male slice70 30248 30118 130 2872 0.996 

Autistic Male 

slice160 

10960 10342 618 653 0.944 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) (f) 

Figure 6.6: (a)Autistic Female T2-weighted MRI(slice 140), (b)Ground truth, (c) 

Segmentation result, (d) Gray matter, (e) CSF, (f) White matter 
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The Dice Coefficient(DC)[108] is defined as 

     , 2   | |/| |ZD Y Y ZC YZ     6.15  

where Y and Z are two sets. The value of DC lies between 0 and 1. 0 signifies no match/overlap 

and 1 signifies complete match/overlap. In terms of segmentation, 'Y' represents the segmented 

image containing tumor and 'Z' represents the ground truth given by the radiologist.  

Table 6.2 This Table presents the value of DC for three brain tissues namely, Gray 

matter, White matter, CSF using our approach(FUZZY GSA) and GSA  

 FUZZY GSA  GSA 

 DC  DC 

Patient # GM WM CSF Patient # GM WM CSF 

P11 0.992 0.967 0.86 P11 0.932 0.871 0.631 

P12 0.994 0.991 0.886 P21 0.873 0.862 0.699 

P21 0.989 0.996 0.972 P21 0.862 0.846 0.815 

P22 0.995 0.972 0.839 P22 0.9 0.782 0.688 

P31 0.982 0.976 0.891 P31 0.869 0.799 0.681 

P32 0.987 0.952 0.891 P32 0.872 0.843 0.739 

P41 0.99 0.994 0.962 P41 0.899 0.876 0.867 

P42 0.996 0.929 0.959 P42 0.924 0.782 0.714 

Average 0.991 0.972 0.908 Average 0.891 0.833 0.729 

 

The algorithm is run over several slices of both normal and autistic male and female dataset 

provided by NIMAC. The average of several runs was calculated using DC and is tabulated in 

Table 6.2. It is observed that the significant improvement can be seen in the result obtained from 
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our approach (FUZZY-GSA) as compared to GSA .The classification of brain tissues is more 

promising in case of FUZZY GSA as there are more number of correctly classified pixels.  

The more the value of DC is close to 1, the better is the segmentation accuracy. It is studied that 

DC’s value >0.7 implies good segmentation. Similar to DC is the JS measure. Both these 

parameters are not sensitive to volume overestimations and underestimations. However, DC is 

more famous than JS as it may sometimes result in a mismatch when there is a strong volumetric 

overlap. We have presented the estimated results in Table 6.3 using JS as well to have a better 

outlook of classification system.    

In above Table patient numbers refers to following slices of dataset: 

P11-5074-004-02_10_t2_fit.nnrd (slice 100)      P12- 5074-004-02_10_t2_fit.nnrd (slice 140) 

P21-5128-004-01_10_T2_fit.nrrd (slice 80)        P22-5128-004-01_10_T2_fit.nrrd (slice 114) 

P31-5150-004-02_10_T2_fit.nrrd (slice 110)      P32-5150-004-02_10_T2_fit.nrrd (slice 67) 

P41-5157-004-02_10_T2_fit.nrrd (slice 70)        P42-5157-004-02_10_T2_fit.nrrd (slice 160) 

 

Figure 6.7: Comparison of DC values for GSA and Fuzzy GSA 
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 It can be noticed that classification/segmentation accuracy is highly dependent upon the 

classification of cerebrospinal fluid. The accuracy of both gray matter and white matter tissues 

is also improved but significant change can be seen in case of segmentation of CSF tissue. CSF 

is a very complex tissue (fluid flowing in our brain). It is sometimes difficult to segment such a 

flowing matter from brain MRI. Therefore there is a requirement to get better classification of 

data points belonging to CSF class. This improvement can be seen in our approach as compared 

to standard FCM. 

 The FUZZY GSA approach for segmenting brain MRI images is also applied and 

validated for simulated 3D brain MRI images with varying level of noise from brain web 

database. The simulated dataset from brain web is provided by McGill University and can be 

obtained with different file extensions. [114] It contains normal anatomical brain structures with 

size of each image is 181*217. The results are tested and validated for T1-weighted images with 

3%, 5% noise levels and slice thickness of 1mm in Table 6.3. 

Table 6.3 This Table presents the value of DC for three brain tissues namely, Gray 

matter, White matter, CSF using our approach(FUZZY GSA) and GSA for Brain Web 

database  

Slice# 

 

Noise GM WM CSF Avg. Slice# Noise GM WM CSF Avg. 

60 3% 0.981 0.938 0.827 0.912 60 3% 0.956 0.868 0.844 0.889 

88 3% 0.985 0.973 0.914 0.941 88 3% 0.892 0.955 0.857 0.901 

100 3% 0.968 0.985 0.846 0.924 100 3% 0.901 0.967 0.792 0.887 

AVG.   0.978 0.965 0.86 0.926 AVG.   0.916 0.93 0.831 0.892 



100 

 

99 5% 0.973 0.981 0.866 0.923 99 5% 0.918 0.967 0.687 0.857 

126 5% 0.962 0.927 0.883 0.918 126 5% 0.924 0.862 0.846 0.877 

100 5% 0.945 0.973 0.847 0.911 100 5% 0.895 0.968 0.829 0.897 

AVG.   0.960 0.960 0.865 0.918 AVG.   0.912 0.932 0.787 0.877 

 

 

 

 Figure 6.8: Comparison of DC values for GSA and Fuzzy GSA with noise level 3% 

 

It can be noticed from Table 6.3 that FUZZY GSA performs better for both levels of noise as 

compared to GSA. The efficiency of GSA is reduced with higher level of noise as can be seen 

in Figure 6.7, Figure 6.8 and Figure 6.9. This can be seen from the slice 100 corrupted with both 

3% and 5% noise. Accuracy of FCM reduces significantly whereas FUZZY GSA performs 

efficiently in higher level of noise as well. 
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Figure 6.9: Comparison of DC values for GSA and Fuzzy GSA with noise level 5% 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 6.10. (a) Normal Brain(T1-weighted slice 60), (b) Normal brain (noise 3%), (c) 

Segmented result using FUZZY GSA, (d) Gray matter, (e) CSF, (f) White matter 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 6.11. (a) Normal Brain(T1-weighted slice 99), (b) Normal brain (noise 5%), (c) 

Segmented result using FUZZY GSA, (d) Gray matter, (e) CSF, (f) White matter 

It can be noticed from Table 6.4 that FUZZY GSA performs better for both levels of noise as 

compared to GSA. The efficiency of GSA is reduced with higher level of noise as can be seen 

in Figure 6.7, Figure 6.8 and Figure 6.9. This can be seen from the slice 100 corrupted with 

both 3% and 5% noise. Accuracy of FCM reduces significantly whereas FUZZY GSA 

performs efficiently in higher level of noise as well. 

The results of the proposed Fuzzy GSA algorithm are also compared with Growing Hierarchical 

Self Organising Map(GHSOM), Non-Local FCM(NLFCM), Improved Spatial FCM(IFCMS), 

combination of Mean Shift and FCM (MFCM), Local Information based Intutionistic 
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FCM(IIFCM), Repeated Level Set(RLS), Convolutional Neural Network(CNN), Non Local 

based Spatially Constrained Hierarchical FCM(NLSCHFCM), Improved FCM(IFCM), 

Generalised Rough Intuitionistic FCM(GRIFCM), Fuzzy Unsupervised Learning(FUSL) and 

Intutionistic Fuzzy Co-Clustering(IFCC) algorithm. Also, the comparison with the algorithms 

is done with varying levels of noise (3% and 5%). As, we can see from Table 6.4 that the 

proposed algorithm outperforms other segmentation algorithms and has the ability to accurately 

segment the brain images in the presence of noise as well. 

Table 6.4: Comparative performance analysis of DC values for different segmentation 

algorithms on brain image with varying noise level. 

  NOISE 

  0% 3% 5% 

AUTHOR  ALGORITHMS GM WM CSF GM WM CSF GM WM CSF 

Ortiz's[73] GHSOM 0.714 0.625 0.623 0.701 0.612 0.609 0.678 0.601 0.589 

Chen 's[74] NLFCM 0.785 0.773 0.630 0.747 0.685 0.621 0.724 0.687 0.617 

Benaichouche's 

[75]  

IFCMS 0.769 0.724 0.701 0.731 0.672 0.614 0.718 0.657 0.603 

Mahmood's[66] MFCM 0.795 0.705 0.676 0.768 0.693 0.662 0.748 0.710 0.649 

Verma's[76] IIFCM 0.881 0.842 0.846 0.854 0.792 0.724 0.832 0.757 0.711 

Roy's[36] RLS 0.891 0.864 0.850 0.834 0.803 0.794 0.812 0.773 0.729 

Moeskops's [77] CNN 0.923 0.891 0.882 0.919 0.871 0.811 0.894 0.800 0.782 

Chen's[78] NLSCHFCM 0.911 0.903 0.816 0.903 0.872 0.781 0.881 0.827 0.760 

Kalaiselvi's[68]  IFCM 0.861 0.811 0.674 0.804 0.717 0.657 0.799 0.769 0.620 

Namburu's[79] GRIFCM 0.931 0.916 0.852 0.910 0.861 0.836 0.891 0.848 0.804 

Keyvan's[80] FUSL 0.938 0.922 0.851 0.919 0.892 0.838 0.899 0.857 0.824 

Verma's[81] IFCC 0.985 0.964 0.900 0.970 0.948 0.846 0.957 0.943 0.850 

Proposed FUZZY GSA 0.991 0.972 0.908 0.978 0.965 0.86 0.960 0.960 0.865 
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6.5 Summary 

In this chapter we proposed an algorithm Fuzzy-GSA for MRI brain image segmentation which 

is based on the conventional GSA with a provision for adapting the value of parameter α used 

in the calculation of the gravitational constant. In the beginning, a smaller value of α is desired 

to achieve a higher exploration, whereas towards the end of search, a relatively higher value of 

α helps in achieving a higher exploitation. Step by step methodology for automated brain MRI 

image segmentation is presented. Classification of three main tissues of brain is performed. 

These tissues include- gray matter, white matter and cerebrospinal fluid. The performance of 

Fuzzy-GSA is evaluated in comparison with GSA by performing experiments on real time 

database and simulated database with varying level of noise. The proposed algorithm is also 

compared on the basis of DC values with various brain image segmentation algorithms and is 

seen to outperform even in the presence of noise.  
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Chapter 7 

Hamming Distance based Local Binary Pattern for 

Biomedical Image Retrieval  

7.1 Introduction  

 Patient diagnosis databases are available in a variety of formats, including computer 

tomography, magnetic resonance imaging, ultrasound, and X-ray. However, it is impossible to 

make use of this information unless it is arranged in a way that allows for easy access, search, 

and retrieval. Content-based biomedical image retrieval was created to solve this issue. The 

visual contents of a picture, such as colour, texture, form, faces, and spatial arrangement, are 

used to represent and index the image database in content-based image retrieval [82]. Automatic 

retrieval of images is of great importance in medical field as it helps in decision making for 

solving various problems. The feature extraction in content-based image retrieval is a crucial 

stage whose success is determined on the approach used to extract characteristics from pictures. 

There are two types of visual content descriptors: global and local. To describe an image, a 

global descriptor describes the visual features of the entire image, whereas a local descriptor 

represents the visual features of areas or objects. These are arranged as multi dimensional feature 

vectors and construct the feature database [117,118]. In this thesis, we have proposed a novel 

feature descriptor based on local binary pattern for retrieval of biomedical images. After 

obtaining the features the distance measure is used to retrieve the most similar images. The 

flowchart for image retrieval is depicted in Figure 7.1. 
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Figure 7.1: Flowchart for Image Retrieval 

7.2. Review of Local Patterns 

7.2.1 Local Binary Patterns(LBP) 

Ojala et al. [84] initially introduced the LBP operator as a means for texture descriptor. In his 

basic LBP method, a binary code for each pixel of the image has been generated based on 

thresholding the 3 x 3 neighborhood of the pixel with the value of the center pixel and these 

binary values are concatenated in a clockwise direction starting from top-left neighbor ( Figure 

7.2 for illustration). The binary codes are converted into decimal number to label the pixel and 

termed as LBPs or LBP codes [84]. 

The local primitives like edges, spots, flat areas etc can be coded by the LBP method as shown 

in Figure 7.3. 
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Figure 7.2 The basic LBP operator [85] 

 

Figure 7.3 Texture primitives which can be detected by LBP [85] 

 

 The fixed 3 x 3 neighborhood may not capture the dominant features with large-scale structures. 

Hence to handle such texture, varying size neighborhood have been proposed by Ojala et al. 

[84]. The local neighborhood has been defined circularly in place of square and bilinear 

interpolation was employed to obtain value of sampling points not lying on a pixel. This 

generalization allowed flexibility in number of sampling points and radius of circle as shown in 

Figure 7.4 below. The (P, R) notation denotes P equally spaced sampling points lying over the 

circle of radius R.  

 

Figure 7.4 Examples of Extended LBP operator : (8,1) , (16,2) and (24,3) circular 

neighborhood 
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Writing in a more formal way, the ELBP code can be obtained in decimal number as 

follows[84]: 

𝐿𝐵𝑃𝑃,𝑅(𝑥, 𝑦)  =  ∑ 𝑠(𝑖𝑃 − 𝑖𝑐)2𝑃𝑃−1
𝑃=0            7.1 

where(𝑥, 𝑦) is the given central pixel with intensity 𝑖𝑐 and 𝑖𝑃 is the intensity of 𝑃𝑡ℎneighboring 

pixel lying on the circle of radius 𝑅.The function 𝑠(𝑥) can be defines as: 

𝑠(𝑥) =  𝑓(𝑥) = {
1, 𝑖𝑓 𝑥 < 0
0, 𝑖𝑓 𝑥 ≥ 0

                                                                        7.2 

The feature vector to describe the texture is the histogram of LBP labeled image. Ahonen et al. 

[92]reported that 90.6% of patterns in (8,1) neighborhood and 85.2% in (8,2) neighborhood are 

uniform while experimenting on FERET database. The concept of uniform patterns paved the 

way to a much reduced feature vector by accumulating the non-uniform patterns in a single bin 

while putting all the uniform patterns separately. Following this criterion, the histogram reduced 

to 59 bins in case of 𝐿𝐵𝑃(𝑃,𝑅)
𝑈2  against256 bins in standard 𝐿𝐵𝑃. The histogram of the 𝐿𝐵𝑃 labeled 

image can be defined as[83]. 

𝐻𝑖 =  ∑ 𝐼(𝑓(𝑥, 𝑦) = 𝑖),       𝑖 = 0,1, … . . 𝑛 − 1𝑥,𝑦                                           7.3 

with 𝑛 different labels produced by 𝐿𝐵𝑃 operator and  

𝐼(𝐴) = {
1,    𝐴 𝑖𝑠 𝑡𝑟𝑢𝑒
0,   𝐴 𝑖𝑠 𝑓𝑎𝑙𝑠𝑒

                                                                      7.4 

This histogram forms the feature vector having local micro-pattern information like edges, spots 

and flat areas over the whole image [84]. Thus a statistical representation of the image is 

obtained, it can be visualized as a composition of micro-patterns and hence to describe them, 

the suitability of 𝐿𝐵𝑃 is justified theoretically and later on experimentally by many studies[84, 

85, 86].The micro-patterns encoded using 𝐿𝐵𝑃 over the whole image does not contain their 

location and shape. So a block-based approach has been proposed in which the image is divided 
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into small regions 𝑅0, 𝑅1, … . 𝑅𝑚 and individual histogram were extracted from each region. The 

final, spatially enhanced, global feature vector is obtained by concatenating all the region 

specific histograms and is given as: 

𝐻𝑖,𝑗 =  ∑ 𝐼(𝑓(𝑥, 𝑦) = 𝑖)𝑥,𝑦  𝐼((𝑥, 𝑦) ∈  𝑅𝑗  )𝑖 =  0,1, … … . . 𝑛 − 1 𝑎𝑛𝑑 𝑗 =  0,1, … … . . 𝑚 − 1           7.5 

𝐿𝐵𝑃 methodology has been extensively researched and modified over different aspects. Some of 

the major modifications are carried out to increase the discriminative capacity and neighborhood 

selection to obtain better performance while not increasing much of the computational cost [86]. 

An Improved 𝐿𝐵𝑃 (𝐼𝐿𝐵𝑃), which compares the neighboring pixels including the center pixel with 

the mean value of the window was proposed by Jin et al. [86]. But their method has increased 

the feature vector length by 511 (29  − 1, as all zeros and ones are the same).  

7.2.2 Spatiotemporal LBP 

Recently, dynamic feature extraction methods have been evolved over the years [87]. There are 

two spatiotemporal local pattern approaches: Volume Local Binary Pattern (𝑉𝐿𝐵𝑃) and LBP 

from Three Orthogonal Planes (𝐿𝐵𝑃 − 𝑇𝑂𝑃) by Zhao et al.[85]. They have reported that the LBP-

TOP generates significantly less feature vectors as compared to VLBP with comparable 

accuracy of recognition. The dynamic texture (DT) analysis is performed over the sequence of 

image frames.  

The basic LBP-TOP descriptor is further extended to block-level, but with a huge increase in 

the length of feature vector. Further, the concept of uniform pattern was also incorporated in 

LBP-TOP. Zhao et al. in[88] have reported an overall recognition rate of 96.26% using the LBP-

TOP DT descriptors. [89].   

Figure 7.5 shows the basic procedure of obtaining LBP-TOP feature vector.  
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Figure 7.5 (a) Three DT planes (b) respective LBP histograms from three planes  

(c) concatenated feature histogram[88] 

 

7.2.3  Local Diagonal Extrema Patterns (LDEP)  

Dubey et al. [89] proposed this new and efficient feature descriptor for CT image retrieval. They 

have considered only the diagonal and the center pixels in a 3 𝑥 3  neighborhood to obtain a 

binary representation of the center pixel. The method has reduced the feature vector 

dimensionality to 24 as against 59 in case of 𝐿𝐵𝑃(𝑃,𝑅)
𝑈2 . 

Since both the CT images are characterized primarily by their texture, hence the LDEP method 

proposed in [89] has been proven to be worthwhile.  

First-order diagonal derivatives were used to obtain the values and indexes of local diagonal 

extremas. The discriminating ability of the feature vector is enhanced using the relationship of 

center pixel with local diagonal maxima and minima (extremas). 

7.2.4 First-order Local Diagonal Derivatives   

It has been reported by Gupta et al. [90] that most of the local information is contained in 

diagonal elements. This gives the justification behind use of diagonal elements only.  
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Formally, let 𝑃𝑡
𝑖,𝑗be the 𝑡𝑡ℎ diagonal neighbor of the pixel 𝑃𝑖,𝑗 at a distance of 𝑅 pixels, where 𝑡 ∈

[1,4] in a gray scale image 𝑀 with 𝑚1 rows and 𝑚2 columns. Let 𝐼𝑡
𝑖,𝑗 and 𝐼𝑖,𝑗 are the intensity 

values of 𝑃𝑡
𝑖,𝑗 and 𝑃𝑖,𝑗 respectively as shown in Figure 6.5. 𝐼𝑡

𝑖,𝑗is defined as  

𝐼𝑡
𝑖,𝑗

=  𝐼𝑖+𝛼,𝑗+𝛽                                                                          7.6 

where, 𝛼 and 𝛽 are constants defined as  

𝛼, 𝛽 =  {

−𝑅 , +𝑅        𝑡 = 1
−𝑅, −𝑅         𝑡 = 2
+𝑅, −𝑅         𝑡 = 3
+𝑅, +𝑅         𝑡 = 4

                                                                   7.7 

where, 𝑡 ∈ [1,4] 𝑎𝑛𝑑 𝛾 ∈ [0,2]. Figure 7.6 illustrates an example image patch and the first-order 

derivatives of diagonal elements with three values of 𝛾 = 0,1,2. 

7.2.5 Local Diagonal Extrema Pattern  

The local diagonal extrema pattern for a pixel 𝑃𝑖,𝑗 is a binary pattern denoted as 𝐿𝐷𝐸𝑃𝑖,𝑗and is 

generated as  

𝐿𝐷𝐸𝑃𝑖,𝑗 = (𝐿𝐷𝐸𝑃1
𝑖,𝑗

, 𝐿𝐷𝐸𝑃2
𝑖,𝑗

 , … … … … … … , 𝐿𝐷𝐸𝑃𝑑𝑖𝑚
𝑖,𝑗

)                                        7.8 

where, 𝑑𝑖𝑚 is the length of the 𝐿𝐷𝐸𝑃 pattern.  

𝐿𝐷𝐸𝑃𝑘
𝑖,𝑗is the 𝑘𝑡ℎ element of the 𝐿𝐷𝐸𝑃𝑖,𝑗 pattern and is obtained using following equations: 

𝐿𝐷𝐸𝑃𝑘
𝑖,𝑗

=  {
1,    𝑖𝑓 𝑘 = (𝜏𝑚𝑎𝑥 + 8𝛿) 𝑜𝑟 𝑘 = (𝜏𝑚𝑖𝑛 + 4 + 8𝛿)

0,                                                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
                                7.9 

where, 𝛿 is the factor representing the extrema-center relationship and is given as 

𝛿 =  {

0, 𝑖𝑓 (𝑠𝑖𝑔𝑛(∆𝑚𝑎𝑥
𝑖,𝑗

) = 0 𝑎𝑛𝑑 𝑠𝑖𝑔𝑛((∆𝑚𝑖𝑛
𝑖,𝑗

) = 0)

1, 𝑖𝑓 (𝑠𝑖𝑔𝑛(∆𝑚𝑎𝑥
𝑖,𝑗

) = 1 𝑎𝑛𝑑 𝑠𝑖𝑔𝑛((∆𝑚𝑖𝑛
𝑖,𝑗

) = 1)

2, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                             7.10 

and ∆𝑚𝑎𝑥
𝑖,𝑗  and ∆𝑚𝑖𝑛

𝑖,𝑗  are given as 

∆𝑚𝑖𝑛
𝑖,𝑗

=  𝐼𝜏𝑚𝑖𝑛

𝑖,𝑗
−  𝐼𝑖,𝑗                                    7.11 

∆𝑚𝑎𝑥
𝑖,𝑗

=  𝐼𝜏𝑚𝑎𝑥

𝑖,𝑗
−  𝐼𝑖,𝑗                                         7.12 
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Figure 7.6.𝐿𝐷𝐸𝑃𝑖,𝑗computation process with an example image patch 

It can be deduced from above formulas that the LDEP pattern is composed of all 0’𝑠 and only 

two 1’𝑠. This produces a unique discriminating pattern. The length 𝑑𝑖𝑚 of the LDEP depends 

upon the maximum value of 𝑘 which is 24 obtained by putting 𝜏𝑚𝑖𝑛 = 4and 𝛿 = 2. Thus the 

dimension of LDEP feature vector is 24.  

7.3 Proposed System 

 Local binary pattern methodology has been extensively researched and modified over 

different aspects. Some of the major modifications are carried out to increase the discriminative 

capacity and neighborhood selection to obtain better performance while not increasing much of 

the computational cost. In this thesis we have modified the local binary pattern by calculating 

the transition between consecutive windows using hamming distance and then calculate the 

hamming code for building features. The feature set is used for retrieving images from the 
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database by evaluating the similarity between features using distance metric. The experiments 

are conducted on both real and simulated database and the proposed algorithm shows significant 

improvement over existing local binary pattern based image retrieval algorithms.  

7.3.1 Feature Extraction 

For extracting the features of the image for which we need to retrieve similar images we need 

to follow the following steps as given below and the sample image patch is shown in Figure 7.7: 

Step 1: Load the input image. 

Step 2: Compute the LBP for each 3X3 window in the entire image. 

Step 3: Calculate the hamming distance between the two LBP codes. 

Step 4: A 3 X 3 window of hamming distances by performing calculation in the eight 

neighborhood.  

Step 5: Now compute LBP code using this hamming distance window. 

Step 6: Following this pattern histogram is computed for 256 values. 

Step 7: Form a feature vector by concatenating the histograms. 

7.3.2 Similarity Measurement 

 Feature extraction yields the feature vector for query picture I, which is represented as 

1 2
f =(f  , f , . . . , f  )

LGI I I I .  

Similarly, feature vectors 
1 2

f  = (f , f  , . . . , f ); j = 1, 2, . . . , |DB|.
j j j jLGDB DB DB DB  are used to 

represent each image in the database. The aim is to find the n most similar photos to the query 

image. The distance between the query image and the images in the database |DB| is used to 

choose n top matched photos. We utilise the d1 similarity distance metric, which is calculated 

using Equation 7.13.  
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where  
jiDBf     is the ith characteristic of the jth picture in the database |DB|. The d1 similarity 

distance metric is used in this thesis to calculate the retrieval outcomes of the proposed technique 

and other current methods. The d1 distance metric has been utilised for picture retrieval in the 

literature [119-122].  

 

Figure 7.7: HDLBP computation process with an example image patch 
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7.3.3 Metrics for Evaluation 

Precision is used to calculate the performance of the given method. It's a metric for precision, 

i.e. what proportion of data that's labelled positive is truly positive. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                7.14 

Precision may be defined as the ratio of the total number of relevant pictures retrieved to the 

total number of images retrieved in the instance of image retrieval. 

7.4. Experimental Results & Discussions 

 On a real-time Brain Image Database, the suggested technique is implemented. The real-

time database comes from Delhi, India's Rajiv Gandhi Cancer Institute and Research Centre 

(RGCI&RC). The tumorous images have been provided from a database of  T1 weighted brain 

MRI images of 20 patients by the radiologist of Rajiv Gandhi Cancer Institute & Research 

Centre(RGCI&RC), Delhi, India. Each patient dataset had 20 MRI images in form of horizontal 

slices of brain resulting in a total of 400 images. 

As shown in Figure 7.8, (a) is the query image is supplied into the system as input, and top five 

comparable photos are retrieved from the database as shown in (b) to (e).  Database stores all 

the images of the patients who have undergone treatment in the hospital. Retrieval of images 

similar to the new case can help in treatment planning of the patient. 

The proposed algorithm is compared with other existing algorithms in the literature and is found 

to outperform as we can see from Table 7.1 and Figure 7.9. 
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Figure 7.8: (a) Input Image (b-f)Top 5 Output Images Based on Similarity Measure  

 

Figure 7.9: Comparative analysis of the proposed algorithm 

Table 7.1: Comparative Analysis of the proposed algorithm 
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7.5 Summary 

Image retrieval is a real world problem where we can extract images from the database on the 

basis of certain similarity. In this chapter, the local binary pattern was modified successfully by 

calculating the transition between consecutive windows using hamming distance and then 

calculate the hamming code for building features. The derived feature set proved to be very 

effective in the extraction of similar images from the database on the basis of distance similarity 

measure. The similar images thus extracted will further help the doctors and radiologists in 

treatment planning. The experiments were conducted on the real time database and the proposed 

algorithm outperforms other existing local binary pattern-based image retrieval algorithms.  

  

METHOD PRECISION 

LBP 73.26 

LTP 79.96 

LDP 76.84 

VLBP 80.56 

LBP-TOP 82.97 

LDEP 83.98 

PROPOSED 86.72 
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Chapter 8 

Conclusions and Future Work 

 

Medical image processing is currently the foremost emerging and challenging area of 

research within the field of image processing. Processing and analysis of human brain images 

plays a major role in computer aided diagnosis and neuroscience research. It further helps in 

identification of several neurodegenerative and mental disorder diseases such as tumors, edema, 

Schizophrenia, Multiple Sclerosis, Alzheimer disease and Parkinson.  

In order to beat the shortcomings of mapping the tumor manually, the researchers are keen to 

develop automatic tumor segmentation system. This thesis work tries to cater various aspects of 

MR brain image classification and segmentation. In order to classify the image into tumorous 

and non-tumorous. We have proposed to use binary patterns (LBP) as features. The images are 

classified using Minimal complexity machine (MCM) algorithm into tumorous and non-

tumorous. The accuracy calculated is used to assess the performance of the proposed 

approaches. 

K-Means Clustering, Fuzzy C-Means Clustering, and Region Growing are the picture 

segmentation algorithms used. The above stated picture segmentation approaches were 

compared, and it was discovered that utilising simply feature memberships might result in 

overlapping clusters, emphasising the requirement for both feature and object memberships. To 
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address this issue in the case of MR brain pictures, we present the Fuzzy Co-Clustering 

Algorithm for brain tumour identification. Co-clustering is combined with the Fuzzy method in 

this technique to produce unique clusters. These segmentation algorithms, on the other hand, 

are unable to deal with the ambiguity that emerges from tissue boundaries. To deal with this sort 

of uncertainty, intuitionistic fuzzy sets, an extension of fuzzy sets theory, is employed (IFS). In 

this thesis, we developed the Intuitionistic Fuzzy Co- Clustering Algorithm to deal with the 

ambiguity between various tissues. 

Also, in computer-aided diagnosis and neuroscience research, segmenting a human brain picture 

from magnetic resonance imaging into three brain tissues: cerebrospinal fluid, grey matter, and 

white matter is an important component. Segmentation algorithms such as FCM is very sensitive 

to noise. To avoid any stuck in local optimal results, ACO technique is used. ACO is used to 

determine the value of initial cluster centers. The centers thus obtained are fed into the system 

to perform segmentation. In modified FCM, Mahalanobis distance is used instead of Euclidean 

distance as Euclidean distance takes into account only the super-spherical shapes about the 

center of mass for clustering the data points, whereas data points belonging to same cluster may 

not be located in that area only. These techniques are also compared with the state of art 

algorithms. Proposed algorithms excel in subjective as well as perceptible ways.  

Image retrieval is a real world problem where we can extract images from the database on the 

basis of certain similarity. In this thesis, an image retrieval algorithm is also proposed. The local 

binary pattern was modified successfully by calculating the transition between consecutive 

windows using hamming distance and then calculate the hamming code for building features. 

The derived feature set proved to be very effective in the extraction of similar images from the 

database on the basis of distance similarity measure.  
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8.1 Contributions and Future Work 

In this thesis existing methods for brain image classification, tumor detection, brain image 

segmentation and brain image retrieval are studied and their relative segmentation performance 

is compared on two publicly available real and simulated MRI brain data. 

 The Local Binary Pattern based Minimal Complexity Machine algorithm is proposed 

in the thesis for brain image classification which can accurately help in identifying 

the brain image as tumorous or non-tumorous. 

 The Intuitionistic Fuzzy Co-Clustering algorithm is proposed in the thesis for brain 

tumor detection that can help us to identify the tumor in the image and also maps it 

on the original image for further analysis by the radiologist on treatment planning. 

 The optimal fuzzy c-means algorithm and Fuzzy Gravitational Search Algorithm are 

also proposed for segmentation of MR brain image into gray matter, white matter 

and cerebrospinal fluid which also caters to the problem of noise. 

 A Hamming distance based Local Binary Pattern algorithm is also proposed for brain 

image retrieval where we can extract images from the database on the basis of certain 

similarity. 

In future, the work of the thesis can be extended to further improve the accuracy and efficiency 

of the proposed algorithms. Also this work dealt with noise and partial volume effect, so it can 

be extended to work for images with intensity inhomegenity as well. In this thesis we have 

focused on only brain images, the work can be extended to lung images as well.  
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