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ABSTRACT

Text classification has become a major avenue in generating valuable insights. It

is being vastly used to solve real world problems by performing sentimental analysis,

detecting frauds and patterns in various sectors like healthcare, e-commerce, sports etc.

In Big Data, the performance of text classification can be improved by selecting rele-

vant features and handling of imbalance problems between the distribution of classes

in the dataset. In the past, the research work has mostly been done on optimizing the

conventional classifiers and tuning the parameters and has deviated from the natural

distribution of the data itself. There has now been a radical shift in this approach with

the emergence of data science, where the focus is now on understanding the data and

feature selection. This research work contributed in the optimization of text classifica-

tion with four models. Firstly, different nature-inspired algorithms have been explored

with various machine learning classifiers to find effective optimized model. The dif-

ferent nature-based techniques used for feature selection are Genetic Algorithm (GA),

Particle Swarm Optimization (PSO) and Biogeography-Based Optimization (BBO). In

the proposed model, feature selection was performed with BBO algorithm along with

ensemble classifiers (Bagging). The selected features, after feature selection using BBO

algorithm, are classified into various classes using six machine learning classifier. The

experimental results are computed on eleven text classification datasets taken from UCI

repository. The four different performance measures namely; Accuracy, Precision, Re-

call and F-measure are used to validate performance of our model with 10-fold cross-

validation. Secondly, new optimization algorithm and new dataset balancing algorithm

has been proposed. It handles high-dimensional dataset with new nature-based algo-

rithm, Modified Biogeography-Based Optimization (M BBO). The algorithm works

effectively by balancing the dataset with new algorithm of Distributed Synthetic Mi-

nority Oversampling Technique (D SMOTE). The proposed model M BBO, performs

modification in ranking of variables using feature weighting algorithm rather than ran-

domly ranking. Two new expressions in D SMOTE and one new expression in M BBO

are proposed. The extensive experimental results are computed out on four text classi-

fication datasets with four machine learning classifiers. The results are concluded using
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three performance measures: 1) Area Under Curve (AUC), 2) G-mean and 3) F1-score.

The model works for low dimensional dataset to high dimensional dataset. Thirdly,

new optimized model is obtained by tuning parameters of optimization algorithm, that

is Grasshopper optimization algorithm and K-Nearest Neighbor and Support Vector

Machine classifiers. The tuning is performed with random search technique. The new

tuned algorithm successfully provided the new optimal text classification technique.

The aim of this meta-heuristic approach is to determine the minimal feature subset

from all features to improve the classification performance. Five multi-class datasets

are used to evaluate the performance of the model in terms of Accuracy and AUC curve.

All results are computed with 10-fold-cross validation method. The evaluated results

of the proposed model is compared with other algorithms, which verifies the perfor-

mance of our technique. The proposed model outperformed among all the compared

state-of-the-art techniques. Lastly, our new optimization approach is performed with

transfer learning technique. The model aims to consider the feature vectors of both the

source and target domain for training the data based on similarity of exemplar (fea-

ture) vectors of different instances, known as Instance Similarity Feature (ISF). The

exemplar vectors are chosen randomly for the target datasets. Hence, to acquire rel-

evant factual data in the knowledge base for training in our research, we worked to

increase the domain separation error between source and target instances. To avoid

the instability caused due to poor exemplar vector selection, the K-means clustering

approach is followed after feature similarity, known as K-means Instance Similarity

Feature (KISF). In order to vanquish the limitations of existing approaches, we have

introduced novel optimal models with KISF with Ant Lion Optimizer (KISFA), KISF

with Particle Swarm Optimization (KISFP) and KISF with Biogeography Based Opti-

mization (KISFB). High-dimensionality can impact efficacy of the model, hence, fea-

ture selection with nature-based optimizer namely: Ant Lion Optimizer, Particle Swarm

Optimization and Biogeography Based Optimization are applied. We measure the per-

formance of the proposed models by using Support Vector Machine, Logistic Regres-

sion and Random Forest as classifier, and Accuracy and F1-score as fitness functions.

Extensive experiments are performed on four datasets with 50 iterations. The proposed

model is compared with eleven other techniques and our technique outperforms all other

techniques in average Accuracy.
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CHAPTER 1

INTRODUCTION

In the era of digital information, when most of the content is available in textual form,

there is a wide problem of classification. The area of classification has been widely

explored among researchers all over the world. The classification problem is defined

as if there exists a training dataset D = {Y1, . . . , YN }, where the record in every

dataset has some class value associated. The class value is retrieved from a labelled set

of k, indexed by {1 . . . t} discrete values. To build a classification model, there exist

training data that assign the class label to every record by establishing the relationship

among features. The trained classification model will assign the class to a new record

[1]. A defined class label is assigned to the test instance during hard classification, and

a probability value is used in case of soft classification.

Text classification is a branch of natural language processing techniques, that classi-

fies the textual documents into predefined class labels. Manual or automatic models

exist for text classification. In contrast to manual classification, which is time con-

suming, automated classification is fast, efficient and more accurate. The application

area of text classification consist of categorizing web documents, indexing documents,

labelling documents etc. For labels, text classification assumes that records are in cate-

gorical form, but, it is also possible for the labels to be continuous. The field that deals

with continuous labels is called regression. The text classification model assumes that

the information to be classified is in the form of text. All information about the data,

and the existence or non-existence of words in the document must be classified. As

shown in The focus of text classification is assigning documents like reviews, emails,

social posts etc., to one or multiple class labels. As shown in Figure 1.1, the different

labels can be spam, non-spam, positive review, negative review, document language,

sports news. The application tasks are generally dealt with the help of two techniques

namely; Information Retrieval (IR) techniques and Machine Learning (ML) algorithms.

The techniques jointly work in assigning the keywords and classifying the documents

to defined labels [2]. The Machine Learning technique automatically categorizes the

documents, and IR illustrates the text as a feature. The text classification phases are

discussed in the next section.
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Figure 1.1: Data categorization based on similarity between them.

1.1 Text Classification Phases

Text classification comprises various sub-phases and every phase has its own need and

importance. As shown in Fig 1.2, text classifier model consists of the following subpro-

cess namely; a) Data Collection, b) Pre-Processing, c) Feature Extraction, d) Feature

Selection, e) Building a Classifier and f) Performance Evaluation. The working of each

sub-phase is described in the following subsections.

1.1.1 Data Collection

The first step of text classification is to build database that includes several type of

document like .pdf, .html, .text, .doc, .jsp etc. [3] from various sources. The collected

documents are trained and tested by different classifier models.

1.1.2 Pre-Processing

In the pre-processing step, the textual document in .doc format is represented in .csv

format. The files produced after pre-processing are high-dimensional or have a high

number of features [4]. The following steps are taken for pre-processing the documents:

• Removal of stop words: Words that don’t change the meaning of a sentence are

removed, such as ”a”, ”an”, ”the”.

• Tokenization: This step converts a document into a string of characters, and fur-

ther splits it into tokens.

• Stemming a word: Applying the stemming algorithm that converts different word

forms into similar canonical forms. This step covers the process of conflating
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Figure 1.2: Text classification process

tokens to their root form, e.g. connection to connect, computing to compute.

1.1.3 Feature Extraction

The way documents are represented for the usage reduces complexity. In this step com-

plete unstructured document, which is present in textual form, is converted to document

vector form. The structured form of data is easy to use and handle. Vector Space Model

(VSDM) is the most common way to represent the document. This model represents

documents as vectors of words. It is easy to handle but brings some challenges with it

too, like a high number of features, loss of actual existing relationships among the words

used in the document etc. Many approaches have been introduced to overcome the chal-

lenges, namely the term weighting technique, which assigns the significant weights to

each term.

1.1.4 Feature Selection

Feature extraction consists of all features of textual document. It may consist of high

number of features or some undesirable features which affects the classification perfor-

mance. Feature Selection (FS) selects the desired features to improve the classification

accuracy. The technique uses some predefined measures to determine the important

words, and keep the words with high assigned scores. This phase comes under the opti-

mization field. In further sections, we will discuss different methods of feature selection

and their working models. The FS gives us the relevant features and remove the irrele-

vant ones, thus improving the accuracy performance of the classification process.

The textual documents can be automatically classified into predefined labels. It can be
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done by different ways, such as, unsupervised, supervised and reinforcements [4]. We

will learn about these techniques in the upcoming section. From past few decades, there

have been extensive research and studies regarding automatic text classification. Many

approaches including the machine learning techniques such as K-Nearest Neighbor (K-

NN), Naive Baye’s (NB), Decision Tree (DT), Logistic Regression (LR), Support Vec-

tor Machines(SVM) etc.

1.1.5 Building a Classifier

An algorithm or classifier defines the rules to classify the facts or data automatically.

The designed model is trained and tested with the help of machine learning algorithms

for the purpose of classification. The classifier technique is trained on huge corpus. The

main objective of the classifier model is to recognize the label or class of new arriv-

ing data, depending on the trained data. For designing different classification models,

various ML classifiers have been introduced in the literature, such as Random Forest

[2], Naive Baye’s [2], Support Vector Machine [2] and many more to design different

classification models.

1.1.6 Performance Evaluation

After building a classifier, the main goal is to evaluate the performance using different

measures. The result of different classifiers is measured using Precision [2], Receiver

Operating Characteristic (ROC) curve [5], Recall [2], Accuracy [2], G-mean [2] and

F-measure [2].

1.2 Text Classification Techniques

The techniques used in state-of-the-art for the classification of text are Rule Based and

Machine Learning. Classification of techniques is shown in Figure.1.3.

1.2.1 Rule Based

In this method the rules are manually written according to the type of problem. This

method is not highly accurate as this technique is not flexible at all. Once the model is

trained using these rules, it can only work for that specific problem, and any changes to

the defined problem could result in misleading results. As this method is manual, it is

extremely time consuming process and there could be a lot of errors in developing such

model. Therefore, the need was to automate the system, that is achieved through ML.
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Figure 1.3: Text classification techniques

1.2.2 Machine Learning

Machine learning is a recent technique that is used for data analysis. It trains the data

and predicts the new data based on the trained data. ML techniques provides precise

way to train, analyze and predict the information from the trained data [6]. The vari-

ous ML algorithms are introduced by the researchers, which work differently based on

the behavior and working approaches. The ML tasks are categorized according to the

different nature of learning approaches. It is classified into three types:

• Supervised Learning

• Unsupervised Learning

• Reinforcement Learning

1.2.2.1 Supervised Learning

In this type of learning, new data can be analyzed and assigned to different categories

from trained patterns of data. With the help of learned examples, it becomes easy to

determine future tasks, if we have correct trained dataset. If no output trained data is

available, then human intervention is required to analyze the new data based on the

trained data. It needs a a lot of time and labor to work with trained data with no output

data available. Hence, supervised learning algorithms are proved to be effective for

wider range of applications.

Supervised machine learning algorithms are classified into two subgroups: Regression

and Classification. The data that deals with continuous variable estimated by regression
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techniques such as, what will be the height of the child or how many customers will stay

with us, etc. Such are handled by supervised ML algorithms, which base their predicted

output on the past trained examples. Some of the techniques to perform regression are:

• Linear Regression

• Ridge Regression

The classification learning deals with discrete quantities and not continuous variable,

such as, does this report predict cancer? or does this image represents fruit? The simple

classification deals with binary classes, where classes are assigned to two categories

either true or false. Some of the known classification techniques are:

• Naive Baye’s

• K-Nearest Neighbor

• Support Vector Machine

• Random Forest

• Decision Tree

1.2.2.2 Unsupervised Learning

The other type of learning is unsupervised learning. In supervised learning, we refer to

the trained pattern. However, unsupervised learning is not based on trained patterns. It

can be due to reason that correct values are unobservable, or impractical to obtain, or for

a given task, there is no matching ”correct answer”. This technique can be segregated

into two sub-categories:

• Clustering

• Dimensionality Reduction

1.2.2.3 Reinforcement Learning

The third type of learning is reinforcement learning, which learns from the surround-

ings with the help of interaction and rewards for every action performed. The natural

interaction or experience with the environment is the basis of this learning mechanism.

Let us understand this with an example, in winter season, if a child is sitting in a living

room. The child will approach the fireplace and will feel the warmth. The child will

sit around it, associate it it as a positive thing and give it a positive reward (Positive

reward +1). But, if the child tries to touch the fire with hand, it can burn the hand and

give negative rewards (Negative reward -1). Now, it is understood that fire feels good
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and warm from a distance. Interaction with the environment is the best way for human

to learn. Reinforcement learning is based on optimal learning from rewards for ac-

tions. The above information discussed various text classification techniques and how

they work. But are they sufficient? Above discussed techniques are not sufficient to

build an accurate and precise model. To build a good model we need to optimize the

classification techniques, which we will study in our next section.

1.3 Text Classification Improvement

There is an exponential growth in textual data. Text classification is a new research

trend in this era. The recent studies focus on how the classification process can be

optimized to achieve high performance [7]. Feature selection is one way of achieving

it. The techniques which are used to improve performance of text classification are:

• Ensemble methods

• Parameter tuning

• Data pre-processing

• Meta-heuristic methods

1.3.1 Ensemble methods

The ensemble technique combines the output of several base classifiers and produces a

merged output [2]. Many researchers in past have worked with ensemble techniques. A

combination of various machine learning classifiers have shown improvement in classi-

fication performance. There are many techniques that have been developed to perform

ensembling. The Ensemble Vote Classifier is a meta-classifier for combining similar or

conceptually different machine learning classifiers for classification via majority or plu-

rality voting, as seen in Figure. 1.4 (For simplicity, we will refer to both majority and

plurality voting as majority voting.). Some of the ensemble techniques are mentioned

below:

• Baye’s optimal classifier

• Bagging

• Boosting

• Bucket of models

• Stacking
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Figure 1.4: Ensemble model

1.3.2 Parameter Tuning

Different parameters have different levels of impact on the classifier. The main objec-

tive here is to improve the text classification performance of the classifier. Parameter

optimization can highly increase the text classification performance [8]. There are vari-

ous parameters in a classifier, and their value varies according to the problem. For some

problems, some parameters are impactful and for other problems there could be other

parameters that are impacting the performance of the classifier. Varied values of the pa-

rameter could give very different results. Hence, the aim is to find optimal parameters

that could elevate the classifier performance.

1.3.3 Data Pre-processing

The methods we discussed, works on the classifier level, means most of the methods

focused on improving the classifier model. Now, we discuss on how the type and dis-

tribution of data is important in accurate classifier performance. The pre-processing is

applied at the data level. The following types of data are:

• Imbalanced data

• Noisy data

• High dimensional data

1.3.3.1 Imbalanced Data

Imbalanced data or skewed data is the type of data distribution in which majority of

the data elements belong to one class and only few of them belong to the other class.
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If there exists two classes, positive (+) class and negative (-) class, then, the positive

class data elements are very few as compared to the data elements in the negative class.

Such distribution is called skewed (imbalanced) distribution. The currently available

classifiers do not handle skewed data very well. Hence, the researchers improve the

working of the classifier in according to the skewed data. The other method that is used

to handle skewed data is to pre-process it before giving it as an input to the classifier.

With the help of pre-processing techniques imbalance of dataset can be reduced and the

classification performance is improved.

The presence of skewed distribution is very common in real-world problems such as,

oil spillage, web reviews etc. The major point to focus during balancing the dataset is

on the minority class [9]. Many approaches have been introduced by the researchers

to handle the imbalance problem. One of the most popular one is the resampling tech-

niques.

Resampling approaches can be arranged into three categories:

• Under-sampling approach focus on creating a small subset of the original corpus

by removing some majority class instances.

• Over-sampling approach creates duplicate instances of minority instances.

• Hybrids approach is a combination of both the sampling approaches.

1.3.3.2 Noisy Data

Noisy data refers to those instances or features which are irrelevant to data [9]. In

imbalanced data the presence of noisy data will impact negatively on the classification

performance. The current models are not able to distinguish clearly between the noisy

data and usable data, which leads to a degraded performance. The classifier model

gets confused in differentiating the minority instance and noise. The classifier either

accepts all the instances or discards all of them, considering them as noise. In both

ways the results obtained are misleading. So it is imperative to handle with the noisy

and imbalanced corpus.

1.3.3.3 High-Dimensional Data

When we convert textual data into a structured form, large number of feature space

becomes a big challenge [10]. The dimension refers that feature can be visually rep-

resented. The representation of the two classes and two features can be easily done in

three dimensional space, but representing large number of features mathematically is

difficult.
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A linear separator in two dimensional space represents line

Xx1 + Y x2 = C (1.1)

But, linear separator represents plane in three dimensional

Xx1 + Y x2 + Zx3 = A (1.2)

Principal Component Analysis (PCA) is widely used to identify attributes that are or-

thogonal to others or in other words identifies the principal components in a classifi-

cation task. Similarly, impurity measures like entropy and information gain are used

for dimensionality reduction. Text document is represented in a compact form with

the help of keywords, and later using frequency based model, the redundant features

could be removed. This reduces the dimensionality of the dataset which in turn leads to

improving the classifier performance.

1.3.4 Meta-heuristic Methods

Heuristics is always defined to a specific problem. A heuristic is, for example, choosing

a random element for pivoting in Quick-sort. Meta-heuristics refer to a wider range

of applications, as they are problem independent. A meta-heuristic technique works

like black box where the technique is not aware about the problem. Various meta-

heuristic search methods such as Biogeography Based Optimization (BBO), Differen-

tial Evolution (DE), Tabu Search (TS), Genetic Programming, Genetic Algorithm (GA),

Cuckoo search, Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC), Ant

Colony Optimization (ACO) and Simulated Annealing (SA) are used to search feature

subset space for selecting (sub)optimal feature set [11]. In Figure 1.5, the different

sub-categories of meta-heuristic algorithms is mentioned. Nature- inspired algorithms,

Evolutionary algorithms and Swarm based algorithms are some of the new fields that at-

tract many of the researchers in recent times. They both are closely related to each other.

The main goal of nature-inspired algorithms is to find the global optimum solution. The

working of nature-inspired algorithms relies on two key factors: diversification and in-

tensification, commonly known as Exploitation and Exploration, respectively [12].

Exploitation finds the local optimum value in already explored space, and exploration

finds new random search solution to find the global optimum solution. The challenge

with nature-inspired algorithms is to find the balance between these two. Intense explo-

ration does not generate optimal solution and extensive exploitation lead solution to trap

in local optima. Their are different ways in which each of the meta-heuristic algorithms

work.
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1.4 Challenges in Text classification

• High dimensionality- Large feature space decreases the efficiency of any clas-

sification algorithm [13], hence reduces the efficacy of text classification. The

presence of noise and un-useful features for dataset can decrease the efficiency

to classify text into various classes. The low weight features or noise, that is fea-

tures which are not essential with respect to data, decreases the efficiency of the

algorithm [13], hence degrading the performance of text classification. Feature

selection is a process of selecting only desired features related to the data which

helps in increasing the efficiency of the model [14]. The use of meta-heuristic al-

gorithm in the state-of-the-art literature as a feature selection technique is proved

beneficial to improve classification Accuracy [15] [16] [17]. Various optimization

algorithms, such as GA [3], ACO [18], Firefly algorithm [19], PSO [20], BBO

[21] and many more are used as feature selection techniques.

• Class imbalance- The other issue that arises during text classification process is

class imbalance [17]. Class imbalance [22] has become a major issue in deter-

mining the classification performance. Many researchers are working on this

problem as imbalance causes adverse effect on the Accuracy of predicted results

[23]. The existing solutions to multi-class imbalanced data is generally the exten-

sion of algorithm of binary class imbalance classifier. The common oversampling

technique used is Synthetic Minority Oversampling Technique (SMOTE) and its

different variations [24]. The classical SMOTE and its variant suffer from many

limitations.

• Parameter selection of a classifier- The hyper-parameter optimization is the pro-

cess of determining the optimal parameter value before the beginning of the train-

ing process. The main objective of hyper-parameter tuning is to generate the op-

timum model for a given problem. Hyper-parameter can be obtained by several

ways. One way is to give parameters to an objective function to estimate the

loss [25]. Another way to obtain the generalized optimization performance of

the model is the use of cross-validation [26]. From past few years, focus is on

applying the optimization techniques namely Grid Search (GS) [27], Baye’sian

Optimization [28], gradient based optimization [29] and Random Search (RS)

[26]. Feature selection algorithms emphasize on the selection of important fea-

tures, hence improves model accuracy [30]. There exist many nature-inspired

algorithms which are used to optimize features, namely: GA [31], PSO [12],

Grey Wolf Optimization (GWO) [32], Multiverse Optimiser (MVO) [33] and

many more. The rise in classification accuracy rely on the selected number of pa-

rameters needs to be tuned and regions of search space of the chosen algorithm.
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Thus, in hyper-parameter tuning the main problem is choosing the appropriate

approach.

• Domain dependent- Transfer learning is another way to improve the text clas-

sification performance with improved time complexity. Many machine learning

techniques have already been developed to solve the problem of transfer learning

caused due to unsupervised learning [34]. The challenge arises during transfer

learning when dealing with new and different domain of data. Although, domain

adaptation is a big problem [35] [36] [37] [38] [39], when we are provided with

labelled source data and unlabeled target data. Various models are developed that

aim to transfer the knowledge available in the source domain to classify the text

in target domain [40]. The transfer learning approach is already developed and

used in many other areas, namely; object recognition [41] [42], event detection

[43], classification of images [39] and text categorization [44].

Sometimes, it is difficult to study and work on specific datasets and domains due

to the lack of available stable data. If the problem is new and available knowledge

is confined, as no historical data is present to learn about the domain [45]. Hence,

to bridle the limitations of conventional existing techniques, transfer learning

techniques are proposed. The basic ideology is to learn from a model that has

been already worked upon to transfer the knowledge from source to the target

set. However, there should be some connection/threshold similarity between the

features/domains of the source and target set. In the literature, several trans-

fer learning techniques have been developed for domain adaptation. Techniques

namely; manifold embedded distribution alignment, transfer component analysis,

transfer joint matching, have been proposed by researchers in [46].

1.4.1 Problem definition

Lots of researchers are working to improve text classification performance, due to its

wide applicability in the real world. But, there are the some crucial loopholes in the

process. So, as to achieve better text classification performance, various models are

proposed in this research.

1. The application of individual machine learning algorithms for text classification

has been widely used in the real-world applications. Combination of classifiers

is called ensemble classifier and known to improve classification. To improve

accuracy, the use of ensemble classifiers along with recent feature selection tech-

niques is explored. Different feature selection technique namely; PCA, Informa-

tion Gain (IG), correlation coefficients etc. are used but overall performance in

terms of accuracy was not improved in high dimensional datasets. We analyze the
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improvement in accuracy with the use of nature-inspired algorithms for feature

selection in high dimensional datasets. Hence, exploring more machine learn-

ing algorithms and ensemble classifiers helped us to evaluate the performance on

high dimensional datasets.

2. Other major task is to handle imbalanced dataset. Imbalanced dataset is a big

problem in text classification especially when dealing with high dimensional

datasets. Many techniques like undersampling, Synthetic Minority Oversampling

Technique exist to balance the dataset but have one or more shortcomings which

affect the classification performance.

3. There are several control parameters used in classification algorithms and evo-

lutionary algorithms to compute results. Most of the studies used default con-

trol parameters of classifiers and nature-based optimization to solve optimization

problems. Parameter tuning of classifier with optimization technique can improve

accuracy.

4. Sometimes, it is difficult to study and work on specific datasets and domains due

to the lack of available stable data. If the problem is new and there is confined

knowledge about the data, then there is no historical data to learn about the do-

main. Hence, to bridle the limitations of conventional existing techniques, trans-

fer learning techniques are proposed. Very few studies uses the transfer learning

process to improve classification performance. Transfer learning process is appli-

cable only when source and target datasets are of same datatype (homogeneous)

or any relation exist between both datatypes. Work on transfer learning among

heterogeneous domain datasets has been performed.

1.4.2 Scope and Objective of the Thesis

• Automatic classifying and tagging the content of real world applications such as

news sites, e-commerce, content writers and bloggers. Tagging helps to identify

the relatable content easily.

• Search Engine Optimization (SEO) is also an application of text classification.

With the help of tagging the website can easily crawl and search the content.

• Automated emergency response is very useful during emergency times or panic

situations on social sites. The authorities monitors the panic situation and can

apply quick solution with the help of automated response.

• Product reviews have become an important and emerging application for online

brands. Automated classification of reviews helps marketers to monitor the use of
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products. The automated classifier can be used to identify the product’s working,

promoters, or disparagers.

• Many organizations, researchers and academicians deal with unstructured data.

Classifying data into different classes or categories will help businesses or orga-

nizations to handle data easily by converting it into structured data.

• Subjectivity detection: This application will determine whether textual informa-

tion contains the opinion of users or not.

• After the rise in digital blogs sentiment prediction is important for content cura-

tors. Text classification can help to classify sentiments as positive or negative.

• Aspect based sentiment summarization: This application helps create summaries

of sentiments for any product. It will convert summary into scores or star ratings

depending on the keywords used.

• Contrastive viewpoint summarization: This application performs contradiction

tasks, where the public opinion matters, such as, working of political parties is

good or bad?

• Predicting helpfulness of online comments/reviews: User comments and reviews

help new users to determine the usefulness of product. Sorting reviews according

to relevance will help the product and user both.

Following are the objective of thesis:

• Explored various nature-inspired algorithms for optimal text classification. Nature-

inspired algorithms are used for feature selection. Machine learning algorithms

including ensemble classifier is combined with feature selection techniques.

• Transfer learning among two datasets can improve classification performance.

Most of the developed models for transfer learning works on homogeneous data

type. But, heterogeneous domain adaptation framework is introduced with differ-

ent feature selection techniques.

• Design and develop nature-based algorithm for feature selection and algorithm

for balancing the dataset to improve the accuracy in text classification. Many

nature-based optimization algorithms and balancing algorithms are already ex-

plored in state-of-the-art literature. The new algorithm is developed to overcome

the challenges of conventional existing algorithms.
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• Text classification using feature weighting techniques. Many feature selection

techniques are developed, but assigning feature weight with the help of tuned op-

timization algorithm is a challenging task. A new technique by tuning optimiza-

tion algorithm which automatically assign weights to features will be focused.

1.4.3 Contribution and Thesis Layout

• To deal with high dimensionality, a novel approach is proposed for optimal text

classification based on nature-inspired algorithm and ensemble classifier. In the

proposed model, feature selection is performed with Biogeography Based Opti-

mization algorithm along with ensemble classifiers (Bagging).

• A new algorithm is introduced to balance the dataset, named Distributed SMOTE

(D SMOTE), which overcomes the problem of lack of density and reduces the

formation of small disjuncts. Further, another problem handled is the large num-

ber of features or high-dimensionality. A novel feature selection technique is

introduced known as modified Biogeography Based Optimization (M BBO) to

solve high-dimensionality.

• Tuned parameter help classifiers to improve classification performance using ran-

dom search technique.

• A new model of transfer learning for heterogeneous domain adaptation is pro-

posed. A vector method to represent features with the clustering technique im-

proved the classification accuracy.

Finally, the thesis is configured in the following layout:

• Chapter 1 : INTRODUCTION
Chapter 1 reports the models for optimal text classification and associated chal-

lenges to achieve it. Problem definition, contribution and layout of the thesis is

addressed.

• Chapter 2: LITERATURE REVIEW
Chapter 2 illustrates the existing models shortcomings for optimal text classifica-

tion. A fleet study of handling high-dimensional techniques, techniques to handle

imbalanced data and transfer learning approaches are discussed.

• Chapter 3: OPTIMAL TEXT CLASSIFICATION WITH ENSEMBLE METH-
ODS
Chapter 3 presents a novel model of a nature-based optimization approach with

ensemble classifier. Three nature-based optimization techniques are explored

with machine learning classifiers. Results are concluded after extensive exper-

iments and comparison with the related literature techniques.
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• Chapter 4: OPTIMAL FEATURE SELECTION FOR IMBALANCED TEXT
CLASSIFICATION
Chapter 4 illustrate a new algorithm to handle high-dimensional imbalanced dataset.

Two new algorithms have been introduced with substantial experiments and com-

parisons with other techniques.

• Chapter 5: FINE TUNED GRASSHOPPER OPTIMIZATION ALGORITHM
FOR TEXT CLASSIFICATION
Chapter 5 explains the parameter tuning method for the optimization algorithm

to perform feature selection effectively. Two classifiers are selected for classifi-

cation. Results and comparison with other models shows the effectiveness of the

proposed model.

• Chapter 6: OPTIMAL HETEROGENEOUS DOMAIN ADAPTATION FOR
TEXT CLASSIFICATION
This chapter explains the naive transfer learning approach with clustering method.

The feature selection improved the transfer learning process. Finally, the result

analysis and comparison with other approaches is concluded at the end.

• Chapter 7: CONCLUSION AND FUTURE SCOPE
In the last chapter, results of the proposed work is discussed and summarized with

the future scope that can be addressed.
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CHAPTER 2

LITERATURE REVIEW

Text classification is a inherent necessity of all the applications, due to growing tech-

nology and online documents. The use of textual information has been increased from

past few years and especially last two years. Hence, researchers are continuously work-

ing on creating and improving text classification models from the past. Many problems

arises while classifying textual documents like high-dimensionality, class-imbalance.

Hence to improve the working of model the problems has been handled with the help

of some optimization techniques like feature selection, using data pre-processing tech-

niques for balancing the dataset, parameter tuning of the algorithms and use of transfer

learning techniques.

2.1 Feature Selection Techniques

The text classification optimization is performed over the years with many algorithms

[47]. Optimization of classification can be performed by reducing undesirable features

or feature selection. Feature selection can be performed implicitly as well as explicitly

in classification techniques. In [48] et al. have performed feature selection implicitly in

genetic programming by applying changes in mutation operator. Feature selection has

three approaches namely; filter approach [49] [50], wrapper approach [51] [52] [53]

and embedded approach [10] [54]. The filter approach mainly depends on the selection

criteria of the dataset and not on the learning algorithm [55].

The categories of wrapper approach such as PSO [56] [57], GA, ACO, DE [58][15]

mainly inclined towards the design of algorithms that can be used for optimization of

a large dataset. Hence, wrapper approach produces accurate results than a filter ap-

proach Zhang et al. [20] proposed the feature selection technique which results in cost

reduction as well. They have used probability-based encoding and Pareto domination

relationship. Based on the performance measure, their proposed approach yields the

best results in comparison to five multi-objective algorithms. But their proposed model

failed to improve the measures for low-dimensional datasets. The sparse solution pro-

duced by pareto front was producing the worst hyper volume values. In [59], the study

gives a new idea of hybrid search methodology, the advantages of cooperation of both
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genetic approach and filter feature selection method. They have proposed a model with

rank-based feature extraction by assigning the ranks in descending order according to

their importance. The authors have used Naive Baye’s and associative classification

for training and testing of Arabic text dataset. Their research shows that the proposed

enhanced Genetic algorithm provides better result than using classical Genetic Algo-

rithm. But their results of Precision, Recall and F-measure shows that the proposed

model didn’t work for all categorization techniques. However, their model works on

high-dimensional dataset and not co-related classes.

Researchers in [60], proposed a new model of feature selection with a chaotic crow

search algorithm. Their proposed model works with best chaotic map. They have com-

pared their mean fitness value with other meta-heuristic algorithms such as: Chicken

Swarm Optimization [61], Gray Wolf Optimizer (GWO) [62], Sine Cosine algorithm

(SCA) [63], Particle Swarm Optimization (PSO) [64], Whale Optimization algorithm

(WOA) [65], Artificial Bee Colony optimization (ABC) [66], Moth Flame Optimization

(MFO) [67] and Flower Pollination Algorithm (FPA) [68]. Their approach performed

better than all the algorithms used for comparison. Through algorithm different chaotic

maps were adopted. Selection of optimal chaotic was difficult and time-consuming pro-

cess, as every dataset didn’t improved result with same chaotic map.

In [58], researchers used Genetic Algorithms, Differential Evolution [69] and Simu-

lated Annealing [70] for optimization and fine-Tuning Naive Bayesian algorithm [71]

[72] for training on 53 datasets. They have also applied their model on 18 text datasets.

Their multi-parent differential approach gives better accuracy with fine-tuning Naive

Baye’s when compared with Bernoulli NB [73] [74], Multinomial NB [75] [76] [77].

They have validated their classification model using Accuracy measures only, which is

not sufficient measure for generalization. The computational time was quite high for the

tuning of NB classifier. In the study[78], researchers have compared local feature se-

lection techniques with global feature selection technique using transformation method

[79]. They have performed their experiment on different applications of flat and hier-

archical databases, and final computed results showed that local outperforms the global

transform. Jiang et al. [80], presented a hybrid model of softmax regression and deep

belief network. They performed feature extraction using deep belief network, and the

selected features are classified using softmax regression. They have also performed

parameter tuning using Broyden-Fletcher-Goldfarb Shanno algorithm. The computed

results showed that fine-tuning of the hybrid algorithm performs better than the classi-

cal approach of Support Vector Machine and K-Nearest Neighbour.

In [15] Zorarpaci et al., performed dimensionality reduction by using a hybrid combi-

nation of Artificial Bee Colony optimization with Differential Evolution. Their hybrid

method gives improved Accuracy and run time performance. In [81], the study intro-
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duced the idea of using ACO for optimum feature subset. They have used a ranking

method to select relevant features. The authors have used NB, K-NN and SVM as clas-

sifiers on 15 datasets for the classification of text. Through the experiment results, au-

thors have proved that their proposed method found better results classification perfor-

mance. But, the proposed model failed with the K-NN classifier for some of the corpus.

The above models proposed in [81] [80][78][15] worked only with low dimensional

datasets, as performance measures fail to produce good results with high-dimensional

datasets. In research [82], authors proposed model to improve the working of Con-

volutional Network Network (CNN), Recurrent Neural Network (RNN), BERT and

transformer with the help of feature projection in orthogonal expansion. The authors

in study [83] have introduced with five multiple criteria decision making techniques for

feature selection. The technique implemented three classifiers on ten small datasets.

The used of ranking methods illustrate the effectiveness of feature selection method.

Researchers in [84] introduced feature selection with firefly algorithm for Arabic text

classification. The SVM classifier is used for classification on one real dataset. In [85],

authors have extracted features using supervised machine learning approach namely;

SVM, NB and LR. SVM outperformed the other classifiers. It was analyzed and con-

cluded that every classifier have their own advantages and disadvantages depending on

the size of the dataset. The authors in [86] proposed escalated method for text clas-

sification by implementing representation of words as Bag-of-words combined with

Term Frequency-Inverse Document Frequency (TF-IDF) and ’GloVe’, a word embed-

ding technique. The combined technique search for words which have indistinguishable

meaningful semantics. The technique is compared with filter approach on four datasets.

2.2 Ensemble Based Techniques

Ensemble methods are used to improve the accuracy as it combines the output of var-

ious weak learning classifiers. In [87], the technique uses the ensemble classifiers for

sentiment classification. They have used NB, Bagging and SVM with vote algorithm as

base classifier for ensemble classifier. Optimization of SVM parameters is performed

to improve classification accuracy, and from experimental results, it was proved that

multiple classifiers shows good results.

In [88], study shows how the keyword extraction method is combined with an ensemble.

All the base classifiers are compared with five ensemble methods using performance

measure: Precision, Recall, F-measure and Area Under Curve (AUC). The final con-

clusion was made with the result shown by declaring two ensemble classifiers Bagging

and Random Subspace with RF as base classifier, produces the best results. However,

only statistical feature extraction method can be used with their model and results are

based on accuracy measures. In [89] author proposed a model using five classifiers
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namely: SVM, Rule Based classifiers, induction based classifier, general inquirer based

classifier and statistics based classifier. The results shows that the use of an ensemble

classifier improves the performance of text classification. Both models proposed in [87]

[89] failed to improved performance on high-dimensional datasets. In the [90], the dif-

ferent subset of features namely; word relation based feature subset and parts of speech

is extracted. The different base classifiers SVM, Maximum entropy and NB were used

with ensemble learners. The results have proved the effectiveness of ensemble classi-

fiers. Although, their results are proved only for accuracy measures.

In [91], the authors have used the feature representation scheme for sentiment classifi-

cation. Empirical analysis shows that the use of set ensemble classifiers improves the

classification performance. In another study [92], the five base learners are applied on

three ensemble classifiers namely; NB, Maximum entropy, K-NN and SVM. In [93],

the researchers proposed a Baye’s model which is an average of different ensemble

methods for sentiment classification. However the research presented in [91] [93] [92],

ensemble classifier didn’t work on large datasets and diverse features. The models

presented in [93] [92] also worked on balanced datasets and failed to improve for multi-

class datasets. Hence, we proposed a model that works on high dimensional datasets

and analyzed results with four performance measures. The applicability on practical

problems is proved by testing the proposed model on real-time dataset of an airlines.

In recent study [94], researcher proposed the transfer knowledge of trained data using

ensemble classifier. Author consider attack on new data as black box and predict the

performance against the conventional attack.

2.3 Handling Imbalanced Data Techniques

The focus of this section is based on the related research carried out on class imbal-

ance problem [22]. Class imbalance degrades the accuracy of classification due to more

instances of one type of class [95]. To solve the imbalance problem there exist differ-

ent approaches which can be categorized mainly into :-1)Data level approaches, 2)Al-

gorithm level approaches, 3)Ensemble level approaches and 4)Cost sensitive learning

[96][97]. The data level approaches are based on all the pre-processing techniques re-

quired for balancing the class distribution [98]. In data level approaches, there exist

sampling techniques which performs with versatility, and also not based on the classi-

fier chosen [99]. The sampling techniques mainly consist of two types namely: under-

sampling and over-sampling [100]. In under-sampling strategy, the desired number of

majority classes are removed randomly which causes the loss of useful information

[101]. Some of the most under-sampling techniques used in the literature for balancing

are: Wilson’s Edited Nearest Neighbor rule[ENN] [102], One Sided Selection [103],

Condensed Nearest Neighbor Rule [104] and Tomek Links [105] [106].
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The algorithm level methods are based on cost sensitivity, and hence are not respon-

sible to disturb the distribution of data into different classes. Higher the cost, higher

the misclassification among minority classes. The cost sensitive method mainly consist

of three categories: designing of suitable cost function to a given classifier, algorithm

based on meta cost framework and techniques on translation theorem. Although us-

ing algorithm level methods performs better than data level method for balancing the

imbalanced dataset, but constructing the predefined felicitous cost function for an im-

balanced dataset is difficult [97] [107]. Ensemble methods are used to improve the

accuracy as it combines the output of various weak learning classifiers. In [87], the

technique uses the Ensemble classifiers for sentiment classification. They have used

three machine learning algorithms Naive Baye’s, Bagging and SVM with vote algo-

rithm. Optimization of SVM parameters is performed to improve classification accu-

racy, and from the experimental results, it was proved that multiple classifiers show

good results. Researchers in [88] shows how keyword extraction method is combined

with an ensemble classifier. All the base classifiers are compared with five ensemble

methods using performance measure: Precision, Recall, F-measure and AUC. A study

in [108] proposed a novel approach of developing balancing methods for samples, and

produces balance sets which are different. They use the obtained balanced data sam-

ples to construct high-performance classifier by collaborating multiple classifiers. In

this technique there lies a SMOTE algorithm combined with Adaboost for balancing,

known as SMOTEBoost [109]. The main disadvantage of using Ensemble techniques

for solving imbalancing problem is that it is time consuming especially with high di-

mensions of data. The most emerging and efficient method for balancing the dataset

are Data level methods. In the Data level method, sampling of datasets works on the

distribution of data. SMOTE is the most common technique used in the literature [110].

Although many drawback was enlightened with the solutions. The main drawback of

SMOTE was over-generalization as the generation of artificial new instances does not

consider the nearest neighbor of the majority class, class disjuncts and class overlap-

ping [111]. Adaptive Synthetic (ADASYN) oversampling technique was proposed by

[112], to overcome the SMOTE over generalization problem by increasing the values

of newly added samples.

In [113], study proposed a method to overcome the problem of those instances which

lies near the border of minority samples. So, they performed interpolation(oversampling

in particular area) of minority samples. The work on borderline instances was proposed

by Chen et al. [114], where they performed collaboration of clustering and data before

preprocessing techniques to determine the samples which always lies in the same clus-

ter(class). Such type of samples are known as center samples. They classify those sam-

ples which change class cluster as border samples. So, authors apply SMOTE for minor-
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ity classes in the border samples. Assigning the number of positive(minority) instances

in K-nearest neighbor (K-NN) is safe-level value and safe-level SMOTE generates the

samples which are closer to this value [115]. For multi-class imbalanced problem Fer-

nandez et al. [116] proposed to apply decomposition algorithms, One versus All(OAA)

[117] and One versus One(OAO) [118]. The study indicated the improved performance

of classification. The one disadvantage of SMOTE algorithm is that it performs re-

sampling of minority class by reconsidering the same sampling rate for all existing in-

stances. In [119] Jiang and other researchers proposed a novel technique by introducing

the use of GA with SMOTE technique known as GASMOTE. It overcomes the disad-

vantage of resampling of minority class by reconsidering different rates for sampling

of different instances taken, and found the optimal values of sampling rate to com-

bine the results. They compared the results in terms of F-measure and G-mean of ten

datasets with classical SMOTE and Borderline SMOTE. GASMOTE proved to produce

the best results among the other algorithms. Their proposed model calculated the re-

sults on low-dimensional datasets. The study [120] focused on data-oriented technique

and proposed novel approach based on Mahahlanobis distance for oversampling. This

technique uses class mean and covariance, and generates samples for only those minor-

ity classes which are at the same distance from the considered class. They also proved

that by using this technique risk of overlapping of classes decreases. This technique

outperformed when compared with other over-sampling techniques(SMOTE, random

oversampling, Adaptive Synthetic and Borderline SMOTE) using assessment metrics

M-measure, F-measure, Precision, Recall and G-measure. But, their proposed model

works with low dimensional numeric datasets. The multi-class imbalanced problem

was discussed in [121] where the researchers have proposed modified K-nearest neigh-

bor SMOTE algorithm (SMOM). Modification in the technique was to assign weights

to all the nearest neighboring minority instances, and instead of randomly selecting the

minority instance, instances must be selected according to weight. Thus, the problem of

over-generalization was removed by selecting instances according to the weights. Ex-

periment was carried out on 27 real-world datasets with performance measure as Preci-

sion, Recall and F-measure. Their model works with continuous dataset and not tested

on nominal and ordinal attributes. Other method to solve imbalance problem is the use

of Ensemble techniques [122]. The study combines the ensemble technique(dynamic

selection of classifier) with preprocessing techniques used are SMOTE, Random Bal-

ance [123] and Ranked Minority Oversampling (RAMO) [124]. The preprocessing

techniques used by researchers are over-sampling technique. They performed experi-

ment on 26 multi-class datasets and compare their results with static Ensembles. The

conclusion of their study was that RAMO is the best preprocessing technique when

used with dynamic selection. Another novel approach for multi-class imbalance prob-
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lem was solved by proposing new algorithm in [125] known as Diversified Error cor-

recting output codes (DECOC). The main technique used in this algorithm was com-

bining Error correcting output codes (ECOC) with Ensemble technique. The ECOC

is used to balance the imbalance data. They have used 19 datasets and calculated the

results with performance measures: G-mean, Area under curve, F-measure and Accu-

racy. They have compared results with 17 state-of-the-art algorithms and proved that

DECOC gave best performance in all measures. Their model computation takes lot of

time to get the results. A novel approach using ensemble technique with the use of DE

for optimizing weights was proposed in [126] to solve the imbalanced problem. When

the results of 12 datasets were compared on the basis of G-mean with vote-based En-

semble technique and non-ensemble technique, the proposed model proved to be the

best. The study in [127] proposed a model which uses different distance measures with

SMOTE algorithm. They proposed a new distance metric, Minkowski distance [128]

to determine the neighbor of minority class. The various distance measure used are:

Chebyshev, Euclidean and Manhattan distances. These distances are ranked with mea-

sures namely: Mutual Information, Eigenvector, Fisher Score, Correlation Score and

Centrality. The main problem model faced was of over generalization, as researchers

ignored the majority class while constructing the synthetic samples.

2.4 Parameter Tuning Techniques

Text classification can be binary classification [1] used in various task namely: spam

filtering, opinion mining, information retrieval and many more. Multi-class classifica-

tion is used where classification of more than two classes are required [129]. Tuning

the parameters of the algorithms used for classification can improve the classification

performance [130]. The main aim of hyper-parameter optimization is to control the

parameters to improve the text classification performance. There are so many ways to

tune parameters. First approach followed many years back was trying the different sets

of values using hit and trial method [131] to obtain the acceptable parameters values.

The second approach followed is grid search [132]. Grid search is a slow optimization

algorithm which generates results after the several parameter combination. The third

approach is the use of meta-heuristic algorithms, which are based on biological phe-

nomena [133], [134]. Some used meta-heuristic algorithms in state-of-the-art are GA

[135], GWO [136], Multi Verse Optimizer (MVO) [137], [33], ACO [138] .

In [27], authors applied grid search to K-NN classifier for tuning the parameters with

BM25 similarity. They proved that using BM25 similarity measure approach is a fast

tuning method and proved it by comparing with other conventional approaches. The

study in [139], proposed a technique of performing parameter tuning and feature selec-

tion simultaneously using GOA on SVM model. The authors compared their proposed
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model with other techniques and proved the performance in terms of classification ac-

curacy. In [136] Ibrahim et al., proposed approach of using grasshopper optimizer for

feature selection and parameter tuning for SVM classifier. The authors have compared

the model accuracy with other meta-heuristics feature selection technique and proved

the model is yielding better efficiency. The research in [130], shows the generalized

model for optimizing the parameters of SVM classifier. The authors have tested their

model on 15 medical diagnosis dataset. They have made the conclusion that estimation

of distribution algorithms are best for the parameter tuning of SVM classifier. In [135],

the authors have proposed GA-SVM model. They have used GA for feature weighting

and parameters tuning for SVM. The authors proved the model efficiency by compar-

ing their proposed technique with other feature weighting techniques. In research [2],

authors proposed novel hybrid technique of nature-inspired and ensemble classifiers.

They have used BBO algorithm for feature selection technique and ensemble classi-

fier for classifying the text. The authors have compared the classification performance

with other state-of-the-art techniques and found that proposed technique outperformed

among all the techniques.

2.5 Transfer Learning in Text Classification

The crucial point in unsupervised transfer learning is that it arises to find the similar

feature space for the source as well as target domain. In some research like [140] [141]

[142] proposed model that converts source and target into common feature space in su-

pervised learning. Many transfer learning techniques have been already proposed using

features, relations between domain parameters and instances [40]. There are mainly

two classes on which transfer learning can be classified, namely: homogeneous trans-

fer learning and heterogeneous transfer learning [143]. Homogeneous transfer learn-

ing exists when the features of source and target dataset are similar. Heterogeneous

transfer learning deals with different feature space in source and target domains. How-

ever, one problem arises if there is less or no similarity between the source domain

and target domain, known as negative transfer. So, there are further categorization of

transfer learning categories into instance-based approach, feature-based approach and

parameter-based approach [144].

Many studies have worked on different approaches of transfer learning. In [145] TrAd-

aBoost is used for the adjustment of weights for increasing the similarity to the instances

in target domain. Pardoe and Stone [146] proposed extended technique of TrAdaBoost

called ExBoost.R2 and TrAdaBoost.R2 which deals with instance-based regression.

The study [147], proposed algorithm known as Bi-weighting domain adaptation (BIN)

which performs text categorizations for cross-language. It adjusts the feature spaces of

both domains into one coordinate space.
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In feature-based transfer learning, the main aim is to map the feature between the source

and the target domain. In [148], researchers worked on subspace learning and proposed

a new criterion for distance measuring between the distribution problem and Gradient-

based approach is used for optimization. Pan et al. [149], proposed a method to learn

the latent space for the source and target domain. They have also solve the optimization

problem using Eigen decomposition.

In the metric transfer learning, Zhang et al. [44] proposed a new model which exploits

the correlations between source and target domain. In [150], the metric transfer learn-

ing framework is proposed in which weight of instances are adjusted to normalize the

distribution of data between different domains. They have used Mahalanobis distances

for weight adjustment. Many researchers also worked for Cross-Domain adaptation like

in [151], the authors proposed softly associative transfer learning algorithm (sa-TL) by

combining two non-negative matrix obtained from features. Their proposed method

performs well with binary classes. In study [152], character level convolutional net-

work is used for transfer learning, with fine tuning of layers of network known as Tem-

poral Deep Convolutional Network (TDCN). They performed transfer learning on four

datasets, and proved that their model outperformed the other techniques. Their model

performed well for a semantically similar domain and not on cross-domain. In study, Li

et al. [153] proposed a generalized model for domain adaptation. They re-weighted the

pivot features and focus on decreasing the outliers weights and name the technique as

Transfer Independently Together (TIT). The main goal is to convert a feature into geo-

metric graph vertices. Their model worked for text categorization, image classification,

and text-to-speech recognition. Their technique outperformed with the other proposed

models, but they only analyzed SVM classifiers for their experiments. The researchers

in [154] proposed a method which optimizes features and distribute divergence using

single objective function. They used a method of Progressive Alignment (PA) based

on the learning of a new feature space that can be transferred using dictionary sharing.

The ability of model was proved experimentally by performing best on image classi-

fication, text-to-image recognition and text categorization datasets, when compared to

other state-of-the-art techniques. The other models proposed by researchers in [155]

[156] accord novel approach of transfer learning in images. Their proposed models

worked on the evaluation of distance loss and adaptation of features respectively. The

efficacy of both the models was proved on five benchmark datasets of images. In [157],

the researchers worked on similarity features of multiple instances using exemplar as

features. They have trained their model using various metrics between two instances

and use of multiple kernels are proposed for the visual object detection. The researchers

in [46] introduce a novel technique using PSO as Feature Selection for Unsupervised

Transfer Learning on image dataset (FSUTL-PSO), referring as FP technique in further
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sections. They have used a fitness function to select an appropriate feature and used

only K-NN classifier to calculate the fitness value. The proposed method is based on

the manual parameter settings and is a very time-consuming process.

To summarize the above all techniques have been used for improving text classification

performance. All the methods require extensive experiments. To measure the perfor-

mance objective functions Precision, Recall, Accuracy, F-measure and G-means has

been used widely.
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CHAPTER 3

OPTIMAL TEXT CLASSIFICATION WITH ENSEMBLE
METHODS

Large feature space decreases the efficiency of the algorithm [13], hence reduces the

efficacy of text classification. The presence of noise and un-useful features for dataset

can decrease the efficiency to classify text into various classes. Feature selection mainly

selects the desired and important features which provides necessary related information

[14], hence increases the efficiency of text classification.

3.1 Introduction

As there is a rise in research areas related to data mining, the advancement in Informa-

tion Communication and Technology (ICT), gives opportunities to all users to access

the information quickly and at a faster rate. Due to increase in the demand of text

documents, there is a simultaneously increase in the number of text documents, as the

availability and accessibility of the digital information are saved and organized in the

forge of text [80]. The application area of text classification is widely falling in the era

of text analysis, and according to our survey , many machine learning supervised algo-

rithms are applied for text classification such as Naive Baye’s [81], Decision Tree [13],

K- nearest neighbor [81], Random Forest [13], Support Vector Machine [87] [158] [81],

and ensemble classifiers [88]. There are many related issues that arises for text classifi-

cation majorly due to high-dimensional feature set [17]. Large feature space decreases

the efficiency of the algorithm [13], hence reduces the efficacy of text classification.

The presence of noise and un-useful features for dataset can decrease the efficiency

to classify text into various classes. Feature selection mainly selects the desired and

important features which provides necessary related information [14], hence increases

the efficiency of text classification. Feature selection techniques are broadly classified

into filter approach and wrapper approach [159]. To extract only desirable features,

the filter approach and the wrapper approach have many feature selection techniques.

Some of the filter techniques used are Information Gain (IG), Poisson distribution, im-

proved Gini Index (GINI), Odd’s Ratio(OR), Chi-Square, Binomial Hypothesis testing,
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and many other techniques [90]. The proposed nature-based optimization, used for

feature selection, is categorized into the wrapper approach. Many evolutionary opti-

mization algorithms such as: Genetic Algorithm (GA) [3], Firefly algorithm (FA) [19],

Particle Swarm Optimization (PSO) [20], Ant Colony Optimization (ACO) [18], and

Biogeography Based Optimization (BBO) [21] has been applied in literature for fea-

ture selection. Hybrid approaches are also used for feature selection [59]. The hybrid

approach produces the best performance among all approaches, as it combines the wrap-

per approach and filter approach. In [21], Biogeography Based optimization solved the

problem of best selection of sensor for aircraft engine. The BBO outperformed when

compared to other nature optimization techniques such as GA, PSO and Differential

Evolution. In many classification problems other than text classification, BBO is used

for optimization and have proved best among others [160] [161] [162] [163]. Hence, in

our proposed method, we have chosen the BBO algorithm for feature selection.

To the best of our knowledge, the BBO is not applied for the text classification. In

this work, we proposed a hybrid for feature selection with ensemble classifier and the

best results of BBO in other area inspired us to select BBO to construct our proposed

approach. The main idea of this research is to propose a novel technique, the hybrid of

nature-based optimization technique (BBO) for feature selection with ensemble classi-

fier. The extracted features are stored in an array and passed for training to six Machine

learning algorithms namely: Naive Baye’s (NB), K-Nearest Neighbor (K-NN), Sup-

port Vector Machine (SVM), Random Forest (RF), Decision Tree (DT) and ensemble

classifier.

3.2 Theoretical Foundations

Our approach of feature selection with BBO algorithm in combination with the ensem-

ble classifier is compared with similar state-of-the-art-algorithms. We have compared

the feature selection technique by implementing GA, PSO and BBO. The selected clas-

sifiers for training and testing are NB, K-NN, SVM, RF, DT and ensemble(bagging). To

validate the technique we have chosen performance measures namely; Precision, Re-

call, Accuracy and F-measure. All these performance values are calculated with every

model using ten-fold cross-validation. In this work, we have created 35 models of every

dataset. Experimental results are validated using statistical test, i.e. Friedman test. All

the algorithms implemented are briefly described in the following subsection and the

detailed working of proposed technique is described in the next section.

3.2.1 Feature Selection Methods

There are various existing feature selection methods [164] which extract only and im-

portant features from the data, as discussed earlier. These techniques helps to improve
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the accuracy of text classification. In this study, we have used the wrapper approach.

Wrapper approach mainly consists of nature- inspired algorithms that can be used for

feature selection. The comparison has been performed on all the selected datasets of

text. The computation has been done on a large number of features by performing

feature selection methods.

3.2.1.1 Genetic Algorithm

Genetic Algorithm(GA) [165] [166] is used as feature selection technique, where all

features are considered as input. By using feature selection approach, the main goal

is to improvise the general performance using optimization. By following the proce-

dure of Genetic Algorithm for feature selection, the main work is to produce the best

feature subset based on the fitness function. GA starts with random initialization of

population. At every generation, new individuals are selected depending on the value

of the fitness function. In this study, we have taken rank based fitness selection. After

fitness assignment, the selection operator chooses the individual that recombines with

the other individuals to form next generation. Roulette wheel selection is performed in

which individuals are selected randomly with the help of the spinning movement of a

wheel. Finally, the two parents were randomly taken for the crossover operation, which

is responsible for reproducing the new fittest subsets known as children of parents. But

the working of mutation operator depends on a subset (single) which randomly adjust

some preferred values of features for the survival of the fittest. The flowchart of feature

selection approach is shown in Figure 3.1.

3.2.1.2 Particle Swarm Optimization

The other nature-inspired algorithm is Particle Swarm Optimization [167]. It chooses

random particle and the velocity associated with it [57]. Position at generation t is

denoted as Xi(t)=(xi,1(t),xi,2(t)....xi,d(t), where xi,d(t) is the position of ith particle in

correspondence to the dth dimension and velocity as Vi(t)=(Vi,1(t),Vi,2(t)....Vi,d(t)), where

Vi,d is the velocity of ith particle with respect to the dth dimension . Then, at generation

t+1 the updated position and updated velocity is described by the Equation 3.2 and

Equation 3.1 respectively.

Vid(t+1) = w×Vid(t)+c1×rand1×(Pbest(t)−Xid(t))+c2rand2×(Gbest−Xid(t)),

(3.1)

Xi(t+ 1) = xi(t) + vi(t+ 1) (3.2)
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Figure 3.1: Feature selection with Genetic Algorithm

where Pbest(t) represents the best position of individual i in d dimensional space until

generation t and Gbest, which represents the best position of the group in d dimension

until generation t. The non-negative velocity coefficients, c1 is the cognitive parameter

and c2 is the social parameter, w is an inertia weight, rand1 and rand2 are two random

values range between 0 and 1. The flowchart of PSO as feature selection is described in

Figure 3.2.

31



Figure 3.2: Feature selection with PSO

3.2.1.3 Biogeography Based Optimization

Biogeography Based Optimization is a nature-inspired evolutionary algorithm which

mainly finds a solution to the problem of global optimization. The convergence of

algorithm depends on immigration(of species) and emigration (of species) that reside

on different islands according to the various factors considered by the species for a

more friendly life. It gives the candidate a solution which can be referred as ”habitat”

and known as Habitat Suitability Index (HSI). The various factors like temperature,

rainfall etc. on which migration on the island by species depends is Suitability Index
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Variables (SIV). HSI is k-dimension vector from which initial population is randomly

generated. The improved suitability increases the count of species that emigrates raising

the HSI and decreasing the immigration count. The habitats with high HSI refers as

good solutions and they are densely populated. The habitat with low HSI refers as poor

solutions and they are sparsely populated. There is some information sharing from high

HSI to low HSI to control the emigration rate. In BBO, mutation and migration [21]

[168] of species is calculated using SIV vector, H(A). By considering the values of

SIV, an optimal solution is obtained. Information sharing among the island is possible

with migration. Islands with a high value of HSI have low immigration rate due to less

number of resources and high population. The immigration rate (λ), which signifies the

living of species on other island and emigration rate µ, signifies the leaving of species

from the native island are consider as objective functions. When there exist zero species

on any island then only maximum immigration, I is possible. When habitat supports

the maximum number of species then rate of immigration starts falling to zero, due to

lack of resources and high population, species start moving to other islands, and also

emigration reaches its maximum possible value E. Alternatively, the rate of emigration

is zero when there is no existence of any single species on the island. Variation in

immigration is due to factors like climate change, resource scarcity, etc.

In BBO, λk is the probability of replacing a given independent candidate chosen from

K-th candidate solution. After performing random selection with roulette wheel and

independent variable candidate (which is chosen) has to be replaced, the probability of

emigrating candidate solution (selected) is proportional to the emigration probability,

which is performed using roulette wheel selection is given in Equation 3.3.

Prob(xk), selected for emigration =
µk∑A
j=1 µj

(3.3)

where, k=1...n are the number of species,

and j=1,2...A, A is presented as the number of candidate solutions in the population.

In BBO, migration is calculated using probability among species with consideration of

suitability factors. Due to some low suitability factors on an island, the species tend

to migrate or move to any other or new island. The migration process modifies the

habitat of island. Migration uses probability to change a habitat Hk. Then based on

immigration rate λ, the probability Hk is modified proportionally, and changes in λ

is done with respect to (probability) Ht ∝ µ, emigration rate. Migration of species is

mapped into habitat vector H(A), immigration rate and emigration rate is represented

in Equation 3.4.

λp = I(1− p

k
)µp = E(

p

k
) (3.4)
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where, I is considered as the maximum possible immigration rate, E is considered as

the maximum possible emigration rate, p is the number of species of p-th individual

and k is the maximum number of species. Pseudocode for the migration is described in

Figure 3.3 and migration equation is represented in Equation 3.5. Mutation is a proba-

1. To determine the Habitat (Ht) with the probability ∝ (λ)
2. if Ht is chosen then

if rand.random(0.0,1.0)< λ then
for k ← 1 to N do

Determine the Habitat (Hk) with the probability ∝ (µ)
if (Hk) is chosen then

if rand.random(0.0,1.0) < µ then
Hk(SIV )← Ht(SIV ) (3.5)

end
end

end
end

end

Figure 3.3: Pseudo code for BBO migration

bility operation that is responsible for variations in habitat SIV’s. The mutation rate is

calculated in Equation 3.6.

µ(s) = µmax(1− Pi)/Pmax (3.6)

where µ is a mutation operator, µmax is user-defined parameter, Pi is the probability

of ith species and Pmax is probability of the maximum number of species. Mutation

is likely to increase the melange among the population. Pseudocode for mutation is

described in Figure 3.4.

3.2.1.4 BBO as feature selection

The working of BBO algorithm for feature selection is explained in Figure 3.5. Flowchart

of the BBO as feature selection is shown in Figure 3.6. Parameters considered for BBO

algorithm are described in Table 3.1.
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for y=1 to m do
The parameters λ and µ are used to calculate probability Pi
Select Habitat Ht(y)(SIV) with the probability ∝ Pi
if Ht(y) == selected then

if rand.random(0.0,1.0)<µ then
Replace Ht(SIV) with randomly produced SIV

end
end

end

Figure 3.4: Pseudocode for BBO mutation

Table 3.1: Parameters for BBO feature selection

Parameters Symbols

Number of habitats, habitat[] T

The feature set SIV[]

Maximum number of iterations K

Immigration λ[]

Emigration µ[]

Maximum immigration λ = 500

Maximum emigration µ=600

Array to store crucial/redundant SIV factor gb[]

3.2.2 Classification Algorithms

To evaluate the classification performance, we have chosen supervised machine learning

classifiers. The six best performing machine classifiers used for text classification in

state-of-the-art are considered. The six classifiers we have chosen are Naive Baye’s

[169], K-Nearest neighbor [167], Support Vector Machine [170] [87], Random Forest

[171], Decision Tree [13] and ensemble classifier [87].
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1. Initialize BBO parameters
2. Generate initial population
2.1 Random population in each habitat ( habitat [ ] ): H1, H2,...,HT

2.2 Each habitat index is associated with SIV values(feature)
2.3 Initial immigration rate of each habitat =λ [ ]
2.4 Initial emigration rate of each habitat =µ[ ]
2.5 Each index of Habitat is associated to a feasible answer for the given prob-
lem.
3. Calculate the fitness of each habitat(solution) of the population.
3.1 It is based on the classification rate of the evolved subset of features.
3.2 Calculate HSI value of each habitat of the population: hab index [ ]
3.3 Rank habitats based on their HSI value.
Set iteration variable K: depicts the maximum number of iterations and k is
the variable which is gradually increased.
while k < T do

Calculate emigration rate (µj) and immigration rate (λi) for each habi-
tat(solution) of the population. Here, j = 1,2,...T and i = 1,2,...T
Hj is selected where selection criterion is based on emigration rate (µj)
for the emigration
Hi is selected where selection criterion is based on immigration rate (λi)
for the immigration
To Perform migration operation
To Perform mutation operation on Hi

Produce new population by replacing previous (old) Hi from previous
population with new Hi

Re-calculate the values for habitats, compute their corresponding HSI
values
Increment k(the iteration variable)

end
4. Get fittest habitats based on the threshold value.
5. Ranking is performed second time with respect to population
// The SIV value that causes the change in hab index [], is a crucial feature
(and the redundant features are removed)
for k < N do

if SIV[k]==crucial value then
gb[k]=1
else gb[k]=0

end
end
6. Based on gb[]=1 the crucial feature are kept and the redundant features are
removed
7. Dataset with reduced features is stored in SIV[] (Each index of hab index
[] corresponds to the list of features stored in SIV[])

Figure 3.5: BBO algorithm for feature Selection
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Figure 3.6: Feature selection with BBO

3.2.3 Performance Measure

To evaluate the performance of our hybrid classification model, we have considered

four measures to verify the model behavior. The four performance measures chosen

are Precision, Recall, Accuracy and F-measure. In many studies [58] [159] [14], only
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Accuracy is the main performance measure to evaluate the model but choosing Preci-

sion, Recall and F-measure for multi-class classification verifies the model Accuracy.

We have computed all performance measures with the help of confusion matrix consist

of following instances:

1. If an instance is predicted as positive and also lies in the positive class in its

correct actual state it is known as True Positive(TP).

2. If an instance is predicted as negative but lies in the positive class in its correct

actual state it is known as False Negative (FN).

3. If an instance is predicted as positive but belongs in the negative class in its correct

actual state it is known as False Positive (FP).

4. If an instance is predicted as negative and also belongs in the negative class in its

correct actual state it is known as True Negative (TN).

- The performance measures are briefly described in the following subsections.

3.2.3.1 Accuracy

It is calculated by taking the ratio of instances that are correctly predicted and the entire

number of instances (both correctly predicted and incorrectly predicted) [58][14][13].

Accuracy formula is represented in Equation 3.7.

Accuracy :
TrueNegative+ TruePositive

TrueNegative+ TruePositive+ FalseNegative+ FalsePositive

(3.7)

3.2.3.2 Precision

Precision [81] is calculated by taking the ratio of true positive instances and the entire

instances which are predicated as positive. The formula for Precision is shown in Figure

3.8.

Precision :
TruePositive

TruePositive+ FalsePositive
(3.8)

3.2.3.3 Recall

It is calculated by taking the ratio of true positive instances and the entire instances

which are positive in their correct actual state [52]. Recall is formalized in Equation

3.9.

Recall :
TruePositive

FalseNegative+ TruePositive
(3.9)
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3.2.3.4 F-measure

F-measure is given by the harmonic mean of Precision and Recall [13] [17]. The for-

mula for F-measure is represented in Equation 3.10.

F −measure :
2× Precision×Recall
Recall + Precision

(3.10)

3.2.4 Dataset description

We have considered ten text classification dataset from UCI repository [58] and one

real-time dataset of airlines from MOA repository [172]. Description of all dataset is

given in Table 3.2.

Table 3.2: Description of multi-class dataset

Dataset instances Classes Features

tr11 414 9 6430

tr12 313 8 5805

tr21 336 6 7903

tr23 204 6 5833

tr31 927 7 10129

tr41 878 10 7455

tr45 690 10 8262

oh0 1003 10 3183

oh10 1050 10 3239

oh15 914 10 3101

3.2.5 Statistical Test

The use of a statistical test evaluates the techniques and validates the model perfor-

mance. We have chosen a Friedman test for the evaluation of performance measure and

checked whether there is any significant difference when compared to other techniques.

The Friedman test [11] is a non-parametric test and it is preferred over the parametric

test as for parametric test we have to consider some data assumptions. We have com-

puted results with degree of freedom as 3, significant value (α=0.05) and the obtained

p-value is 0.001. Higher rank indicate the significance of that particular technique. With

the help of rank, we can find out the significant difference between the techniques. The

following hypothesis is considered:-

Null Hypothesis:- There exists no significant difference between the algorithms GA,

PSO, BBO and without optimization technique.

39



Alternate hypothesis:- There is a significant difference between the algorithms GA,

PSO, BBO and without optimizer techniques.

3.3 Methodology

For extensive experiment ten text classification datasets are collected from the UCI

repository and one real-time dataset from MOA. For a given dataset with features s1,

s2, s3. . . ..sn, we used a feature subset selection technique. For feature selection, we

have used GA, PSO and BBO and compared the performance measures. To completely

validate the results we have used 10-fold-cross validation. During implementation of

model, firstly we calculated all performance measures without using any feature selec-

tion technique on all datasets. Then we performed feature selection on all datasets with

using GA, PSO and BBO to check the improved performance. By comparing the perfor-

mance values of our proposed algorithm using BBO for the feature selection with GA

and PSO, we concluded that BBO produces significantly better results. We selected the

essential features by applying feature selection techniques individually and then pass

the new dataset with selected features to classifiers. In total, 20 models were applied to

all datasets to find the best model for the optimal solution.

3.3.1 Proposed Hybrid Model BBO-Bagging for Feature Selection and Classification

Ensemble techniques give promising research models in many areas especially in ma-

chine learning and pattern recognition [88]. The major goal of ensemble classifier is to

combine the decision of predictions of several weak classifiers (base learner). Combi-

nation of classifiers enhances the robustness and Accuracy of a model than an individual

classifier. There are mainly two categories of ensemble classifiers namely: averaging

methods and boosting methods. In averaging methods, several predictive models are

made independently and final results are concluded after averaging the results. Bagging

and forest of randomized trees are examples of averaging methods. In boosting method,

base learners are implemented sequentially with a goal to combine several weak models

to produce strong ensemble classifier. We have selected Bagging as an ensemble classi-

fier for our model as Bagging produces better results with strong and complex models

compared to boosting technique. Bagging is also known as bootstrap aggregating tech-

nique [88][87] which combines the individual classifiers trained on different training

sets to build a highly improved predictive model. When a weak learning classifier is

under the training phase, the size of every new sample is equal to the size of original

training set. Simple randomized sampling with replacement is deployed for producing

new training sets. The aggregation of considered individual classifiers is performed to

produce the predictive results with the technique of majority voting.

40



In the proposed approach, feature selection is performed using BBO as explained ear-

lier in section 3.2.1.3 and final subset of features are stored in array SIV. Each index of

hab index is associated to the list of features stored in SIV. Initialization of parameters

is performed for every base learner classifier. Initially, D is taken as an empty set of

classifiers and C is the number of classifiers to be train. Bootstrap samples S1, S2...SC ,

which we have to train, are selected from Habitat[]. A classification model, Dk is build

utilizing bootstrap samples by adding the current classifier to D. Now, aggregation of

results of individual classifiers is performed with majority voting. Class with the high-

est number of votes is assigned to the test instance. Proposed hybrid approach of BBO

and Bagging has improved the performance values further. Ensemble classifier was also

combined and compared with GA and PSO. Separate 15 new models were designed for

ensemble technique. Flow chart of the proposed methodology is shown in Figure 3.7.

Algorithm for the Proposed model is elaborated in Figure 3.8.

Input: Selected feature stored in SIV[] from Figure 4.3

Output: Precision, recall, Accuracy and F-measure

Result: Predicted model correctness

1 Initialize the parameters [We choose a base learner classifier] (Bagging: ensem-

ble algorithm)

D // initially an empty set of classifiers

Let C, the number of classifiers we have to train

for j=1,2,. . . ..C do
2 From Habitat[], a bootstrap sample is taken, The sample is denoted by BSj

//the reduced subset of features is passed on to the bagging phase.

From the training set BSj build a classifier, denoted by Dj .

This classifier is added to the current pool of the classifiers(ensemble), D=

D U Dj .

Return D.

//Classification phase

Run D1. . . . . .DC on the input y (y is the test instance that needs to be la-

beled).

The label for y instance is decided depending on which class gets the max-

imum number of votes.
3 end
4 Calculate the performance measure based on the classes predicted by the model

Figure 3.8: Hybrid BBO-Ensemble Algorithm
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Figure 3.7: Flow chart of the proposed method
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3.4 Result

The implementation of the proposed model is performed on Windows 10 64-bit OS,

Intel® Core™ i5-5200U CPU @2.20GHz processor. Python3 is selected as a simu-

lation tool for data analysis, hence providing user-friendly environment. The standard

libraries of python namely: numpy (used for objects creation and arrays), pandas (for

memory management), Scikit-learn or sklearn which have supervised and unsupervised

machine learning algorithms, matplotlib for generating graphs were included. In our

method GA, PSO and BBO are used for feature selection. For the proposed model,

parameter [number of generations] is set to 100, since no improvement in results was

shown after 100 number of iterations.

The primary objective of our model is to improve the performance of text classifica-

tion. The NB, K-NN, SVM, RF, DT and Bagging classifiers are used for classifica-

tion purpose after feature selection. Figure 3.9 - Figure 3.16, shows the comparison

of experimental values of all performance measures trained and computed on six ML

techniques on four datasets with each feature selection technique and where no feature

selection techniques are used. There could be observed significant improvement after

using feature selection approach when compared with values obtained without feature

selection approach. Our approach of using BBO has proven to produce the best results

in all dataset with the rise in values of performance measure from 15-50% To further

validate the experimental results, we applied the Friedman test in Minitab statistical

analysis software. The results are compared at a 95% confidence level. Besides, the p-

values (p<0.001) indicates that the given technique is significantly better than the other

technique available in the literature.

3.4.1 Comparison of Different Feature Selection Techniques

The average values of performance metric is given in Table 3.3 for all the datasets.

Average values for all the individual classifiers were computed with feature selection

techniques. After computing the empirical results, the statistical analysis shows the

order of rank for all the three feature selection algorithms based on average performance

values is is BBO > PSO > GA.

According to the hypothesis taken in section 3.2.5, null hypothesis rejected, the results

are shown in Table 3.4. From the results, it can be shown that there is significant

difference in techniques used for selection i.e. GA vs. PSO vs. BBO (with α=0.01).

Feature selection with BBO produce the best results for all the classification techniques.

The high convergence rate of BBO and ability to retain previous solutions is one of the

reasons behind its superior performance.
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Table 3.3: Average Performance values in percentage for Feature selection techniques

optimizer Average Precision Average Recall Average Accuracy Average F-measure

GA 61.6 44.71 70 51.81

PSO 62.25 51.97 69.69 56.65

BBO 71.21 61.19 80.05 65.82

Table 3.4: Friedman Test results for feature selection techniques

Technique Precision(Ranks) Recall(Ranks) Accuracy(Ranks) F-measure(Ranks)

without optimizer 1.59 1.18 1.26 1.18

GA 1.99 2.2 2.38 2.14

PSO 2.52 2.62 2.42 2.68

BBO 3.9 4 3.94 4

3.4.2 Comparison of Different Hybrid Nature-Inspired Algorithms and Ensemble Clas-
sifier

Table 3.5 shows the average performance values of all the datasets for bagging tech-

nique with all feature selection techniques. The conclusion can be drawn that the hybrid

model of BBO-ensemble is the better model than GA-ensemble and PSO-ensemble.

To verify the technique Friedman test is performed and results obtained are given in

Table 3.6. From experimental results and Friedman test results, it can be concluded that

BBO-bagging>PSO-bagging>GA-bagging. After comparing the values in Table 3.3

and Table 3.5, it can be seen that the proposed model stands out with a rise of approx-

imately 20% in all the performance measures. This is possible because of combination

of the best converging algorithm, BBO with ensemble classifier (combines advantages

of individual classifier), results in an overall superior model with greater advantages

and fewer weaknesses.

Table 3.5: Average performance values in percentage for feature selection techniques

optimizer Average Precision Average Recall Average Accuracy Average F-measure

GA-bagging 69.23 52.61 70.55 59.79

PSO-bagging 73.55 59.33 75.35 65.68

BBO-bagging 83.87 70.67 85.16 76.71

Table 3.6: Friedman Test results for feature selection techniques

Technique Precision(Ranks) Recall(Ranks) Accuracy(Ranks) F-measure(Ranks)

GA-Bagging 1.1 1.14 1.16 1.08

PSO-Bagging 1.94 1.88 1.86 1.92

BBO-Bagging 2.96 2.98 2.98 3
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Figure 3.9, Figure 3.10 Figure 3.11, Figure 3.12, Figure 3.13, Figure 3.14, Figure

3.15, Figure 3.16, Figure 3.17 and Figure 3.18 shows the classification performance

measure results in terms of Precision, Recall, Accuracy and F-measure. From the results

it can be concluded that our proposed technique is best for optimal classification. To

represent the value obtained by each technique with respective classifier we have used

different colors. Colors chosen are dark sea-green (without optimizer), green (GA),

yellow (PSO), orange (BBO), red (GA-Bagging), blue (PSO-Bagging) and turquoise

(BBO-Bagging).

(a) Precision

(b) Recall

Figure 3.9: Precision and Recall of tr11
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(a) Accuracy

(b) F-measure

Figure 3.10: Accuracy and F-measure of tr11

Figure 3.9 and Figure 3.10 represents all four performance measures for the dataset

tr11. It can be analyzed that our model outperformed with a rise in all measures ranging

from 15% to 30%. Best values for Precision, Recall, Accuracy and F-measure are 92.89,

87.26, 92 and 89.99 respectively. Our model with base classifier K-NN performed best

while worst results were obtained with decision tree (as base classifier for Bagging).

Base classifiers as NB and SVM for Bagging also obtained near values to K-NN.
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(a) Precision

(b) Recall

Figure 3.11: Precision and Recall of tr12
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(a) Accuracy

(b) F-measure

Figure 3.12: Accuracy and F-measure of tr12

Figure 3.11 and Figure 3.12 shows the results for dataset tr12. Our model outper-

formed in all the measures with rise of 15% to 35%. Best results are obtained with

K-NN as a base classifier with values 90.21, 85.8, 90.67, and 87.95 for Precision, Re-

call, Accuracy and F-measure respectively. SVM and NB also performed well near to

K-NN for all performance measures. The worst base classifier for this dataset is ran-

dom forest despite the high precision value of 85.93, as it fails to perform for all other

measures.
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(a) Precision

(b) Recall

Figure 3.13: Precision and Recall of tr21
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(a) Accuracy

(b) F-measure

Figure 3.14: Accuracy and F-measure of tr21

Figure 3.13 and Figure 3.14 depicts the results for dataset tr21. The performance

of all measures rises with our model from 10% to 40% for Precision with best value of

90.07. Rise in Recall from 15% to 40% with best value of 81.77. There is a significant

rise of Accuracy and F-measure values from 10% to 20% with best values of 94.21 and

85.72 respectively. All best values are obtained using K-NN as base classifier. SVM

didn’t perform well for all measures for this dataset.
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(a) Precision

(b) Recall

Figure 3.15: Precision and Recall of tr23
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(a) Accuracy

(b) F-measure

Figure 3.16: Accuracy and F-measure of tr23

Figure 3.15 and Figure 3.16 shows the results of all performance measures for

dataset tr23. Our model outperformed with base classifier K-NN when compared with

other techniques. The best value obtained for each performance measure is 92.11, 80,

93.09 and 85.63 for Precision, Recall, Accuracy and F-measure respectively. NB as a

base classifier for Bagging in our model obtained near values to best values. There is a
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rise of 10% to 40% for each performance measure.

The other datasets also performed best with our model. Dataset tr31, tr41and tr45 per-

formed best with our model (base classifier as K-NN or NB. Oh10 and oh15 showed

best results with our model having SVM as base classifier. Oh0 obtained best val-

ues when BBO-Bagging combined with base classifiers K-NN or SVM. Hence, after

analysis, we recommend using SVM as base classifier to Bagging for low dimension

datasets while K-NN or NB works better for high-dimensional dataset as a base classi-

fier to Bagging for our proposed model. Hence, discussion and analysis of results for

all datasets are as follows. On comparing the performance measure values in tr11, tr21,

tr31, oh10, oh15, there is a high improvement in all measures when feature selection

is done using BBO, although there is improvement in results when feature selection is

performed with GA and PSO, but significant improvement was shown when feature se-

lection is performed with BBO. In tr12, BBO produces higher performance measures,

BBO shows best results with all classifiers except SVM for the precision measure. In

tr23, BBO is best with all classifiers except with RF for Accuracy measure. In tr41, tr45

and oh10 precision is not improved when feature selection is performed using GA and

compared to without feature selection approach, but feature selection with BBO shows

great improvement in results of all performance measure.

In oh0, improvement is shown when values are compared with feature selection and

without feature selection. Feature selection with BBO produces better results with all

performance measures improvement from 5% to 20% except the precision value of

SVM. Our model is a hybrid of ensemble technique-Bagging with BBO. The hybrid

model is used to test the impact on classification performance, and measure values

proves its optimal nature. All performance measures are computed and compared with

each other when feature selection is done using GA, PSO and BBO. BBO in all perfor-

mance measures shown best results with each dataset.

After performing experimental results, the proposed model, where feature selection was

performed using BBO, produced best results with ensemble classifiers with the base

learner as K-NN except for one dataset oh10 and oh15. There is a rise in accuracy from

5% to 50%, a rise in Precision from 5% to 20%, a rise in recall from 5% to 25% and

rise in F-measure from 5% to 30%. In dataset tr31, only precision values (Bagging with

k-NN) are not good when compared to values of Bagging with Naive Bayes. In oh10,

Bagging with SVM gives better results than any other classifier. For the high value of

accuracy and low value of F-measure, there is a class imbalance problem which will be

considered for future work.
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3.4.3 Comparison with Other Techniques

In [58], authors have used GA, Simulated Annealing, Differential Evolution(DE) and

multi-parent mutation and crossover for optimization and tuning of Naive Baye’s on

11 text classification datasets. Their experimental results that their approach of multi-

parent mutation and crossover with Naive Bayes is the best approach among other opti-

mization algorithms used for tuning. Our proposed model of optimal text classification

has shown better results in all performance measures when compared to other proposed

model. The comparison of results are presented in Table 3.7.

In [80], the study has proposed a novel approach of a hybrid model on deep belief net-

work and softmax regression. They introduced an approach of deep belief network for

dimensionality reduction and softmax regression for classification. They have tested

their model on two datasets i.e. Reuters-21,578 and 20-Newsgroups. We have also

implemented our model on these two datasets to compare the classification accuracy

and results proved that our model performed better as shown in Table 3.8. The study

[173], proposes four term weighting methods and calculate the missing terms of weight.

The best performance of classification was shown by SVM classifier. They have used

Reuters-21,578 and 20-Newsgroups. We compare accuracy of their approach with our

approach and our proposed hybrid approach outperforms their approach as shown in

Table 3.8.

In [60], researchers propose a novel approach of the chaotic crow search algorithm to

overcome the problem of low convergence rate and trapping in local optima. They have

used 20 datasets and we have compared results of our approach on four clinical datasets.

Our approach produced much better results than their proposed approach as shown in

Table 3.9.

Table 3.8: Comparison of classification Accuracy

Dataset our approach jiang[80] Sabbah[173]

20-Newsgroups 92.57 85.57 55

Reuters-21,578 92.11 86.80 88

Table 3.9: Comparison of classification Accuracy

Dataset our approach Sayed[60]

Parkinson’s Disease detection dataset(PDD) 94.25 90.78

Single proton emission computed tomography(Spect) 86.2 81.5

Stalog(Heart) 82.6 78.84

Indian Liver patient dataset 89.71 71.68

54



Ta
bl

e
3.

7:
C

om
pa

ri
so

n
of

pe
rf

or
m

an
ce

m
ea

su
re

s

D
at

as
et

Pr
ec

is
io

n
Pr

ec
is

io
n

R
ec

al
l

R
ec

al
l

A
cc

ur
ac

y
A

cc
ur

ac
y

F-
m

ea
su

re
F-

m
ea

su
re

ou
ra

pp
ro

ac
h

D
ia

b[
58

]
ou

ra
pp

ro
ac

h
D

ia
b[

58
]o

ur
ap

pr
oa

ch
D

ia
b[

58
]

ou
ra

pp
ro

ac
h

D
ia

b[
58

]
tr

11
92

.8
9

85
.5

87
.2

6
82

.3
92

87
.9

3
89

.9
9

83
tr

21
90

.0
7

86
.2

81
.7

7
77

.3
94

.2
1

84
.1

9
85

.7
2

81
tr

31
89

.4
83

.2
83

.2
3

79
96

.8
9

92
.7

7
83

.8
8

76
tr

41
94

.3
3

89
.1

83
.2

80
.3

92
.4

2
91

.4
6

88
.4

2
83

.5
tr

45
94

.3
3

89
83

.1
3

80
.1

92
.4

2
88

.7
0

88
.4

2
85

55



3.4.4 Proposed Approach on a Real Dataset of Airlines

We have perform the testing of our proposed model on a real dataset of airlines [172].

The task of correctly predicting the labels and reducing the feature dimensionality leads

to optimal performance for the text classification. Airlines dataset have 539,384 records.

The objective was to predict whether the flight is delayed or not, in accordance with

other attributes. The result of our proposed model on this dataset is shown in Figure

3.17 and Figure 3.18.

(a) Precision

(b) Recall

Figure 3.17: Precision and Recall of airlines
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(a) Accuracy

(b) F-measure

Figure 3.18: Accuracy and F-measure of airlines

The comparison is done with the results obtained from state-of-the- art algorithms

of feature selection techniques (with individual classifiers) with our proposed model.

It can be observed that the proposed model produces the best result classification per-

formance among all other classification models. After comparing the results, we can

conclude that our model gives best results for optimal text classification. The best val-
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ues which we obtained are with base classifier NB. The obtained values are 79.96, 76.1,

79.55 and 77.16 for Precision, Recall, Accuracy and F-measure respectively. K-NN also

showed almost near values to NB. Hence, our model can be applied for large datasets

as well.

3.4.5 Result summary

1) Our proposed model performed feature selection with BBO and produces the better

classification results when used with machine learning classifiers. All performance

values rise from of 5% to 20%.

2) In proposed model, we use an ensemble classifier with a feature selection approach

using BBO. The model produces better results as compared to individual classifier.

3) When experimental values were compared, we found the best results were produced

using Bagging with base classifier as K-NN or NB for high dimensional datasets and

SVM for low dimensional datasets.

4) The ensemble classifier-bagging is paired with other five machine learning classifiers.

This results in the enhancement of the classifiers performance in terms of Accuracy,

Precision, Recall and F-measure.

5) The feature selection method and different classifiers, individual and ensemble, have

a different impact on classification results.

6) The application on real dataset of airlines also signifies that the proposed model can

be to more real-world practical problems.

7) All results are validated using 10-fold cross-validation.

The model proposed in this chapter improved the classification results. But, it was

analyzed that the classification results suffered for imbalanced dataset.

3.5 Conclusion

In this chapter, we have explored the novel approach of nature-based optimization as

feature selection with an ensemble classifier for optimal text classification. The pro-

posed model of BBO and ensemble classifier is also compared with other individual

models with state-of-the-art algorithms available in the literature on all datasets. Based

on the obtained results, the analysis shows that the performance of BBO as feature

selection technique is better than GA and PSO. Performance of text classification is

measured in terms of Accuracy, Precision, Recall and F-measure. This model is also

verified on real-time dataset of airlines. Our model can be used in practical problems

for optimization in text classification. The model is highly competitive optimal text

classification method as compared to other feature selection algorithms.

The optimal ensemble model is proven to produce best results among individual classi-

fier. But, in some datasets the improvement is not shown or not producing good higher
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accuracy. It is due to class imbalance which will be solved by our next proposed model,

explained in our next chapter.

Publication
The work discussed in this chapter is published in:

Khurana, A., and Verma, O. P. (2020). Novel approach with nature-inspired and en-

semble techniques for optimal text classification. Multimedia Tools and Applications,

79(33), 23821-23848.
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CHAPTER 4

OPTIMAL FEATURE SELECTION FOR IMBALANCED TEXT
CLASSIFICATION

Text classification has become a major avenue in generating valuable insights. It is

being vastly used to solve real world problems by performing sentimental analysis,

detecting frauds and patterns in various sectors like healthcare, e-commerce, sports etc.

In Big Data, the performance of text classification can be improved by selecting relevant

features and handling of imbalance problems between the distribution of classes in the

dataset. Class imbalance has become a major issue in determining the classification

performance, hence many researchers are working on this problem as imbalance causes

adverse effect on the correct predicted results.

4.1 Introduction

In this new era there is an increase in textual information [80]. Text classification is

widely used for data analysis and prediction. Many machine learning algorithms are

applied in different application areas of text classification such as NB [58], [81], K-NN

[81], SVM [87], [158], [81], RF [13], DT [13] and Ensemble classifiers [88]. Some

real-world applications in text classification are disease prediction [174], Text catego-

rization [175] and fraud detection [176].

During text classification process, there are many related issues that arise specifically

are class imbalance and high dimensional dataset [17]. Class imbalance [22] has be-

come a major issue in determining the classification performance, hence many re-

searchers are working on this problem as imbalance causes adverse effect on the cor-

rect predicted results [23]. Many techniques have been developed for balancing the

binary imbalanced dataset [174]. But however, the main challenge which is faced by

researchers is imbalanced data classification for multi-class dataset [125]. The existing

solutions to multi-class imbalanced data is generally the extension of algorithm of bi-

nary class imbalance classifier. The construction of Decision Trees [177] and Ensemble

based classifiers also proved to give better results in multi-class [178]. The common

oversampling technique used is Synthetic Minority Oversampling Technique (SMOTE)
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and its different variations [24]. The classical SMOTE and its variant suffer with a prob-

lem of small disjuncts which lead to less training data, hence lack of information. In our

research, we overcome the problem of lack of information caused by lack of density or

class disjuncts.

The other problem that leads to the classification performance is high-dimensionality.

The low weight features or noise, that is features which are not essential with respect to

data, decreases the efficiency of the algorithm [13], hence degrading the performance

of text classification. Feature selection is a process of selecting only desired features re-

lated to the data which helps in increasing the efficiency of the model [14]. The various

feature selection technique are discussed in the section 3.1. The new model for lan-

guage representation was proposed by [179] known as BERT (Bidirectional Encoder

Representations from Transformers). It is widely used for many artificial intelligence

real world applications [180]. But, main limitation of using BERT arises when dealing

with low dimensional dataset.

The proposed technique for balancing the dataset by overcoming the problem of class

disjuncts or lack of density is referred as Distributed SMOTE (D SMOTE). For reduc-

ing the problem of high-dimensionality, a novel Modified Biogeography Based Opti-

mization approach (M BBO) is proposed in this paper. The proposed modification is

based on changing the selection procedure of Suitability Index Variable (SIV) in the

mutation process. The training is performed using four machine learning algorithms

namely: NB, RF, LR and SVM. The performance measures used to validate the model

are: AUC, G-mean and F1-score. We compared our model with other techniques, and

found that our model for optimal text classification is the most suitable among all. The

proposed model is also compared with the other state-of-the-art models available in the

literature and the new technique BERT.

4.2 Theoretical Foundations

The classical BBO algorithm is already discussed in Section 3.2.1.3. We will now

discuss the new modified Biogeography Based Optimization.

4.2.1 Modified Biogeography Based Optimization (M BBO)

BBO [21] is a population-based nature inspired algorithm which focused on solution

of a problem of global optimization. In the literature, BBO is used as feature selection

technique in [2] [181], [182], and proved as best feature selection technique. Hence, in

our proposed model, we chose to improve mutation operator in BBO and named tech-

nique as modified BBO (M BBO). M BBO is used for feature selection to reduce the

high dimensionality and hence, improved classification performance. For K-th candi-

date solution xk, λk is the immigration rate. After performing random selection with
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roulette wheel and independent variable candidate (which is chosen) has to be replaced,

then the probability of emigrating candidate solution (selected) is proportional to the

emigration rate, µk, which is performed using roulette wheel selection, and expressed

in Equation 4.1. It is in continuation to Equation 3.3.

Prob(xi)selected for emigration =
µi∑A
k=1 µk

(4.1)

where, i=1,2...A, A is presented as the number of candidate solutions in the population.

We have proposed modification in mutation operator of BBO for the improvement in

selection of candidate’s solution, and migration operator works similar as in classical

BBO. Migration uses probability among species. Due to some low suitability factors

on islands like lack of resources, species tend to migrate to habitat with low HSI. The

migration process modifies the habitat of the island. The immigration probability is de-

noted by Ht which is directly proportional to λ, the immigration rate. The probability

of emigration habitat is Hk, where Hk ∝ µ, emigration rate. Pseudocode for migration

is shown in Figure 4.1 and migration is shown by Equation 4.2.

To determine the Habitat (Ht) with the probability ∝ λ
if Ht is chosen then

if rand.random(0.0,1.0)< λ then
for k ← 1 to N do

Determine the Habitat (Hk) with the probability ∝ µ)
if (Hk) is chosen then

if rand.random(0.0, 1.0) < µ then
Hk(SIV )← Ht(SIV ) (4.2)

end
end

end
end

end

Figure 4.1: BBO Migration

In classical mutation process, BBO calculates the probability of individual to cre-

ate variations in population. This operator is less effective in terms of difference be-

tween actual habitat and resultant habitat. This operator is not frequent and intensifies

the solution of search space. In this operator, one habitat is chosen based on muta-

tion probability. Afterward, one index is chosen randomly of this habitat, and put one
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new Suitability Index Variable/element between [0, 2n] (where n is the total number of

sequences) in place of the previous element. The SIV’s of the ith habitat Hi can be ran-

domly modified by the mutation operator according to the habitat’s priori probability

Pi. The mutation probability µi of the ith habitat Hi is expressed in Equation 4.3.

µi = µmax × (1− Pi/Pmax) (4.3)

where µmax is a user-defined parameter and Pmax = max(Pi) and i = 1, 2... n. In

modified BBO mutation operator, in place of random generation, the SIV feature set is

ranked using Recursive Feature Elimination (RFE) method and the lowest rank SIV is

mutated with higher rank SIV. RFE [183] is the effective method for recognising the

higher rank and lower rank. To revamp the search space and handle the outliers, so that

exploration can be controlled, the deciding variable adapts the boundary rank value. It

can be lower rank value or higher rank value. This modified mutation process helps

in achieving higher fitness for habitat overall. The proposed Mean Ranking method is

expressed in Equation 4.4.

SIV ′l (j) = (SIVl(j) + SIVH(j))/2 (4.4)

where, SIVl = updated SIV with the lowest rank for jth individual solution, SIVH =

feature with highest weightage, SIV ′l = new feature formed with weighted mean of

SIVl and SIVH . Mutation follows the pseudocode described in Figure 4.2 and modi-

fied mutation Equation 4.5.

In this work, we have proposed and implemented M BBO as feature selection algo-

for y = 1 to m do
The parameters λ and µ are used to calculate probability Pi
Select Habitat Ht(y)(SIV) with the probability ∝ Pi
if Ht(y) == selected then

Apply Recursive feature elimination to rank features of SIV

Ht(y)(SIV ′l ) =
Ht(y)(SIVl) +Ht(y)(SIVh)

2
(4.5)

end
end

Figure 4.2: Modified BBO mutation operator

rithm. We have considered parameters of an algorithm mentioned in Table 4.1.
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Table 4.1: Parameters for BBO feature selection

Parameters Symbols

Number of habitats, habitat[] T

The feature set SIV[]

Maximum number of iterations K

Immigration λ[]

Emigration µ[]

Maximum immigration λ = 500

Maximum emigration µ=600

Array to store crucial/redundant SIV factor gb[]

The working of modified BBO (M BBO) algorithm for feature selection is ex-

plained in Figure 4.3.

4.2.2 Proposed Distributed SMOTE-D SMOTE

The original SMOTE technique works by selecting examples that are close in the fea-

ture space, drawing a line between the examples in the feature space and drawing a

new sample at a point along that line. The need to remove the problem of lack of data

by oversampling the minority class instances by SMOTE method leads to the problem

of small disjuncts and badly distributed data ( with lack of density already a problem).

To overcome this problem, we propose a modified distributed SMOTE (D SMOTE)

technique, wherein the synthetic data is generated outside the line joining two present

minority class instances. This helps in better distribution of minority class data point

and also overcomes the problem of small disjuncts, which in turn, improves the perfor-

mance of the classifier. The classical SMOTE plots the synthetic sample using K-NN

algorithm in between the two minority class instances which causes less instance spa-

tial exploration, hence causing lack of density problem. The other similar technique of

oversampling, known as Density-Based Synthetic Minority Over-sampling Technique

(DBSMOTE) [184] works on creating the artificial sample near the cluster define by

DBSCAN. Their synthetic samples are densely populated near centroid and sparse at

far locations. Hence, their technique suffered from small disjunct problem, and our pro-

posed technique overcame this limitation. So, in D SMOTE synthetic point is generated

outwards from the seed samples using Equation 4.6 and Equation 4.7:

Xnew = Xlower − (Xhigher −Xlower)× δ (4.6)

Xnew
′ = Xhigher + (Xhigher −Xlower)× δ (4.7)
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Input: habitat[], λ, µ
Output: Optimized feature Set
1. Initialize parameters
2. Generate initial population
2.1Randomize each habitat population ( habitat [ ] ): H1, H2,...,HT

2.2 Link each habitat index to SIV values(feature)
2.3 λ [ ],initial immigration rate of each habitat
2.4µ[ ],initial emigration rate of each habitat
2.5 Assign index to habitat associated to a feasible solution
3. Calculate fitness of each habitat (solution)
3.1Calculate using classification rate with new subset of features.
3.2 Compute each habitat HSI value: hab index [ ]
3.3 Rank habitats using calculated HSI value.
4. Set iteration variable x: depicts the maximum number of iterations and is
gradually increased.
5. while x < T do

Calculate emigration rate (µj) and immigration rate (λi) for each habitat.
Here, j = 1,2,...T and i = 1,2,...T
Hj is selected where selection criterion based on emigration rate (µj).
Hi is selected where selection criterion based on immigration rate (λi)
Perform migration operation
Perform mutation operation on Hi

Produce new population by replacing previous (old) Hi with new Hi

Re-calculate habitat values, compute corresponding HSI values
Increment x

end
6. Evolve fittest habitats based on threshold value.
7. Perform ranking second time with respect to population
// SIV value that causes the change in hab index [], is a crucial feature (removed
redundant features),
for x < N do

if SIV[x]==crucial value then
gb[x]=1;
else gb[x]=0 ;

end
end
8. Based on gb[]=1, keep crucial feature and remove redundant features
9. Dataset with reduced features is stored in SIV[]

Figure 4.3: M BBO Feature Selection
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where, Xhigher is upper coordinates, Xlower is lower coordinates of chosen minority

samples, δ is a random number between [0,1]. Xnew and Xnew
′ are two new coordi-

nates respectively on both the sides of chosen minority samples. For the better dis-

tribution of synthetic points we plot the points at varied angle. Consider, X new =

(x 1, x 2, x 3....., x r, ..x n) where X new is feature vector in n-dimensions, n corre-

sponds to number of independent features/dimensions. To plot the new synthetic data

point of minority class in a different direction to its parent data points, we randomly

select a direction for the feature say x r = X new in direction r (r6n).

Hence, new synthetic features are shown in Equation 4.8.

X = x 1, x 2, x 3....., x′ r, ..x n (4.8)

where, x′ r = x r.cos θ, and cos θ 6= 1, where, θ is random angle between [0◦,360◦] and

r varies from 1 to n.

Hence, with the help of above equations we oversample the synthetic points far from

the cluster centroid for better learning. The problem of lack of density of instances

that needs to be trained and small disjuncts created due to oversampling is removed as

uniform distribution is focused for locating synthetic samples. Figure 4.4(a) represents

(a) Classes with all instances (b) Zoomed image of instances

Figure 4.4: Figure of instances

the instances of the classes of dataset and Figure 4.4(b) exhibit zoomed image of some

instances. Figure 4.5(a) is showing that how classical SMOTE algorithm works and

generates synthetic samples. It is prominent in Figure 4.5(b) that synthetic samples of

minority class lie in a single line, shown in red colour. Figure 4.5(c) shows the synthetic

samples that are plotted for different instances for the complete dataset. It can be noted

that small clusters are formed near to each other minority samples, which is a disadvan-

tage of SMOTE algorithm.

Our proposed algorithm is represented in Figure 4.5(d) where synthetic samples to be
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(a) Classical SMOTE (b) Synthetic samples (c) Synthetic samples of all instances

(d) Proposed D SMOTE (e) Synthetic samples (f) Synthetic samples for all instances

Figure 4.5: Comparison of classical SMOTE with Distributed SMOTE

generated are located outside the two co-ordinates of minority samples, shown by dot-

ted line. The two samples, that are considered, are shown by a solid blue line and the

new minority sample that is plotted is shown by a dotted blue line. Figure 4.5(e) shows

the generated minority samples and it can be clearly seen that better distribution will

lower the number of small clusters or small disjuncts. The new samples are plotted on

the opposite side of considered minority samples using different coordinates, to over-

come the problem of lack of density and small disjuncts by increasing the exploration

area and not leading to form clusters near minority samples. Hence, representation in

Figure 4.5(f) shows the elimination of small disjuncts in the complete dataset. The rep-

resentation in figures shows working of D SMOTE on binary classes, similarly it works

for minority instances in multiple classes. Algorithm for the proposed D SMOTE is

described in Figure 4.6.

4.3 Experimental Setup

The proposed method is analyzed and compared on 17 multi-class datasets. The five

techniques were compared for validating the working of the proposed models namely:

No random oversampling (No ROS), SMOTE, BBO+SMOTE, M BBO+SMOTE and

M BBO+D SMOTE on four datasets. The four classifiers used for classification are:NB,

RF, LR and SVM. The three performance measures namely; AUC, G-mean and F1-

score are used to analyze the classification performance. The 10-fold cross validation

and 50 runs are performed on each model. After the analysis of results, our approach

outperformed the other techniques and can be used for balancing the dataset with feature
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D SMOTE(N,d,k)
Begin
N - Number of minority class instances
d - Amount of SMOTE-synthetic samples
/* Condition : N+2d is less than the number of majority class samples/*
k - Number of nearest neighbors
/* The amount of oversampling depends on parameter d (SMOTE-synthetic
samples) */
attrnum = Number of attributes
arrnn = To store k nearest neighbors of each minority class instance
Sample: Matrix of minority class instances coordinates
Synlower: Matrix to store synthesized minority class instances coordinates for
lower point
Synhigher: Matrix to store synthesized minority class instances coordinates for
higher point
for i= 1 to T do

Calculate k nearest neighbor of ith minority class instance and store their
indices in arrnn.
Populate [N,i,arrnn,k]

end
for synindex = 1 to d do

rand = random index between 1 and k
/* Choosing a random neighbor from arrnn nearest neigbor matrix set */
for j = 1 to attrnum do

δ = a random number between [0,1]
θ = random angle between [0o , 360o]
diff = Sample(arrnn(rand),j) - Sample(i,j)
Synlower(synindex,j) = Sample(i,j) - δ*diff at angle (θ)
Synhigher(synindex,j) = Sample(arrnn(rand),j) + δ*diff at angle (θ)
/* Considering Sample(arrnn(rand),j) to be higher coordinated point
than Sample(i,j) such that 2 new points are generated outside these
original points */

end
end
End

Figure 4.6: Proposed D SMOTE
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selection. Ranks are calculated using statistical Friedman test on different performance

measures, and our proposed technique ranked highest in all techniques.

4.3.1 Data Sets and Classifiers

The 17 multi-class dataset that are chosen for the experiment and analysis is based on

the survey. Datasets are chosen from Openml [120], KEEL [185] and UCI [186]. Com-

plete description of dataset is summarized in Table 4.2. The 10-fold cross-validation

is used to carry out the experiment on each dataset for the validation of results. We

collected diversified dataset varying classes from 3 to 26, features ranging from 8 to

1586 and instances from 122 to 20,000. The Imbalanced Ratio(IR) is calculated as the

ratio of total number of majority class instances to the total number of minority class

instances. The ratio varies between 1.57 to 6.99. The brief description of our four high

dimensional datasets is as follows:

SRBCT- This is a microarray dataset named as small round blue cell tumors. It mainly

consist of four classes named as neuroblastoma, Ewing’s family of tumours, Burkitt’s

lymphoma, and Rhabdomyosarcoma. Total number of attributes are 1586 with 122 in-

stances.

Burczynski- Gene Expression omnibus is a super dataset of Burczynski. There are

22,823 attributes with 127 number of samples. It mainly consist of three classes nor-

mal, crohn’s diseases and ulcerative crisis.

Glioma- This dataset is a textual reports of glioma cancer incidence for mortality anal-

ysis. It consist of comprehensive study of PLCO dataset. Nearly 4434 attributes are

extracted and 80 instances are considered.

Bullinger- This dataset is a constituent of gene expression of 116 de novo Acute Myeloid

Leukemia. It contains high number of features numbered 17,404. We have considered

4 type of classes of leukemia(monocytoid, general leukemia, myeloid and promyelo-

cytic.)

We have shorten the name of dataset IIF intensity all features data set index—files as

IIF intensity in this work. We have used four different classifiers for our model which

are implemented in Python library scikit-learn [187]. The classifiers used for experi-

mentation are: NB [127], RF [129], LR [188] and SVM [127]. All these classifiers are

known to produce best results among other classifiers. NB classifier needs less training

and converge quickly like LR. RF classifier estimate the importance of features in a

reliable manner. SVM can clearly maintains the separation between the classes. SVM

works better with high dimensional datasets.
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Table 4.2: Description of multi-class dataset

Dataset class instances Attributes IR
SRBCT 4 122 1586 6.55

Burczynski 3 127 22,823 3.88
Glioma 4 80 4434 6.14

Bullinger 4 170 17,404 11.25
Faults 7 1941 27 14.05

Abalone 18 4139 10 45.93
wine-quality-red 6 1599 11 68.1

Breast tissue 6 1006 9 1.57
Glass 6 214 10 8.44
yeast 10 1484 8 28.1
letter 26 20000 16 1.11

Plates faults7 7 1941 27 61.11
housing10 10 506 13 152.35

IIF intensity 3 600 57 4.31
gas batch1 6 445 128 2.19

Penbased 10an nn 10 10,992 16 1.95
dataset32pendigits 10 10,992 16 1.16

4.3.2 Assessment measures

For the analysis of performance of imbalanced multi-class dataset, widely used perfor-

mance measure is AUC [189], G-Mean [190] and F1-score [120]. Precision(P) [101]

and Recall(R) [22] are used as a measure for binary class imbalance problem. Precision

(P) and Recall (R) is the measure of exactness and completeness respectively [120]. As

we have proposed model for multi-class imbalance problem, we have measured perfor-

mance using F1-score, G-mean and AUC. F1-score computes value using Precision and

Recall, to balance the trade-off between the measures [101]. The formula is described

in Equation 4.9.

F1− score =
2× (Recall × Precision)

(Recall + Precision)
(4.9)

G-mean indicates how well a classifier can balance the recognition among different

classes. High value of G-mean means that all the classes are considered without the

ignorance of a single class. G-mean [190] is calculated as geometric mean of the Recall

over all classes. Consider a problem for c-class formalized in Equation 5.4:

G−mean = (
c∏
i=1

Ri)
1/c (4.10)

Receiver Operating Characteristics (ROC) curve is created by plotting True Positive

Rate (TPR) and False Positive Rate (FPR). Area Under Curve (AUC) is referred to the

area lies under the ROC curve [120].
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4.4 Results and Analysis

4.4.1 Performance of Distributed SMOTE with Modified BBO

This section analyses and investigates the result of the proposed approach. The results

are compared with other approaches as well as the other models proposed by different

authors. The comparison and analysis increase the validation of results for the future

use by improving the efficiency of text classification. It can be seen through results that

proposed D SMOTE approach over-samples the minority class samples without mod-

ifying the originality of minority class. Particularly, in multi-class cases the minority

class regions can be wrongly classified into majority class regions. D SMOTE is per-

forming oversampling along with increasing the density area of minority data instances.

In other words, D SMOTE overcomes the problem of class disjuncts and lack of den-

sity by increasing the area to be explored for minority samples. The more instances can

be explored and trained, and hence generalization of the results for optimized classi-

fication can be achieved. The comparison of D SMOTE with other six oversampling

techniques proved the efficacy of our technique. D SMOTE performed best in three

datasets compared with other techniques and in fourth dataset it performed nearly equal

to the best performance by ADASYN. The use of feature selection technique, M BBO,

enhances the classification performance. To analyze the performance of our model,

M BBO+D SMOTE, with other models, we perform comparison on three performance

measures. We have also performed comparison with the state-of-the-art techniques

proposed by other authors on seventeen datasets, for AUC performance measure, using

SVM classifier only as we find the best results with the SVM classifier for our approach

in most of the cases. Our model outperformed other techniques for fourteen datasets.

The calculated ranks of different samples using Friedman test also signifies statistically

that proposed model produces the best results among the other approaches.

1) Comparison with SMOTE variations--Table 4.3 shows the comparison with other

techniques used to handle imbalance problem. The comparison is made using AUC

scores for different variants of oversampling techniques exist in literature Random-over

sampling [111], SMOTE [110], SMOTE-B [113], ADASYN [112] and SMOTE-SL

[115]. No RS signifies the scores for no random sampling and ROS signifies the score

for random oversampling. Our proposed technique D SMOTE performed best in three

datasets. ADASYN performed best in Bullinger dataset with 91.8%. The rise with

8% to 25% is seen when compared to best values of different variants. In some cases,

SMOTE-B and ADASYN performed nearly good to our technique. Due to space con-

starint, we have used short form of our datasets as SRBCT (S), Burczynski (B), Glioma

(G) and Bullinger (Bu).
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The following observations are analyzed:-

1) In SRBCT, Burczynski and Glioma dataset, our proposed approach of D SMOTE

performed best when compared to other techniques with scores 93.4%, 90.3% and

93.9% respectively. For Bullinger dataset ADASYN performed best with 91.8% and

D SMOTE also performed with 91.6%.

2) The SMOTE-SL performed worst in Burczynski dataset with 45.4% score. ROS per-

formed worst in Bullinger dataset with 60% and in Glioma dataset ADASYN technique

performed worst with 50.9%. SMOTE also performed poor for Glioma dataset. No RS

performed worst for SRBCT dataset with 46.3%.

3) In Glioma dataset the performance of ROS and SMOTE-SL performed good with

scores 91.6% and 86.9%. The performance of ROS with LR classifier achieved best

score when compared among other techniques.

4) In Bullinger dataset our approach produces equal score with SMOTE combined with

SVM classifier. RF classifier performed worst with our technique for this dataset when

compared to other techniques.

Our technique D SMOTE did not work satisfactorily for three datasets with NB clas-

sifier and for two datasets with RF classifier. It is due to the presence of noise in-

stances and overlapping of classes, which lead to a decrease in the classification scores.

D SMOTE works best with NB with one dataset which have medium imbalanced ra-

tio. The other two classifiers LR and SVM performed best for all the datasets with

D SMOTE. Hence, D SMOTE is best for all types of datasets when combined with LR

and SVM.

2) AUC Scores- In Table 4.4, comparison of AUC measures is performed for all

datasets with other techniques that can be applied to improve the text classification

performance. AUC is the correct measure of classes separability and works on prob-

ability. The efficiency of a model in terms of classification or separability of classes

is measured by AUC. Higher values of AUC signifies that the model classifies the dif-

ferent classes more accurately. From these values, we can analyze that our approach

of M BBO+D SMOTE has outperformed over all other techniques. SVM performed

best for our model for all the datasets. SVM classifier follows kernel trick which in-

creases the feature space size which cannot be performed by other classifiers. SVM

generally performed well with small and medium sized feature space. The better den-

sity distribution produced by the proposed D SMOTE is clearly fabricating best re-

sults for the datasets in Table 4.4 namely: SRBCT, Bullinger, Burczynski and Glioma.

M BBO+D SMOTE is best in all datasets, hence it generalizes to use the approach for

balancing in multi-class datasets.

The other observations made from Table 4.4 are:

1) In SRBCT dataset, AUC best scores for NB classifier is 85.6%, while with SVM it
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is 96.2%, with LR is 89.4% and with RF the best scores obtained is 83.7%. The SVM

score rise around 17.4% when compared to the worst score. The dataset performed

worst with BBO+SMOTE model with three classifiers and with NB, M BBO+SMOTE

is producing lowest results.

2) In Burczynski dataset, the best scores are attained by our technique combined with

SVM classifier with score 99.9% which is 17.2% more than the worst score. Our tech-

nique M BBO+D SMOTE are better than all the other techniques with SVM classifier.

In this dataset, the worst score with NB classifier is attained by BBO+D SMOTE with

76.5%. Rest all three classifiers produced worst score with BBO+SMOTE.

3) In Glioma dataset, the best score of 100 is attained by our proposed technique with

SVM classifier, rise with 8.8% when compared to worst score. With LR classifier the

best scores attained by our technique with 92.2% and also M BBO+SMOTE performed

well with 92%. In this dataset, BBO+SMOTE performed worst with all classifiers.

4) In Bullinger dataset, the best score is attained by our approach with SVM classi-

fier with score 99.10%, with rise of 7.2% when compared to worst score. Our model

outperformed with all the classifiers. The worst score with NB and RF classifiers was

produced by BBO+D SMOTE, and rest two classifiers that is LR and SVM performed

worst with BBO+SMOTE.

Our proposed model M BBO+D SMOTE performed best in all the datasets with all the

classifiers. It is analyzed that BBO+D SMOTE did not performed well in two datasets

with NB and RF in one dataset. Although, we have improved D SMOTE such that it

can understand the dataset more precisely. The classification performance degraded due

to the problem of poor exploitation that exists in BBO. The assumption of independent

predictor features of NB doesn’t combine with BBO+D SMOTE.

3) G-mean scores- In Table 4.5, G-mean for all techniques is calculated for optimal

text classification. G-mean indicates how well a classifier can balance the recognition

among different classes. High value of G-mean means that all the classes are consid-

ered without the ignorance of a single class. We can clearly conclude from the table

that our proposed model outperforms among other techniques with difference of 5% to

30%. The value of G-mean signifies the balance measure, and calculated values signi-

fies that it is correctly predicting the majority and minority class. It can be seen that the

best values for most of the datasets are obtained using SVM classifier. The difference

between the G-mean values and AUC values lies in the fact that AUC is a performance

metric that equals to the probability that a classifier will rank a randomly chosen pos-

itive instance higher than a randomly chosen negative one. G-mean is a performance

metric that combines true negative rate and true positive rate at ‘one’ specific threshold

- where both the errors are considered equal. Hence, G-mean works on absolute values.

The various observation made from Table 4.5:
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1) In SRBCT dataset, the best scores are obtained by M BBO+D SMOTE technique.

For NB classifier score achieved is 86.4, while with SVM is 95.9, with LR it is 91.1 and

with RF it is 82.9%. BBO+D SMOTE with SVM also performed good with 91.5%.

The SVM score with our technique rises around 15% when compared to the worst

score. The dataset performed worst with BBO+SMOTE model.

2) In Burczynski dataset the best scores are attained by our technique combined with

SVM classifier with score 97.7% which is 17.2% more than the worst score. Our

technique M BBO+D SMOTE are better than all other techniques. In this dataset,

the worst scores attained with BBO+SMOTE with two classifiers, NB and SVM with

74.1% and 80.5% respectively. The two classifiers RF and LR performed worst with

BBO+D SMOTE with 62.4% and 72.8% respectively.

3) In Glioma and Bullinger dataset, our proposed technique best with SVM classifier

with 98.6% and 97.5% respectively. The worst scores are produced with BBO+SMOTE

technique in both the datasets with all classifiers, except in Bullinger dataset with LR

classifier. M BBO+SMOTE performed worst for LR with 62.3%.

Our model performs best with all the classifiers in all the datasets. The best performance

is achieved by SVM, although the other classifiers also performed well. M BBO+SMOTE

does not work well for one dataset with LR classifier which is due to the lack of influ-

ential outliers. The other reason for degraded performance is the presence of small

disjuncts and noise instances. Also, BBO+D SMOTE does not perform well with RF

and LR for Burczynski.

4) F1-score values- The values are shown in Table 4.6. It can be clearly stated

that higher value of F1-score shows the balancing of dataset, and our proposed model is

generating highest values when compared to other approaches. The value of F1-score

gives the information of the balance between the Precision and Recall. So, the value

of Precision or Recall affects the value of F1-score, hence any zero value will generate

zero. Fairly balanced dataset will generate higher F1-score results and hence our model,

which is balancing the multi-class dataset is outperforming other techniques.

The observations made from Table 4.6:

1) In SRBCT dataset, our proposed approach performed best with all classifiers. The

best score produced is with SVM classifier with 94.2%, with rise of 14.7% compared

to worst score. The worst scores are produced by BBO+SMOTE with all classifiers.

2) In Burczynski dataset, the best score is attained is 96.5% with our approach combined

with SVM classifier. The worst score of 42.3% for RF is obtained by BBO+D SMOTE.

The other three classifiers performed worst with BBO+SMOTE.

3) In Glioma dataset, our approach performed best with 99.8% score with SVM clas-

sifier, and also performed better with all other classifiers. M BBO+SMOTE produces

good results with LR classifier and worst result with NB classifier. Although NB classi-
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fier performed worst with BBO+D SMOTE. All other three classifiers performed worst

with BBO+SMOTE.

4) In Bullinger dataset, the best scores are produced by our approach with all classi-

fiers. The best score with SVM classifier is 97.1%, which is 37.0% value higher than

the worst value which is attained by BBO+SMOTE. All classifiers performed worst

with BBO+SMOTE.

BBO+D SMOTE is not recommended with NB and RF classifiers, due to the mixed

classification performance values. It is producing good results with LR and SVM clas-

sifiers. Our proposed approach can be applied with all the classifiers and to all kind

of datasets varying from low dimensional to high dimensional, and low imbalanced to

highly imbalanced. The comparison and analysis for AUC measure with other mod-

els proposed by authors namely; KNU [122], SMOTE-SF [127], MDO [120], SMOM

[121] and DECOC [125], validate our model as it performed better in fourteen datasets.

All results in Table 4.7, are generalized by considering the average value of 50 runs. By

seeing towards the results, our model outperformed with values in the range from 4%

to 25%.

Table 4.7: Comparison of performance measure (AUC X 100) with different approaches

Dataset KNU SMOTE-SF MDO SMOM DECOC our approach

SRBCT 70.1 76.1 74.2 82.1 71.3 93.5

Burczynski 62.1 82.1 72.1 71.3 69.2 97.2

Glioma 78.5 89.1 69.3 78.6 74.4 99.4

Bullinger 82.3 92.5 79.10 65.9 72.3 98.3

Faults 81.2 78.3 75.4 82.5 71 90.1

Abalone 79.2 85.5 93.9 86.6 82.1 98.7

wine-quality-red 85.6 91.4 95.3 85.2 90.3 98.5

Breast tissue 86.3 83.7 92.5 80.1 91.5 90.4

Glass 89.2 92.3 93.1 82.3 86.3 96.3

yeast 85.6 81.3 92 90.1 86.3 98.6

letter 93.5 90.3 91.4 83.2 87.2 99

Plates faults 72.4 62.1 59.9 69.9 78.2 92.3

housing10 77.3 86 63.2 76.2 78.4 96.2

IIF intensity 86.2 73.17 75.2 82.6 85.4 93.1

gas batch1 81.3 86.3 73.2 96.3 89.2 99

Penbased 10an nn 75.2 68.2 76.9 83.3 95 92.2

dataset32pendigits 79.8 87.1 86.2 78.1 97.1 90.8

The comparison with BERT [179] for Accuracy measure [2] is shown in Table 4.8

for four datasets. The implementation of BERT is performed using tensorflow. We have

considered small datasets to large datasets. We found that our model outperformed

in small datasets but performed equally well in large datasets, when compared with
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BERT. The training of BERT on small datasets results in over-fitting which affects the

classification performance. The pre-training and fine-tuning of BERT is considered

similar to [179].

Table 4.8: Comparison of performance measure (ACC X 100) with BERT

Dataset BERT Our model
SRBCT 93.3 95.6
Glioma 86.1 97.9

Plates faults7 92.7 96.2
dataset32pendigits 93.8 93.5

4.4.2 Statistical Analysis

The statistical test helps in determining whether some given hypothesis is unlikely to

occur with an actual observed data. It helps in bridging the gap between numbers and

methodologies and forming a quantitative picture of the given process.Friedman test

is chosen to compare different techniques and check whether there is any significant

difference between them or not. Friedman test [124] is a non-parametric test, and it is

preferred over the parametric test as for a parametric test we have to take some data as-

sumptions. It assumes k-different experiment-based different techniques and one vari-

able value is determined multiple times. Each cell value is ranked exclusively, columns

symbolize treatments and a row indicates the observed values over the dependent vari-

able and later the ranks of each treatment are added up. The large deviation between the

sum value indicates a lower p-value indicating the techniques are different. The number

of techniques is 6, therefore the authors decided to go with Friedman test.

Friedman test is a highly effective way to prove the technique score by means of a rank-

ing method. Table 4.9 shows the results of Friedman test on AUC for all comparative

oversampling approaches. The conclusion was made after analysis that the D SMOTE

over rules all the other techniques. We have computed the results with degree of free-

dom as 5 which refers to the number of correlated samples minus 1 significant value

(α=0.05). The obtained p-value is less than 0.001, that is 5.456957e-07, which signifies

the result is significant for the proposed technique. Higher value obtained after applying

the test signifies the higher rank of the technique. With the help of rank, we can find

out the significant difference between the techniques.

The omnibus p-value is below the respectable critical threshold of 0.05, so post-hoc

pairwise multiple comparison tests are conducted to discern which of the pairs have

significant differences. These possible post-hoc tests are conducted: the methods of (1)

Conover and (2) Nemenyi.
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For the (1) Conover method, the p-value is adjusted in two ways, first according to the

Family-Wide Error Rate (FWER) procedure of Holm, and next by the false discovery

rate (FDR) procedure of Benjaminyi-Hochberg. The values indicate that the proposed

approach is significantly different than the previously discovered techniques.

The obtained Friedman chi-square statistic is 37.201681. The statistical value of chi-

square indicates the deviation over mean ranks of the treatments (different techniques).

It’s zero signifies that the mean of all treatments is the same, and as this numeric value

increases, it indicates the deviation between means of different techniques. We have

considered the following hypothesis:-

Technique 1:- Rank of model proposed by KNU [122].

Technique 2:- Rank of model proposed by SMOTE-SF [127].

Technique 3:- Rank of model proposed by MDO [120].

Technique 4:- Rank of model proposed by SMOM [121].

Technique 5:- Rank of model proposed by DECOC [125]..

Technique 6:- The proposed approach.

Null Hypothesis:- There is no significant difference between the techniques proposed

by [122], [127], [120], [121], [125] and the proposed technique.

Alternate hypothesis:- There is a significant difference between the algorithms [122],

[127], [120], [121], [125] and the proposed technique.

Table 4.9 shows the average ranks calculated using Friedman test.

Table 4.9: Average rank by Friedman Test results for AUC measure

Techniques Name AUC (Ranks)

Technique 1 KNU 1.26

Technique 2 SMOTE-SF 2.38

Technique 3 MDO 2.68

Technique 4 SMOM 3.9

Technique 5 DECOC 4.1

Technique 6 Our approach 5

4.5 Conclusion

The problem of high dimensionality and problems caused due to imbalanced dataset

is solved by the proposed model. The technique to handle imbalance problem avoids

the problem of small disjuncts and lack of density by creating samples widely. An-

other limitation of improving classification performance is high number of features,

which we handled by modifying mutation operator. The comparison with different

variants of oversampling techniques confirmed the model efficiency. The average mean

of best values of AUC is 98.8, G-mean is 97.4 and F-score is 96.9, which is satisfac-
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tory performance of the proposed model. It was observed that our model performed

best with SVM classifier, when compared to other techniques. To validate our model,

we compared the proposed approach with other four state-of-the-art algorithms on

seventeen datasets. The experiments are carried out on low-dimensional as well as

high-dimensional datasets and our model outperformed other techniques for fourteen

datasets. Hence, our model can be generalized for low-dimensional as well as high-

dimensional datasets. The comparison with the latest classification algorithm BERT on

four datasets, where our model outperformed on three datasets and almost performed

equally well on fourth dataset. It made our model more promising for improving accu-

racy with our new techniques. After observation and statistical analysis, it can be said

that the classification performance is improved with the proposed feature selection and

over-sampling technique. The proposed over-sampling method with a suitable classifier

can be used for other applications.

Our new algorithm is efficient to use for imbalanced dataset. The new technique to

handle high dimensionality with the help of feature selection is helpful in improving

classification performance. In the next chapter we will focus on other technique of tun-

ing parameters of optimization algorithm and classifiers to improve text classification

performance.
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CHAPTER 5

FINE TUNED GRASSHOPPER OPTIMIZATION ALGORITHM
FOR OPTIMAL TEXT CLASSIFICATION

5.1 Introduction

Hyper-parameter optimization is the process of determining the optimal parameter value

before beginning the training process. The main objective of hyper-parameter tuning is

to generate the optimum model for a given problem. Hyper-parameter can be obtained

using several ways. One way is to provide parameters to the objective function to esti-

mate the loss [25]. Another way is to obtain the generalized optimization performance

of the model is the use of cross-validation [26]. For the past few years, the focus has

been on applying the optimization techniques namely Grid Search (GS) [27], Bayesian

Optimization [28], Gradient Based Optimization [29] and Random Search (RS) [26].

Feature selection algorithms emphasize on the selection of important features, hence

improve model accuracy [30]. There are many nature inspired algorithms which are

used to optimize features, namely: Genetic Algorithm [31], Particle Swarm Optimiza-

tion [12], Grey Wolf Optimization (GWO) [32], Multiverse Optimizer (MVO) [33] and

many more. The rise in classification accuracy relies on the selected number of param-

eters that need to be tuned and regions of search space of the chosen algorithm. Thus,

in hyper-parameter tuning, the main problem lies is to choose a different approach from

the existing state-of-the-art approaches. Grasshopper Optimization Algorithm is a new

optimizer proposed by [8]. GOA mimics the behavior of grasshoppers. In a study [139],

researchers proposed a simultaneous approach for feature selection and parameter op-

timization using classical GOA. We proposed tuned GOA for feature selection which

helps to improve classification accuracy.

For the classification problem, supervised classifiers are used. SVM [136] and K-NN

[27] are familiar, high-powered and influential classifiers. For fine tuning, the parame-

ters of classifiers, we chose the Random Search technique. The advantage of Random

Search over Grid Search is that fewer combinations are required to evaluate the solu-

tion. Hence, high-dimensionality does not cause a problem for the technique. The main

motivation of the study lies in the fact that tuning of GOA improved the classification
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performance, generating optimal feature subset. We perform classification performance

using tuned SVM and K-NN classifiers. All datasets are run for 200 iterations using

10-fold-cross validation. To verify our model we compared the propose model with

state-of-the-art models.

5.2 Theoretical Foundations

5.2.1 Grasshopper optimization

The Grasshopper Optimization algorithm (GOA) [8] lies in the domain of nature-inspired

algorithm, established on the mimic behavior of grasshoppers. Following three compo-

nents affects the flying path of grasshoppers: Gravity power (Gj), Air advection (Aj)

and Social interaction (Sj) where j is the j-th individual. The mathematical expression

of the algorithm is represented in Equation 5.1.

Xj = Sj +Gj + Aj (5.1)

Grasshopper Optimization Algorithm social interaction is defined as in Equation 5.2.

Sj =
N∑

i=1,i6=j

s(dji)d̂ji (5.2)

where, dji is the distance measure between the j-th and i-th grasshopper, calculated as

dji = |xi − xj|, s is a function which refers to the power of social forces mentioned in

Equation 5.3, and d̂ji is the unit vector between j-th and i-th grasshopper.

s(r) = fe−r/l
′ − e−r (5.3)

where f refers to the intensity of attraction and l’ represents the length scale. l’ is the

parameter which we selected for tuning in this research. The value of this function is

the cause of attraction and repulsion in grasshopper.

The component G in Equation 5.1 is calculated as in Equation 5.4.

Gj = −gêg (5.4)

where, g is gravitational constant and êg is a unit vector acting towards center of the

earth.

The component A in Equation 5.1 is calculated in Equation 5.5.

Aj = uêw (5.5)
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where u denotes constant drift and ew denotes unit vector in the wind direction. Substi-

tuting values of all components in Equation 5.1 and it constitute into Equation 5.6.

Xj =
N∑

j=1,j 6=i

s(|xi − xj|)
xi − xj
dji

− gêg + uêw (5.6)

where, s(r) is defined in Equation 5.3 and N determines number of grasshoppers.

The swarm model is adjusted and designed, which generates the optimized solution

to an algorithm. The mathematical model cannot be directly used for optimized solu-

tions as grasshoppers reach comfort zone quickly. Hence, for optimization problems, to

be solved by the algorithm is defined in Equation 5.7.

Xy
i = C

N∑
j=1,j 6=i

C
uby − lby

s
s(|xyi − x

y
j |)
xi − xj
dji

+ T̂y (5.7)

where, uby refers to the upper bound value in the y-th dimension, lby refers to the lower

bound value in the y-th dimension, T̂y is the value of y-th dimension in the best solution

of target solution and C is decreasing co-efficient to shrink the repulsion area, attraction

area and comfort area. s is the function defined in 5.3. The c parameter is responsible

for the convergence of swarm so as to reach to the target.

The Equation 5.7 indicates the updated next position based on the current position of

a grasshopper. In GOA algorithm, assume that the best solution obtained so far is

the target solution. During the interaction between the grasshoppers and finding the

target, the best solution gets updated if a better solution is found. The best solution

is selected with respect to the current best position of a grasshopper and other search

agents position. In Equation 5.7, the use of two C have different meanings. The most

left C is used as inertial weight parameter used in PSO. The second C is responsible

for decreasing the different zones namely; repulsion zone, comfort zone and attraction

zone. The parameter C is calculated in Equation 5.8.

C = Cmax − l
Cmax − Cmin

L′
(5.8)

Where, L’ signifies the maximum number of iteration, l is the current iteration, Cmax=5,

Cmin= 0.00005. So, in this work we have tuned l’ from Equation 5.3 and L’,Cmax, Cmin
from Equation 5.8.
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5.2.2 Classifiers

For tuning, the two classifiers are selected namely: K-NN and SVM. We performed

hyper-parameter tuning using a Random Search technique to improve the classification

accuracy. The K-NN approach is applied to various research areas like pattern recogni-

tion [191] and text categorization [192]. The K-NN technique is based on the training

of k instances present in the training set. These k instances will classify d documents

similar to them (k-nearest neighbor). The majority voting method is used to classify

document d, depending on the common category in the neighboring documents.

The improvement in the algorithm depends on the distance of a neighbor, and close

neighbor influence the category of classification. The weight of the document is the

main criteria for calculating the similarity score in the testing set. If testing document

d is similar to more than one k nearest neighbor, then the resulting weight is calcu-

lated by summing up the weights of all documents of the similar category. The sorting

of similarity score is performed, and the top ranked category is the final category of

the test document [193]. For the efficient working we need to know the appropriate

value of k [194]. In our tuning method of random search the best value is obtained

at k=7. The other parameters which yields best value are p (Eucledian distance)=2,

Weight=distance.

The other classifier chosen for classification is SVM. In this research, we consider the

Gaussian kernel for SVM. The advantage of this kernel is that it can handle more num-

ber of kernels when compared to other kernels[195]. The random search technique

tuned cost (c) and gamma (γ) parameters. The range for cost hyper-parameter is 2−2

to 215 and gamma is 2−15 to 25. We have performed 200 runs for each classifier with

10-fold cross-validation. The tuning optimizer is very much dependent on the nature

of the problem. According to the literature survey, it can be seen that random search

is a good tuning model in most scenarios. Process simplicity and computation time are

also advantages of using this model. On comparing different techniques, namely, man-

ual search, random search, grid search, evolutionary algorithms and Artificial Neural

Network, random search performed the best and hence was selected by authors as the

model to tune the parameters of the classifiers.

5.3 Methodology

As stated before, this research aims to know the effectiveness of the Random Search

technique for tuning GOA for feature selection, and for hyper-parameter optimization

of the two classifiers. We employed other feature selection techniques to verify the

efficiency namely: classical GOA, MVO and GWO. We have used the 10-fold-cross

validation method for generalizing the result. Accuracy and ROC measure was used

86



to evaluate the working of the proposed model. In this research, we have optimized

the parameter of the Gaussian kernel [195], (γ), of the SVM classifier. The param-

eter of SVM, cost (C), is also tuned. The Accuracy and ROC curve values are used

as the fitness function to measure the effectiveness. Higher values indicate the propi-

tious hyper-parameter values. Many experiments are employed using meta-heuristic

techniques for feature selection and parameter optimization [136], [139]. Tuning pa-

rameters helps to improve classification performance [27]. Tuned GOA is formalized

to produce a reduced dataset with all essential features. Reducing the dataset helps to

improve the classification accuracy. The reduced dataset is streamed to the tuned clas-

sifiers to generate the classification results. The model starts working after finalizing

the parameter range for tuning of GOA and classifier. The parameters tuned in GOA

algorithm using meta-optimization technique are present in Equation 5.3 and 5.8. The

process of data normalization is performed on selected features. After pre-processing,

the process of tuned GOA for the selected features and tuned parameters of classifiers

ia prescribed as:

1. Initialization of random population of all candidate solutions which consist of

the parameters, corresponds to the selected features of the dataset as discussed in

Equation 5.7.

2. The operators used for reproduction for GOA are pertained to all individuals for

the formation of new population.

3. The best individuals are determined with the help of fitness function.

4. The termination of the search process after setting the maximum iterations. Then,

tuned GOA models produces the best classifier parameters alongside features sub-

set that produces highest fitness function.

5. The subset of features is tested with the developed tuned models.

Parameters that are tuned, range and best values obtained are mentioned in Table 5.1.

The flowchart of the methodology is explained in Figure 5.1.

Table 5.1: Tuning Parameters

Technique Parameters tuned Range Best value

GOA

l’ 0-4 3.1

Cmin N/A 0.00005

Cmax N/A 5

L’ N/A 200

K-NN

k 1-10 7

p 1-3 2

weight uniform distance

SVM
c 2−2 to 215 211

γ 2−15 to 25 22
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Figure 5.1: Flow process of the model

The Algorithm followed is explained in Figure 5.2.
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Parameter(s): P - Initialize control parameters: tuned GoA parameters, tuned
classifier parameters, upper band(ub), lower band(lb), maximum
number of iterations(T), desired number of features(f)

Output: O - Target solution(S)
//Grasshopper algorithm parameters to be tuned
Meta-optimization technique applied for tuning
Cmin: 0.00005
Cmax: 5
l: Range [0-4]
L: 200

j← 0

Initialize Xi: set of random vectors with initial population, where i = 1, 2, . . .
, n), each member with the dimension of 1×f having integer elements in the
valid interval of [lb,ub].

while j < T do
Compute c via below equation

while Member-iterated < Population-size do
Update Xi using Equation 5.7

Round-up the vales of Xi to the most nearest integer

Check the outlier values and modify them with random values lies in
the provided valid interval.

Evaluate the duplicate features and modify them.
Calculate classification error rates of both the classifiers (tuned[K-NN
and SVM]) and analyze the fitness values.
//Parameter tuning of classifiers is done using random search
technique

end
Update S if better solution is found in population.
j = j+1

end
return S

Figure 5.2: Tuned Grasshopper Algorithm used for feature selection
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5.4 Experimental Setup

5.4.1 Dataset

In our research, we have used five multi-class datasets from the UCI repository [196].

The description of the datasets is given in Table 5.2. It can be seen that the datasets we

have chosen are varied datasets in terms of number of features, number of classes and

number of instances. Our priority focused on high-dimensionality datasets.

Table 5.2: Description of multi-class dataset

Dataset Features instances Classes

Glass 9 214 6

Cleveland 13 303 4

Arrhythmia 297 452 16

Libras 90 360 15

Teaching Assistant evaluation 5 151 3

For training/testing method, we have applied the 10-fold-cross validation. Each

dataset is performed with 200 runs to evaluate the results. Teaching Assistant Evalua-

tion is referred as TAE in future Tables.

5.4.2 Objective functions

To evaluate the performance of the proposed model we have computed our results on

two objective functions namely: Accuracy and AUC. It was defined in section 3.2.3 and

section 4.3.2 respectively.

5.5 Results

In this research, we have implemented all the algorithms on Windows 10 64-bit OS,

Intel® Core™ i5-5200U CPU @2.20GHz processor. Results are computed on jupyter

notebook using python. All the algorithms are set to run for 200 iterations with 10-

fold-cross validation. In Table 5.3, we compared the Accuracy measure of our model

with other feature selection techniques namely: classical GOA, MVO, GWO and Grid

Search. We have considered two classifiers tuned K-NN and tuned SVMk. It was found

that datasets like libras and arrhythmia which are high-dimensional datasets produced

accuracy 15-20% higher, datasets like glass, cleveland and TAE shows arise in accuracy

for 10 to 15% higher. The result analysis is:

1. In glass dataset, which is low dimensional dataset, tuned SVM is proven to be

best, with increase of around 25% higher when compared to lowest score. The

90



lowest score was obtained with tuned K-NN with GWO and tuned SVM with

Grid Search. Tuned K-NN with tuned GOA is also best when compared to other

tuned K-NN scores as SVM is good with low dimensional datasets. But, tuned

SVM is recommended to use with tuned GOA.

2. In cleveland dataset, our approach, tuned K-NN with Random Search with K-NN

classifier is proved best. Tuned K-NN is producing 66.2% Accuracy which is

14% higher than the lowest tuned K-NN with MVO. The performance of tuned

K-NN is better than tuned SVM due to random training chosen by the algorithm

for this low dimensional dataset.

3. In arrhythmia dataset, tuned SVM with tuned GOA produces highest score when

compared to the lowest score produced by tuned SVM with Grid search. Al-

though, the lowest tuned K-NN values are produced with GOA and highest tuned

K-NN values are produced with tuned GOA. In this dataset, our approach of tuned

SVM with tuned GOA is producing 18% to 23% higher Accuracy.

4. In libras dataset, tuned SVM with tuned GOA is producing 90.2% Accuracy

which is 5% to 6% higher than the Accuracy produced by other techniques. This

is high-dimensional dataset with large number of instances. Tuned K-NN with

tuned GOA is better when compared to other tuned K-NN techniques.

5. In TAE dataset, tuned K-NN with tuned GOA is producing best results with

71.3% Accuracy. The approach is improving results with 8% when compared

to lowest values of tuned K-NN with other techniques. Tuned K-NN is producing

better than tuned SVM with tuned GOA as classes are clearly separable in the

dataset.

The varied datasets is used for verifying the generalization use of the model. Higher Ac-

curacy indicates the better classification performance with optimal parameters. Tuned

SVM with tuned GOA is recommended for high-dimensional datasets, while tuned K-

NN with tuned GOA for low dimensional datasets.

Table 5.3: Accuracy results for various techniques

Dataset GOA MVO GWO Grid search Our approach

K-NN SVM K-NN SVM K-NN SVM K-NN SVM K-NN SVM

Glass 61.8 67.1 64.7 64.2 50.9 60.2 56.4 55.1 78.3 83.2

Cleveland 52.1 54.7 50.9 47.0 53.4 56.6 54.1 52.9 66.2 60.6

Arrhythmia 55.0 68.3 64.1 71.4 60.6 68.0 62.4 61.6 76.1 82

Libras 76.4 85.2 75.3 85.8 79.7 84.1 72.1 76 86.6 90.2

TAE 62.9 57.6 68.8 54.1 69.9 54.4 55.6 49.4 71.3 60.3
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In Figure 5.3, AUC plot of glass dataset is represented. All the techniques are repre-

sented in different colours. Tuned SVM with tuned GOA is represented with red color,

Tuned SVM with tuned K-NN is represented in green color, tuned GOA with SVM

is shown with dark blue color, tuned SVM with tuned MVO in sky blue color, tuned

K-NN with tuned GOA in pink color, tuned K-NN with tuned MVO in yellow color,

tuned SVM with tuned GWO in grey color and tuned K-NN with tuned GWO in black

color. It can be seen that AUC for glass dataset produces similar results with both tuned

classifiers. Tuned GOA and SVM with 85% score shows rise of 3% when compared to

tuned SVM with classical GOA technique and 14% rise when compared to tuned SVM

with GWO technique.

Figure 5.3: AUC plot of Glass dataset

In Figure 5.4, represent the AUC plot for arrhythmia dataset. Tuned SVM with

tuned GOA is represented in red color, Tuned SVM with tuned K-NN is represented

in green color, tuned GOA with SVM is shown with dark blue color, tuned SVM with

tuned MVO in sky blue color, tuned K-NN with tuned GOA in pink color, tuned K-NN

with tuned MVO in yellow color, tuned SVM with tuned GWO in grey color and tuned
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K-NN with tuned GWO with black color. The dataset is high-dimensional dataset and

producing good results with our model. AUC score is 90% with tuned GOA and tuned

SVM. The rise of score in our model is from 9% to 25%. Our model perform best with

high-dimensional as well as low-dimensional datasets. 10-fold-cross validation method

is applied for computation of all the results.

Figure 5.4: AUC plot of arrhythmia dataset

In Table 5.4 comparison of the proposed technique is performed with other proposed

researches [139], [136] and [135]. We concluded that our research produced better

results than all the techniques with good Accuracy rise.
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Table 5.4: Comparison of Accuracy results

Dataset [139] [136] [135] Our research

K-NN SVM K-NN SVM K-NN SVM K-NN SVM

Glass 68.2 68.5 73.3 70.8 66.2 65.3 78.6 83.5

Cleveland 50.2 53.3 51.6 57.7 40.1 51.0 66.4 60.6

Arrhythmia 70.5 66.5 56.3 50.3 48.1 45.5 76.1 82.3

Libras 89.2 87.5 89.5 90.0 75.6 70.1 86.6 90.2

TAE 50.1 56.1 66.2 70 67.3 60.2 71.3 60.3

5.6 Conclusion

This study propose a novel approach of tuned GOA with tuned classifiers. The tuned

GOA is used for feature selection to reduce the problem caused due to high-dimensionality,

and increase the classification performance. The Random Search technique is used for

the parameter optimization of the two classifiers- K-NN and SVM. The Gaussian kernel

of SVM is used for hyper-parameter optimization. We have tested the proposed model

on 5-real-world datasets from UCI by computing classification accuracy and AUC mea-

sures. In the different performance measure, our model performed better than the other

state-of-the-art techniques. The best accuracy was obtained with a high-dimensional

dataset, although the proposed model worked well with low-dimensional dataset as

well.

The performance of text classification is improved by performing various pre-processing

techniques. In the next chapter, improvement in the text classification performance is

achieved using a transfer learning framework. The transfer learning framework works

on trained model and predicts classes for new data. A new framework for heteroge-

neous domain adaptation is introduced.
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CHAPTER 6

OPTIMAL HETEROGENEOUS DOMAIN ADAPTATION FOR
TEXT CLASSIFICATION

The prime challenge of unsupervised symmetric heterogeneous cross-domain adapta-

tion is to train the source domain and apply the trained knowledge to the target domain.

Most of the existing algorithms for unsupervised transfer learning create the subspace

of the source domain features and target domain features for training purpose. It is a

computational extensive process as most of the techniques require labeled source data.

Many techniques also suffer from the loss of originality of features in both domains.

This chapter aims to consider the feature vectors of both the source and target domain

for training the data based on similarity of exemplar (feature) vectors of different in-

stances, known as Instance Similarity Feature (ISF).

6.1 Introduction

In this digital era, where knowledge content is increasing, managing the data becomes

difficult. The abundant amount of data makes the classification of text, training the

dataset, data analysis, and many more activities a tedious task [153]. Various models

are developed that aim to transfer the knowledge available in source domain to classify

the text in target domain [40]. The transfer learning approach is already developed and

used in many other areas like object recognition [41] [42] event detection [43], clas-

sification of images [39] and text categorization [44]. The basic ideology is to learn

from a model that has been already worked upon to transfer the knowledge from source

to the target set, but there should be some connection/threshold similarity between the

features/domains of the source and target set. In the literature, several transfer learn-

ing techniques have been developed for domain adaptation. Techniques like manifold

embedded distribution alignment, transfer component analysis, transfer joint matching,

have been proposed by researchers in [46]. However, many of the techniques in litera-

ture suffered from limitations like optimizing the marginal distribution [197], maximiz-

ing the domain separation error [198], preserve the originality of source domain [40]

and degenerated transformation of feature space [45]. Sometimes, it is difficult to study
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and work on specific datasets and domains due to the lack of available stable data. If the

problem is new and there is confined knowledge about the data, then there is no histori-

cal data to learn about the domain [45]. Hence, to bridle the limitations of conventional

existing techniques, transfer learning techniques are proposed.

When the data pattern and feature learning is a difficult talk due to high dimensional

dataset [2] sub clusters of data instances are formed to begin learning in the form of

small clusters. This technique is also known as divide and conquer. The target object

instance is mapped over the clusters, and similarity vectors are formed to decide on

the target instance. But many times it is difficult to form cluster categories due to the

complex distribution of source object instances. Instead of working on explicit sub-

categorization/clustering, the multimodal distribution can also be learned and worked

by an exemplary vector-based approach. We propose to use the similarity with a set

of exemplars as instances for classification. Contrasted and the low-level highlights re-

moved legitimately from the sensor information, the similarity vectors include a center

level component that has semantic implications. A classifier is prepared utilizing the

similarity vector, just like the significant level model prepared by the sub-classification

scores, accepting that every model is a subclass classifier, and the comparability esteem

is the classifier’s score. These similarity vectors are used alongside with initial source

vector information to train the classifier in a more advanced manner so that the classifier

at the end, is able to handle and work on the target space.

The proposed model works with symmetric heterogeneous domain adaptation for ho-

mogeneous transfer learning. Choosing the optimal set of exemplary vectors is a com-

plex and rigorous process. Initial studies opted for random selection process, but it did

not able to do proper justification on the method. Few other alternatives were proposed

by [198] [46] but, not very optimal one. In our proposed work, a learning policy with

k-means centroid model is proposed. Further target instance space is spread over the

principal components (for better visualization in case of high dimensional data), then

K-means clustering is applied to know more about intra and inter relationships for data

instances. The centroid are initially selected as the exemplary target vectors. This selec-

tion is done within a window space, as the data is large and usually distributed unevenly.

Hence, it is difficult to process all of it at once. These vectors are used to develop the

similarity mapping. Selecting the optimal value for parameter k and the window size is

deduced from the learning policy. Learning policy consists of the old centroid, current

centroid and the cost. Cost function is computed using euclidean distance between the

old and current centroid and the Accuracy parameter value at the end of each classifier

computation iteration. This is to learn about the regions in target space which dominate

the output, hence best suited to be chosen as exemplary vectors. We have proposed

two models, ISF and KISF, for transfer learning techniques. KISF technique uses K-
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Table 6.1: Predictive Results summary of F1-score

Notation Description
x and y feature vector
Ds Source Domain
Dt Target domain
ω weight vector
E Exemplar vector set

sf() Similarity function
Is,It Input vector subspace
Is,⊥ Orthogonal subspace
Mε Matrix for exemplar vectors

means clustering to overcome the problem observed in ISF technique. To reduce the

problem of dimensionality, nature-based optimization techniques, namely: Ant Lion

Optmization (ALO), PSO and BBO are used. For classification purpose, we have used

three classifiers LR, RF and SVM. The new hybrid models are proposed with feature

selection namely; K-means Instance similarity Feature with ALO (KISFA), K-means

Instance Similarity Feature with PSO (KISFP) and K-means Instance Similarity Fea-

ture with BBO (KISFB). The comparison of classifiers is performed using F1-score and

Accuracy. The comparison with other eleven techniques proposed by the researchers

was implemented to explore the performance of our model for symmetric heterogeneous

domain adaptation.

6.2 The Proposed framework- KISF

6.2.1 Notations

In this section, we will elaborate the use of some notations. We have used lower case

alphabets and upper case alphabets for the source and target domain respectively. We

have also used the similarity function (). All notations are listed in Table 6.1.

6.2.2 Instance Similarity Features (ISF)

6.2.2.1 Similarity exemplars

Similarity learning is a field in Artificial Intelligence that relates with supervised ma-

chine learning. It is associated with classification and regression. However, its main

objective is to learn a similarity function that calculates how similar or comparable any

two occurrences or instances are. Similarity learning has broad applications in various

systems such as ranking, recommendations, visual identity tracking, speaker verifica-

tion and facial recognition. In the field of machine learning, artificial intelligence, and

pattern recognition, we define a feature as an individual quantifiable characteristic or
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property of an occurrence being measured. Selecting independent, informative and dis-

criminating features is a significant step for efficient algorithms in recognizing patterns,

their classification and regression.

In Machine Learning (ML), representation of feature vectors is in the form of numeric or

symbols known as features. It is the mathematical representation of an instance/object

and can be analyzed easily. The numerical representation of ML algorithms is nec-

essary to process the features and perform statistical experiments. The features have

gained importance in recent times in the era of artificial intelligence especially in the

areas of ML and pattern recognition/processing. In classification, feature vectors are

same as correspondent vectors used by linear regression for statistical experiments for

explanatory variables. Explanatory variable are those variable, which can be indepen-

dent variable but are not significantly statistically independent.

The introduction feature vectors in ML algorithms helps the practitioners in practical

analyses and representation of object in mathematical way more effectively. The anal-

ysis with the use of feature vectors becomes easy and significant as many techniques

are introduced for the implementation. Euclidean distance is mostly used metric for the

comparison of the given feature vectors of two instances or objects. In the field of image

processing, pixels in image can be used to represent features, gray-scale intensity, color

and edges and many more. Text classification features can be number of occurrences of

word in a text. The features in text classification are based on the application like senti-

ment analysis, spam filtering and other application. Features can vary from application

to application. In speech recognition techniques, some generally used features are noise

ratio, noise level, sound frequency variation and much more. The use of feature vectors

is popular for image processing area, when focusing in the analysis of an attributes of

an image. There are many existing algorithms that currently work on feature vectors in

classification problem namely: Neural Network techniques, statistical techniques and

K-NN algorithms. To support our study, we evaluate a problem on binary classification,

in which each of the input is represented in the form of feature vector x and y ε 0, 1 is

the true label of x. Binary Classification, as the name suggests is the task of classifying

elements into one of two classes/groups. Some applications of binary classification are

and not limited to: sentiment classification, spam detection, product reviews, and can-

cer detection.

We consider a set of labelled occurrences from one point which we call as ‘source do-

main’. This is denoted by Equation 6.1.

Ds = (xsi , y
s
i )
N
i=1 (6.1)

where, N is the total number of instances in source domain. We also consider a set of

unlabeled occurrences from another point, which we call as ‘target domain’. This is

98



shown in Equation 6.2.

Dt = {X t
j}Mj=1 (6.2)

where X consists of x1, x2.....xn, signifies the features in the target domain and M repre-

sents the total number of instances in target domain. In order to train a linear classifier,

we assume a general state of a weight vector, that is, ω as such that x is considered

likely to be 1, if ωTx ≥ 0. Here, T refers to transpose of the weight vector. The basic

mechanism will be to just train a classifier from Ds. In unsupervised heterogeneous

domain adaptation, the main aim lies in the operating method by focusing on both Ds

and Dt to grasp a righteous ω to test the target domain. To make unsupervised domain

adaptation feasible, we have assumed that the source and the target domains belong to

the related space and their features have enough similarity.

Our method works as follows. The first step in our method is the random selection of a

fraction of target occurrences from Dt and worked on the instances to normalize them.

Thus, the resulting vectors are termed as exemplar vectors. These are symbolized and

shown in Equation 6.3.

E = {εk}Kk=1. (6.3)

where ε is a single instance of exemplar vector. In the next step, after calculating the

similarity with εk, the transformation of each instance ′x′ has been performed from the

source domain and converting it into a contemporary new feature vector. It is repre-

sented by Equation 6.4

g(x) = [sf(x, ε1), ..., sf(x, εK)]T (6.4)

where, T signifies the transpose and sf(x, x′) can be defined as similarity function

between x and x′. Here, x′ belongs to the exemplar vector set E. In our method, the dot

product is used as sf2. We use Equation 6.4 to transform each labeled source domain

occurrence into a K-dimensional vector. Once this transformation is completed, the

combining of the new feature vector begins with the original source feature vector.

The manipulation has been performed by combining the feature vectors of all provided

labeled source occurrences for the purpose of training a classifier. The same process is

followed by target domain as well. In the target domain, each target occurrence must

also conjoin the new K-dimensional instigated feature vector. The exemplar vectors for

the method are chosen erratically from the accessible target instances.

6.2.3 Heterogeneous Domain Adaptation

In this section, we describe the training of our model.
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6.2.3.1 Learning in Target Space

The research in [197] [199] indicated that the option of unsupervised domain adaptation

is possible in a way by combining the new learned common weights for target features

with the simultaneously training of related trained features. The establishment of in-

duced feature rendition is performed in the same way. Firstly, we examine the study

suggested by the researchers in [199] [197]. It was observed that for NLP tasks, the

input vector space ′I ′ is usually high-dimensional. However, the existing space where

input vectors are present, they may be of lower dimension due to the strong feature

dependency that usually belongs to NLP techniques. For instance, when we specify

binary features from the same pattern such as the preceding word; they are mutually

exclusive. Additionally, for the source and target domains, the actual low-dimensional

spaces are generally different, that can be the reason of distributional difference between

the domains and domain-specific features. The subspace Is is defined as the (lowest di-

mensional) fraction of I traversed by domain input vectors from all sources. We define

subspace It in a similar way. We designate Is,t = Is ∩ It, as a shared subspace between

the two domains. The Is,⊥, is defined to be the subspace that is orthogonal to Is,t. The

combination of Is,⊥ + Is,t is Is. Similarly, it can be specified I⊥,t. Fundamentally Is,t,

Is,⊥ and I⊥,t are mutually orthogonal shared subspaces that are domain-specific.

Three subspaces that were discussed above are projected in terms of the input vector

x in the Equation 6.5.

x = xs,t + xs,⊥ + x⊥,t (6.5)

Correspondingly, a linear classifier ’c’ can also be decomposed into cs,t, cs,⊥ and c⊥,t,

and or a basic technique where c simply learns from Ds. Assume c⊥,t as 0, the learned

component. If the component of any source instance c⊥,t is 0, hence in training error,

there will not be any reduction by any non-zero c⊥,t. Furthermore, any nonzero cs,⊥,

that model trained from Ds, would not have impact on target domain because xs,⊥ = 0

for all target instances. This implies that ω trained from Ds, only cs,t is some use for

domain transfer.

The researchers in [197] [157] propose that an untagged target instance can aim

to “correlate” the training of ω⊥,t with ωs,t. It was observed that only use of induced

feature representation that does not include original feature vector appended to it, the

same above mentioned situation can be achieved. Firstly, the matrix Mε is defined,

where exemplar vectors from ε are taken as column vectors. Hence, g(x) defined in

Equation 6.4, will be formulated as MT
ε x. Let, the linear classifier be ω′ that is trained

from the reconstructed labeled data. The prediction done by ω′ is based on ω′ᵀMᵀ
ε x,

that is identical as (Mεω
′)ᵀx. This confirms that the trained classifier ω′ for the induced

features correspond to a linear classifier ω = Mεω
′ for the original features. It is easily
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visible that Mεω
′ is basically Σkω

′
ke
k, which is denoted by E, a linear coalescence of

vectors. The ’e’ is abstracted from It. The Equation that is formulated is shown in

Equation 6.6.

.ek = eks,t + ek⊥,t (6.6)

Therefore, we have two points that can be noted from the Equation 6.7, 1) The

trained classifier ω does not contain any integral component Ix,⊥ in the subspace. This

is satisfactory for target domain as no such a integral was useful. 2) The trained classi-

fier ω⊥,t improbable be zero, as its training is “integrate” with the training of ωs,t along

with ω′. Consequently, only those features were picked up that were target-specific or

correspond to applicable familiar features.

ω = Σkω
′
ke
k
s,t + Σkω

′
ke
k
⊥,t (6.7)

Practically, to attain effective results, the induced features are embedded with orig-

inal features. It may find implausible as these results in an expand feature space rather

than restricted feature space. In this research, the typical L2 regularizer [200] is owned

during training. Hence, there is an impulse to transfer the mass to the secondary in-

duced features, and not let the value decreased to zero. It results in non-sparse space

solution consist of features. The previous studies have justified the combined use of

the new induced features with the original features [201] and marginalized denoising

auto-encoders [202], where researchers worked on semi supervised techniques.

6.2.3.2 Reduction in Domain Divergence

The studies in [203] regarding domain adaptation focus on the features in the hypothe-

sis space, to decrease the error occurs in source domain. It was found that their study

was not able to separate the source and target instances. In our work, if we continue to

use the induced features only, then it was observed that the hypothesis space excludes

the Is,⊥. It makes the model resistant to distinguish clearly between source and target

domain instances. To confirm this finding, the three feature representation error is re-

ported in Table 6.2, these are:

1) ε̂s- signifies the training fault occurs in the source domain.

2) When the model is trained to dissociate the source and target instances, then fo-

cus is on classification error.

3) Once the classifier is trained on source domain instances, the focus is the error
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occurs in the target domain and denoted by ε̂t.

Table 6.2: Error reduction Table

Features ε̂s Domain separation error ε̂t

Original 0.000 0.011 0.283
ISF- 0.120 0.129 0.315
ISF 0.006 0.062 0.254

ISF- denotes that only induced ISF are included.

While ISF denotes the combined space of feature vectors of source and target domain.

The results depict that ISF have achieved relatively low source domain error, ε̂s, and

hence, increases the domain separation error. These two factors that reduction in source

error and increase of domain separation error will lead to a reduction in target error ε̂t.

6.2.3.3 Exemplar Vector Selection

Until now, all the exemplar vectors in our method are randomly chosen from the target

instances, and one important assumption we make for these exemplar vectors is that

they contain some target-specific features. However, this assumption cannot be guar-

anteed to be satisfied by simply choosing random instances from the target domain.

For example, in an extreme case, if all the chosen instances did not contain any target-

specific features but only common features, i.e., I⊥,t = 0, then our method is not able to

learn an appropriate weight vector for target-specific features. Therefore, we examined

that random selection of exemplar vectors may lead to two potential limitations:

1) It is possible to choose some “poor” exemplar vectors that may only contain common

features.

2) The result of our method might be relatively unstable, since it is highly dependent on

the proportion of “poor” exemplar vectors.

To solve these two limitations, we further propose to apply a clustering approach to

cluster all the target instances into K clusters, and then treat the K cluster centroids

as our exemplar vectors. This is our second proposed model KISF. Specifically, we

first employ the well-known K- Means clustering algorithm to perform clustering on

the available target instances, where Euclidean distance is used to measure the instance

similarity. Next, the resulting K-cluster centroids are utilized to form our exemplar

vectors and Equation 6.4 is reformulated as Equation 6.8:

E = {ck}Kk=1 (6.8)
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where c(k) refers to the centroid of the kth cluster. Here, K are the total number of

clusters. The chosen K-means clustering technique is an hard partitioning unsupervised

technique. The goal was to create K clusters from the target space based on the above

objective function ’E’. According to the minimum distance of the vectors, the particular

instance is assigned to the cluster. After all the vectors are clustered, the mean of all

cluster is calculated, which belongs to a particular cluster. For the next iteration, the

calculated mean value is assumed as a new centroid of that cluster. This process is

repeated until the present centroid matches with the previous iteration centroid. The

prime goal of K-means is to cluster the relatable exemplary vectors with the use of an

objective function.

6.2.4 Optimal Feature Selection

From the survey [153], feature selection improves the classification performance. It

re-weights the features and consider only relevant features. As we are working on high-

dimensional features and mapping them into low-dimensional subspaces, each feature

must be different and independent of values. After analyzing the results of both of the

algorithms (ISF and KISF), we focused on the problem of high dimensionality. Hence,

the use of nature-based optimizer leads to amplify the results of the K-means. We have

used nature-based optimization techniques, namely: ALO, PSO [204] and BBO [2] for

the feature selection as a pre-processing step. The ALO technique [204] [205] focus

on the mechanism of hunting present in the behaviour of ant lions naturally. Five steps

that are involved in the technique are trap building, prey-catching, trap re-building,

ants entrapment and random walk of ants. In the algorithm initialization of antlion

optimizer is done with n random ants or prey. The position of each prey represents

the combination of selected features. For hunting a prey, different antlion positions are

initialized with k. At every iteration, the antlion is selected for hunting, using roulette

wheel mechanism. Algorithm performs random walk around the ants and the antlion.

According to the last two random walks, when the fitness of ant becomes better than the

fitness of antlion, the ant is eaten by antlion and position of ant is grasped by antlion.

The maximum iterations are applied till algorithm converge to produce best solution

[206]. This technique is chosen because of high exploration and high convergence

results. The technique also avoids the local optima problem. The three proposed hybrid

models are K-Means and ALO (KISFA), K-means and PSO (KISFP) and K-means and

BBO (KISFB). Finally, we have used Equation 6.4 to derive the K-dimensional vector

for each source and target instance. The working of ALO as feature selection is shown

with the help of flow chart in Figure 6.1.
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Figure 6.1: Flow chart of ALO as feature selection.

The complete working of the proposed model is shown in Figure 6.2.
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Figure 6.2: Flow process of the model.
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6.3 Experimental Setup

6.3.1 Dataset

To prove the model effectiveness, we performed experiments extensively on four datasets.

We have also compared our model with state-of-the-art techniques for six datasets. The

four datasets on which we performed experiments are namely; Amazon product review

[152] referred as AP, ACE 2005 multilingual training corpus [207] referred as ACE,

Gene Named Recognition [208] referred as NER and Spambase dataset [209] referred

as spam. ACE dataset is retrieved from Linguistic Data Consortium, spam from UCI

and other datasets from different website. These dataset are comprised of different do-

main and every dataset is randomly divided into training and testing dataset irrespective

of domain. All datasets are validated using 10-fold cross validation.

AP dataset have 24 categories consist of review of particular product in form of text,

rating, help votes, meta data of product and links of the product viewed by user. We

sampled 800,000 reviews and analyzed the sentiment using positive and negative polar-

ity. The dataset has around 83 million reviews and with 5 classes.

ACE 2005 multilingual training corpus contains English, Arabic and Chinese dataset.

The site which stores data perform on the areas like recognition of entities, relations,

temporal expressions, values and events. This corpus focuses on event extraction mech-

anism.

NER also known as entity identification, entity extraction and entity chunking. This

dataset contains chemical protein interaction track. It consist of information about de-

velopment set abstracts, entity mention annotations and chemical protein detailed rela-

tion annotations. We have extracted dataset from the link. 1

Spambase dataset [210]-This dataset consist of emails from various advertisement sources

of web sites , products, fraud money schemes and chain bulk mails. This dataset has 58

attributes and 4601 instances. 20Newsgroup (20NG) [151] [40] contains 20,000 doc-

uments that are evenly distributed into 20 different domains. We have extracted this

dataset from the link 2 .

AFPBB dataset [152] is ”AFPBroadBand News” that includes Japanese articles consist-

ing of different categories namely: Sports, Politics, IT Science, environment, Lifestyle

and 10 more categories. It consist of 20,000 articles. We have extracted this dataset

from the link 3. We have compared our results with nine different state-of-the art ap-

proaches on 12 combinations of datasets. The result is displayed in the Table 6.7. We

have performed corpora preprocessing for outlier detection using DBSCAN to improve

1http://www.biocreative.org/media/store/files/2017
/chemprot sample.zip.

2https://snap.stanford.edu/data/web-Amazon.html
3http://www.afpbb.com/

106



performance. It gathers the points which are closer to each other according to eucle-

dian distance and considers those points which lies in low-density region and known as

outliers.

6.3.2 Baselines

1) SVM, LR and RF- We proposed our model with these supervised classifiers. The

linear Kernel of SVM [153] is used. Default parameters of LR and RF is set for the

experiments. SVM is a classification algorithm that can create the boundary between

group of vectors that belongs to a particular class to those that do not belong to a partic-

ular class. Linear kernel produces high performance when there are high dimensional

features. Logistic Regression is widely used for binary classification problem like can-

cer detection and more binary problems [211]. LR also produced good performance

in classification in the literature. Another classifier for high-dimensional data used is

Random Forest [212].

2) Structural Correspondence Learning (SCL)- This is cross-domain adaptation semi

supervised technique [198]. It basically selects the pivot features to establish the cor-

relation between the features in source and target domain. In final supervised technique

the matrix for mapping is obtain to train source domain dataset.

3) ALO - This metaheuristic technique [204] focus on the mechanism of hunting present

in the behaviour of antlions naturally. Five steps that are involved in the technique are

trap building, prey-catching, trap re-building, ants entrapment and random walk of ants.

This technique is chosen because of high exploration and high convergence results. The

technique also avoids the local optima problem.

4) PSO - It is nature population-based technique introduced by [213]. The technique

is dependent on the group of flocking birds trying to find the optimal path in search

of food. Each bird known as ’particle’ owns a velocity and position vector to find the

optimal solution. It works on the two principles: communication between particles and

knowledge of optimal path. The particles share the optimal path to other particle and to

store the best position and velocity vector, PSO uses pbest and gbest [2].

5) BBO - Another benchmark optimization technique for feature selection is BBO.

BBO is based on migration of species between the islands. The Habitat suitability in-

dex, immigration rate and emigration rate represents mathematical model of BBO. The

immigration rate and the emigration rate depends on SIV (Suitaibility Index Variables).

BBO as feature selection is implemented in [2].

6) Transfer Independently Together (TIT)- The TIT [153] is generalized method for

transferring information for different domains. This method used multiple transforma-

tion with re-weighting of samples and landmark samples. Graphs are used for landmark

selection.
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7) Softly Associative Transfer Learning (sa-TL)- sa-TL [151] uses non-negative matrix

transformations (NMTF). The two NMTF’s are joined with sa-TL. It reduces the differ-

nce between word cluster matrix and cluster association matrix.

8) Temporal Convolutional Neural Network (TDCN)- The TDCN [152] approach is

used to transfer information based on Deep Convolutional Network. The input is given

in the form of characters. Input number of character is fixed to 1014. The deep model is

constructed with 6- Convolutional layers and 3-fully connected layer. The size of large

frame is 1024 and small frame is 256 with two window size of 7 and 3.

9) Kullback–Leibler (KL)- The KL [214] is a feature based transfer learning technique

which depends on the distribution similarity of features. The features are re-weighted

according to the similar distribution in source and target distribution respectively.

10) Triplex Transfer Learning (Tri-TL)- The Tri-TL [44] technique uses distinct and

also shared theory for cross-domain text classification. It divides the whole theory into

three fields: 1) distinct theory, 2) alike theory and 3) identical theory. The total number

of word clusters is set as 50. The number of distinct, alike and identical theory is set to

10, 30 and 30.

11) HIDC- It is a general probabilistic framework [215] for cross-domain learning in

text classification. The number of distinct concepts are set as 10, identical concepts as

20 and homogeneous concepts as 20 and number of clusters of word k as 60.

12) FSUTL-PSO- In the study [46], PSO is used for feature selection based on the

fitness function. To reduce the fear of selection of degenerated features the common

features are selected according to the score of fitness function.

13) PA- The researchers in [154] proposed novel method of progressive alignment for

heterogeneous domain adaptation. The model is trained to learn new feature space

which is transferred to dictionary coding scheme.

14) 10-fold-cross-validation - To verify the all experiments performed we have used

10-fold-cross validation technique.

15) Statistical significance- To prove statistical significance we have used ANOVA test.

Our proposed method KISFA proved to be significantly better than other method.

6.3.3 Objective Functions

To measure the performance of the classification technique, Accuracy [153] [216] and

F1-score [194] was chosen. Accuracy (A) is a prosaic way to calculate the performance

of classification techniques. It is defined as the number of correct identification of

classes by the classification model. F1-score is also known as F-measure, and it calcu-

lates the classes which are incorrectly classified. Accuracy and F1-score are calculated

using Precision (P), Recall (R) with the help of CM (Confusion Matrix) [45] [2].
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6.4 Result

We have implemented and analyzed our model on Windows 10 professional on 2.2

GHZ, 16 GB RAM and i7 processor. The platform we have used for running our al-

gorithms is python3 with libraries tensorflow, keras, numpy and openCV. This section

shows the results of the experiments carried out on the four datasets. Each dataset is

randomly divided into two different sub-datasets, referred as source and target dataset.

Every dataset has cross-domain task to be trained and tested.

A) F1-Score without feature selection- Table 6.3 displays the results of F1-score for

the four datasets without feature selection. It can be depicted that K-means Instance

Similarity Feature technique performed better than Instance Similarity Feature tech-

nique for mostly all of the datasets, except ACE datset. The other three datasets per-

formed well with SVM classifier. The KISF technique in AP dataset shown improve-

ment with all classifiers with 6% rise in F1-score. The ISF technique performs best

with SVM classifier for ACE dataset. The spam dataset performs very well with KISF

technique with a rise of 8% when combined with SVM. The NER dataset also showed

improved result with all the classifiers with KISF, rise with 4.4%. It was analyzed that

in the three datasets, KISF with SVM proved to be the best.

Table 6.3: F1-score

Dataset ISF KISF
LR RF SVM LR RF SVM

ACE 50.1 44.3 58.5 43.3 48.2 55.5
AP 40.3 46.5 52.1 42.6 51.3 58.4

spam 43.4 45.1 40.8 48.2 48.6 52.5
NER 46.2 54.4 45.3 44.9 56.5 59.8

B) Accuracy without feature selection- Table 6.4 indicates the Accuracy of all the

datasets. It can be easily seen that KISF performed best with SVM classifier in all the

datasets. In NER dataset RF performed same as SVM with KISF. The performance

of ACE model is raised from 3% to 8% with rise of SVM classifier to 8%. The per-

formance of Amazon and spam increases from 3% to 25%. The best value in amazon

and spam dataset is exhibit with SVM classifier with Accuracy of 76.2% and 74.4%

respectively. In NER dataset, RF and SVM classifier performed same with the rise in

performance from 6% to 11%. The following observations can be made from Table 6.3

and Table 6.4:-

a) The F1 score values for KISF model ranges from 43.3% to 59.8% and Accuracy

values for the same model ranges from 45.8% to 69.5%, which is very satisfactory per-

formance of the model.
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Table 6.4: Accuracy

Dataset ISF KISF
LR RF SVM LR RF SVM

ACE 42.5 48.8 52.6 53.7 50.3 60.4
Amazon 43.2 48.5 53.7 48.5 56.7 76.2

spam 30.5 48.0 50.5 45.8 62.1 74.6
NER 56.4 58.3 58.1 62.67 70.4 69.5

b) It can be analyzed that KISF with SVM for all the datsasets for both fitness functions

produced higher results when compared to other classifiers, except in case of NER

which is giving better results with RF classifier. Thus, using SVM with KISF is highly

recommended.

c) The KISF model is producing better results with rise of 3% to 13% for F1 score

and 5% to 25% in Accuracy score, with respect to ISF values. The k-means clustering

approach has been proven effective for all the datasets. The advantage of clustering al-

gorithm in our approach made clear difference in the results, which can be due to easily

adaptation to the new patterns.

C) F1-score with feature selection- Table 6.5 displays the results of F1-score of the

four datasets with feature selection approach. We have applied feature selection ap-

proach to KISF techniques, as it was depicted from Table 6.3 and Table 6.4, that KISF

was better technique to be used for transfer learning domain adaptation than our ISF

technique. The proposed optimal models namely; KISFA, KISFP and KISFB are being

analyzed for F1-score and Accuracy. The F1-score values is displayed in Table 6.5 and

Accuracy scores are displayed in Table 6.6. We have compared the results of our pro-

posed techniques. It is analyzed that best values is produced by KISFA in most of the

datasets. In Table 6.5, for ACE dataset, the rise of 18.3% is depicted for its best value,

with SVM classifier. In AP dataset, KISFB performs best with 4.5% than KISFA, it can

be due to different variance of instances. In spam and NER dataset, KISFA performed

outstanding with rise of 13.3% and 23.3% in the best values respectively. Both the val-

ues performed best with SVM classifier. The observations that can be made from Table

Table 6.5: F1-score with feature selection

Dataset KISFA KISFP KISFB
LR RF SVM LR RF SVM LR RF SVM

ACE 51.7 50.8 78.2 52.5 49.3 60.5 48.2 52.6 63.4
AP 43.5 58.6 63.1 22.1 46.8 59.9 50.4 57.3 67.6

spam 50.5 47.4 75.4 49.3 58.6 48.8 46.9 55.7 62.3
NER 40.2 66.1 88.5 50.0 60.9 70.3 53.8 61.1 65.8

6.5 are:-

a) The KISFA technique is producing better rise from 2% to 28% from KISFB technique
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and 1.5% to 26.6% than KISFP technique. Their results produced exception result in

case of AP dataset which is producing slightly better results for KISFB technique with

SVM.

b) The KISFA technique is not performing well with RF classifier for ACE, AP and

spam dataset but performed well with NER dataset. LR classifier with KISFA tech-

nique doesn’t work well with AP and NER dataset.

c) The comparison of values of Table 6.3 and Table 6.5 depicts that optimal feature

selection gives us better performance than using techniques with classical conventional

classifier. This can be due to removal of unnecessary features and high convergence

rate of optimization algorithms.

D) Accuracy with feature selection- Table 6.6 shows the Accuracy score of all the

four datasets. It can be clearly seen that our proposed model KISFA perform better than

the other proposed model KISFP and KISFB. Among all the three traditional classifiers

SVM performed best in our model. LR performance is the least preferred classifier for

our model. The proposed model with SVM classifier boost up the F1-score by 10% to

20%.

In Table 6.6, Accuracy of all the datasets are calculated. The Accuracy is calculated

Table 6.6: Accuracy with feature selection

Dataset KISFA KISFP KISFB
LR RF SVM LR RF SVM LR RF SVM

ACE 68.1 70.3 85.5 56.0 42.5 50.2 60.6 57.4 74.9
AP 70.9 78.6 97.7 55.3 70.4 81.5 60.7 82.8 84.2

spam 61.2 82.4 93.7 58.2 57.1 72.6 64.8 66.2 84.5
NER 70.5 82.9 93.8 72.6 70.8 82.3 78.1 78.3 92.6

using feature selection algorithm with KISF technique, as it performed better than the

other proposed ISF technique. It can be observed that Accuracy achieved by KISFA

with SVM classifier is the highest when compared to other techniques. In all the four

datasets the model KISFA with SVM performed best, although other two classifiers

also performed well in some of the cases. LR performance was the worst among all

classifiers for all the datasets and RF performed nearly good in two datasets. It can be

clearly seen that the performance of ACE rises nearly to 7.4%, AP performance rises

to 17.3%, spam to 21.1% and NER to 11.5%, when compared to best values among

KISFA, KISFP and KISFB technique respectively. Hence, our model, KISFA per-

formed best among the proposed optimal three models. We performed 50 iterations

to check the significance of the techniques.

The following other observations can be made:-

a) The KISFA technique performed best with all the classifiers in comparison to KISFB

except in NER dataset with LR classifier. The SVM classifier with KISFA technique is
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recommended to use for transfer learning approach for heterogeneous domain adapta-

tion.

b) In comparison to KISFP technique KISFA produced better results with all the clas-

sifiers except for NER dataset with LR classifier. The KISFA technique is producing

better values than both KISFP and KISFB techniques respectively. This can be due to

the high convergence of Ant Lion Optimization algorithm.

c) From Table 6.4 and 6.6, the use of K-means clustering with feature selection approach

is justified. The nature of guaranteed convergence and adaptation to new examples of

K-means algorithms have proved significance addition to our proposed model ISF. The

hybrid of KISF technique with ALO has been proven as more better models than KISF

with PSO and KISF and BBO. We perform the parameter sensitivity test on population

size. After analyzing the best Accuracy produced on the population size of a technique,

the experiments were performed.

E) Comparison with State-of-the-art techniques- In Table 6.7, we compared our

model with nine different models on six datasets, proposed by researchers. We per-

formed the comparison with other models, mentioned in 6.3.2 and proposed in ([153],

[151], [152], [214], [198], [44], [215], [46] and [154]) . It can be observed that our

model achieved the best average Accuracy among all the models. The proposed model

enhanced the Accuracy for four datasets ranging from 6% to 25%. Our proposed model,

KISFA outperformed the transfer learning task in four out of six datasets. We have cal-

culated the average Accuracy to generalize the best performance, and it can be clearly

seen that our model performed better in terms of average Accuracy. TIT, sa-TL, TDCN

and KL techniques perform better than other techniques but our model is better. TriTL

and HIDC, produces second worst results because of not separating associate cluster

matrix for heterogeneous domain adaptation. It was observed from Table 6.7 that al-

though technique TIT uses an auxiliary data to train the dataset, but, our model performs

better than TIT with 6% higher average Accuracy. Our model also performed better

with higher average Accuracy of 21% than semi supervised SCL which have labelled

source data. We have conducted 50 iterations and assume best Accuracy among all the

iterations. TIT perform better than our model in ACE and AFPBB dataset that can be

because of multiple transformations and re-weighting of samples. The techniques sa-

TL and TDCN produced good performance, but inferior scores to our model. In 20NG

dataset PA and HIDC produces third and second best Accuracy results respectively, but

our model still produces best result with 2.5% higher than HIDC. This can be due to the

use of cluster centroids as exemplar vectors. The proposed model is better than the FP

technique for all the datasets with rise from 20% to 30%. Our model outperformed the

PA technique in five datasets and performed almost equivalent in one dataset.
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6.4.1 Error reduction

Figure 6.3: Error graph of ACE and AP

Figure 6.4: Error graph of Spam and NER

In Figure 6.3 and Figure 6.4, x-axis denotes the epochs which means iterations for

which the graph is constructed and y-axis denotes the error calculated by reduction

formulae given in the section 6.2.3.2. The Figure 6.3, error reduction graph is for ACE

and AP dataset. The black colored line denotes the error point for the original model on

the given dataset ACE without feature selection. A red line denotes KISFA technique

on same dataset, green line denotes original feature set of AP dataset, blue line denotes

the KISFA on AP dataset. In Figure 6.4, the graph shows the error reduction results for
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spam and NER dataset. The black and green colored lines denote the original feature set

with ISF technique on spam and NER dataset respectively. The red line and blue line

depicts the error points for KISFA technique for spam and NER dataset respectively.

The dark blue line is of the domain separation error in terms of error reductions in both

the graph. It can be seen that domain separation increases then domain separation error

increases, hence decreasing the target error. The reduction in target error depends on

both the training error on the source domain and domain separation error, when we train

the features on different domains of the source and target instances.

6.4.2 Parameter Sensitivity Test

To measure the parameter sensitivity of optimization techniques, we have considered

population size as important variable. Although there are many other control variables

in optimization algorithms, but the variable population size can highly affect the per-

formance of the models. The population size is highly dependent on the application.

Hence, to study the affect of population size on our application we used different vari-

ants of population size. The population of model means the number of individuals

taking part in the evaluation as habitats in BBO, number of swarms in PSO and in ALO

it is the number of Ant Lions. Each technique is tested with five different population

sizes 20, 50, 100, 200 and 400. The Accuracy is considered as the fitness function to

measure the analysis. Different colours are used for different population size, red for

20 population size, 50 with blue colour, 100 with green colour, 200 with yellow colour

and 400 with pink colour. Iterations are plotted on x-axis, while Accuracy measures are

on Y-axis. Every model runs for 1000 iterations for the setting of optimal parameters.

The result is a convergence curve showing the change in Accuracy measure. Figure 6.5

represents the ALO, Figure 6.6 shows PSO and Figure 6.7 shows BBO. In Figure 6.5,

it can be easily analyzed that population size of 400 is giving best results and highest

value of 97.7 at 798th iteration. Figure 6.6, produces the best value at population size of

100 at 800th iteration. At population size 200, the Accuracy started decreasing. Figure

6.7, depicts the curve and it shows that at population size of 50 with 995th iteration,

it obtains best value. The best value is obtained is 92.6. BBO again gained the good

results at population size of 200 at 1000th iteration.

Figure 6.8, compares the Accuracy measure with respect to population size. On X-

axis, the population size is considered and on y-axis, Accuracy measures are plotted.

A red colour denotes line of PSO technique, blue colour line for BBO technique and

green colour line for ALO technique. As we can depict that all the three techniques

increases the Accuracy with the increasing number of iterations. After analysis, ALO,

PSO and BBO is performing best at 400, 100 and 200 than the other population size.

It can also be depicted that Accuracy score is always upward in ALO, while fluctua-
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Figure 6.5: sensitivity analysis for ALO

Figure 6.6: Sensitivity analysis for PSO

tion can be observed in other two techniques. The proposed model KISFA achieve the

highest Accuracy.

6.4.3 Statistical Significance

To validate the working of our model, the statistical test ANOVA is executed. ANOVA

test is considered when the results are variable and is dependent on the experimental
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Figure 6.7: Sensitivity analysis for BBO

Figure 6.8: Comparison of Sensitivity analysis

values of factors. The selection of ANOVA test is done on the basis that we have more

than two groups to be compared. To execute test, the experimental factors that are sig-

nificant to change the scores are determined. In our study, we have mainly considered

one-way factor which causes significant change in results, that is techniques. The result

of ANOVA model is shown in Table 6.8, where leftmost column describes the tech-

niques, with subsequent columns as Degree of freedom (DoF), Sum of Squares (SS),
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Mean square (MS), F-statistics and P-values. The row represent the results Between

Groups (BG), within Groups (WG) and Total results. The ANOVA model signifies that

individual techniques as well as grouped techniques are significantly different, with

95% confidence level (p-value ≤ 0.05). In Table 6.9, the ANOVA test summary is rep-

resented to analyze the significance. In results, it can be depicted that highest mean

score and low standard deviation and standard error is achieved by our model, which

signifies that our model is significantly better than other techniques. As p-value is less

Table 6.8: Descriptive statistics

Technique DOF SS MS F-stat p-value
BG 8 3945.5139 493.1892 9.1797 0.002
WG 45 2417.6701 53.726
Total 53 6363.184

than 0.05, so null hypothesis is rejected, stating that there is significant difference be-

tween the groups.

Table 6.9: Data summary of ANOVA

Groups N Mean Std.Dev Std.Error
TIT 6 87.6 6.1165 2.4971

Sa-TL 6 85.1 8.4603 3.4539
TDCN 6 85.25 4.9682 2.0283

KL 6 82.9 5.8658 2.3947
SCL 6 72.883 6.627 2.7055

Tri-TL 6 76.33 5.8284 2.3794
HIDC 6 79.3057 10.3539 4.227

FP 6 62.8667 10.6884 4.6366
our model 6 93.55 4.0153 1.6393

6.5 Conclusion

In this research, we have proposed a generalized optimal model for heterogeneous do-

main adaptation, KISFA. We have proposed and tested five models for heterogeneous

domain adaptation in transfer learning namely: ISF, KISF, KISFA, KISFP and KISFB.

The KISFA, KISFP and KISFB are optimal models. The proposed approach is mainly

based on feature vectorization, exemplar vector selection using similarity between the

features and use of K-means clustering technique in choosing the best exemplar vectors.
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Moreover, we can further observe that by using the cluster centroids as exemplar vec-

tors, it can bring significant improvements over our ISF method in all the four datasets.

It can be analyzed that best model depicted after extensive experiments on four datasets

with 10-fold cross validation is KISFA. We have chosen the varied datasets to verify

the working on different domains. The use of feature selection techniques proven to

be beneficiary for the better classification results. The mean Accuracy varies from 60.1

to 92.6 and F1 score 43.37 to 76.3 for optimal models. The parametric sensitivity test

shows the convergence of ALO is best, hence producing the best model when combined

with KISF. The model validation is completed with statistical ANOVA test which signi-

fies the KISFA better technique than other techniques. The comparison with other nine

state-of-the-art techniques prove the working of our model as best and can be used for

transfer learning process.

For the future scope we will develop heterogeneous transfer learning. We will also pro-

pose model to work on parameter sensitivity values and experiment for feature selection

with more upcoming nature based techniques.

Publication
The work discussed in this chapter is under review in:

Khurana, A., and Verma, O.P. Optimal Heterogeneous Domain Adaptation for Text

Classification in Transfer Learning, Expert Systems and Applications.
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CHAPTER 7

CONCLUSION AND FUTURE SCOPE

In this thesis, we formalize the algorithms for the improvement of text classification.

The models can be used to classify text for review datasets, healthcare datasets, senti-

ment classification etc. The developed models have been compared with the existing

state-of-the-art models and shown significant results for different performance mea-

sures like AUC curve, Precision, Recall, Accuracy, G-mean and F-measure. Proposed

models perform well quantitatively and qualitatively.

7.1 Summary of the work done in the thesis

To address the problems that occur during text classification, different models were

proposed.

• The novel approach of nature-based optimization as feature selection with an en-

semble classifier for optimal text classification is proposed. To overcome the

problem of high-dimensionality, technique using an ensemble classifier with a

feature selection approach using BBO is explored. The proposed technique of

BBO and ensemble classifier is compared with other individual models with state-

of-the-art algorithms available in the literature on all datasets. The model pro-

duces better results as compared to individual classifier. Results are compared

using different performance measures.

• The technique is developed to handle imbalance problem which avoids the prob-

lem of small disjuncts and lack of density by creating samples widely. Another

limitation of improving classification performance is high number of features,

which we handled by modifying mutation operator of the optimization technique.

The comparison with different variants of oversampling techniques and state-of-

the art techniques confirmed the model efficiency.

• Another way to improve text classification is with the help of hyper parameter

tuning of optimization techniques. We proposed a novel approach of tuned GOA

with tuned classifiers. The tuned GOA is used for feature selection to decrease
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the problem caused due to high-dimensionality, and increase the classification

performance. We have used random search technique for the parameter opti-

mization of the two classifiers- k-NN and SVM. We have tested the proposed

model on 5-real-world datasets from UCI by computing classification accuracy

and AUC measure. In the different performance measure, our model performed

better then other state-of-the-art techniques. The best accuracy was obtained

with high-dimensional dataset, although proposed model worked good with low-

dimensional dataset as well.

• Another model is proposed using transfer learning approach. We have proposed

a generalized optimal model for heterogeneous domain adaptation, KISFA. We

have proposed and tested five models for heterogeneous domain adaptation in

transfer learning namely: ISF, KISF, KISFA, KISFP and KISFB. The KISFA,

KISFP and KISFB are optimal models. The proposed approach is mainly based

on feature vectorization, exemplar vector selection using similarity between the

features and use of K-means clustering technique in choosing the best exemplar

vectors. Moreover, we can further observe that by using the cluster centroids as

exemplar vectors, it can bring significant improvements over our ISF method in

all the four datasets. It can be analyzed that best model depicted after extensive

experiments on four datasets with 10-fold cross validation is KISFA. We have

chosen the varied datasets to verify the working on different domains. The use of

feature selection techniques proven to be beneficiary for the better classification

results.

7.2 Future work

• The future work will include more ensemble classifiers with other upcoming op-

timization algorithms.

• Focus on training deep neural networks using tuned meta-heuristic algorithms.

• Transfer learning on heterogeneous data to be explored in future. Heterogeneous

data have different features on both the datasets that is used for training and test-

ing. The information extracted from image will also be explored to training tex-

tual dataset.

• Model for the improvement of text classification with multi-objective optimiza-

tion algorithm.
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[185] J. Alcalá-Fdez, A. Fernández, J. Luengo, J. Derrac, S. Garcı́a, L. Sánchez, and

F. Herrera, “Keel data-mining software tool: data set repository, integration of

algorithms and experimental analysis framework.,” Journal of Multiple-Valued

Logic and Soft Computing, vol. 17, 2011.

[186] A. Frank, A. Asuncion, et al., “Uci machine learning repository, 2010,” URL

http://archive. ics. uci. edu/ml, vol. 15, p. 22, 2011.

[187] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel,

M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, et al., “Scikit-learn: Ma-

chine learning in python,” Journal of machine learning research, vol. 12, no. Oct,

pp. 2825–2830, 2011.

[188] G. Douzas, F. Bacao, and F. Last, “Improving imbalanced learning through a

heuristic oversampling method based on k-means and smote,” Information Sci-

ences, vol. 465, pp. 1–20, 2018.

[189] D. J. Hand and R. J. Till, “A simple generalisation of the area under the roc curve

for multiple class classification problems,” Machine learning, vol. 45, no. 2,

pp. 171–186, 2001.

[190] Y. Sun, M. S. Kamel, and Y. Wang, “Boosting for learning multiple classes with

imbalanced class distribution,” in Sixth International Conference on Data Mining

(ICDM’06), pp. 592–602, IEEE, 2006.

138



[191] M. Kumar, M. Jindal, and R. Sharma, “k-nearest neighbor based offline hand-

written gurmukhi character recognition,” in 2011 International Conference on

Image Information Processing, pp. 1–4, IEEE, 2011.

[192] X.-F. Zhong, S.-Z. Guo, L. Gao, H. Shan, and J.-H. Zheng, “An improved k-nn

classification with dynamic k,” in Proceedings of the 9th International Confer-

ence on Machine Learning and Computing, pp. 211–216, 2017.

[193] C. Thornton, F. Hutter, H. H. Hoos, and K. Leyton-Brown, “Auto-weka: Com-

bined selection and hyperparameter optimization of classification algorithms,” in

Proceedings of the 19th ACM SIGKDD international conference on Knowledge

discovery and data mining, pp. 847–855, 2013.

[194] A. Khurana and O. P. Verma, “Pso based optimal text classification using tuned

k-nn and feature weighting,” International Journal of Information Systems and

Management Science, vol. 1, no. 1, 2018.
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