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ABSTRACT 

Face recognition can be termed as one of the most common uses of computer vision and image 

processing, in which a computerised system automatically recognises a person's face from a 

big image collection or even a live video. This thesis focuses on facial recognition, a topic that 

has received a lot of attention due to its usefulness in a variety of civilian and military 

applications. These systems are being used for numerous objectives like fraud management, 

security etc. and improving user experience. Face recognition algorithms have been developed 

in a variety of ways, with varying degrees of success. Due to the dynamic nature of the human 

face and the various stances it might adopt, this challenge is difficult to solve. In the present 

project, we propose to use YOLO which utilizes fewer samples as compared to CNN as the 

initial object detection method. We have used transfer learning on YOLO to use it for detecting 

faces. For finetuning face recognition models, we suggest a transfer learning (TL) method 

which combines TL techniques with CNN. Transfer learning may be used to train long-lasting, 

top-performance ML models that need less time and resources as compared to models learnt 

from the ground up. We executed transfer learning on a pretrained face recognition model to 

create a network capable of generating correct predictions on considerably smaller datasets. 

To achieve acceptable accuracy, convolutional neural networks are known to require big 

datasets. This project presents a solution to this problem by minimising the number of people 

involved, thereby reducing the number of training examples to one while maintaining near-

perfect accuracy applying the transfer learning principle. 
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CHAPTER 1: INTRODUCTION 

 

1.1 Brief  

The human face is a one-of-a-kind reflection of one's unique personality. Face recognition is a 

method of identifying a person by comparing a captured picture to previously saved images in a 

database. It is a technique that let computers to recognise or verify an individual from an image or 

video frame. It's been extensively used in various security systems to safeguard access control as 

a biometrics solution. Despite its lesser accuracy than other biometrics technologies such as 

fingerprint or iris recognition systems, face recognition has the inherent benefits of being easy to 

acquire and non-invasive in nature. New applications have emerged in recent years. Face 

recognition is in great demand since it is utilised in a variety of applications like video surveillance, 

human-computer interaction, and video indexing. 

 

In Military, security is the most important factor. The topic selected is selected keeping in view, 

the importance of continuous surveillance by employing various software and hardware. In recent 

years Face Recognition has been proved to be of great utility. It can help various Military 

establishments to monitor their incoming and outgoing traffic. In the present project, Deep 

Learning techniques are being exploited for real time identification and recognition of faces. 
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1.2 Background & Problem Motivation  

Since the 1960s, face recognition has been a study topic. Theoretical interests of cognitive 

scientists, face recognition is a technique for verifying or identifying someone's identification by 

glancing at their face from the front or behind. A single photograph or a video feed Software for 

facial recognition is used. It's used for a multitude of things, security and healthcare as well. To 

maintain track of the patient's medication consumption and to give control measures. Researchers 

have increasingly paid enhanced time to this area. Experimenting with a huge variety of models 

and continually refining those that currently exist. Building a face recognizer is tough, especially 

if the dataset is small, as in practical scenarios. The main challenges when the dataset is limited is 

if someone’s face may seem different from usual, yet various persons might have similar 

appearances. Consider creating a recognizer for unlocking mobile IDs. To construct a face 

recognition system, it would be unfeasible to need the user to submit lakhs of images.  

 

1.3 Aim 

The motive behind this research is to use one-shot learning to construct a real-time facial 

recognition system.  

It should be simple to use and maintain up with the system. As a result, a web service will be built 

as well. If a user wishes to add additional individuals to a system eg; when a corporation employs 

new staff, this makes it easier. Because this is an actual-time facial recognition system, it is also 

critical to consider the system's speed. All algorithms have the same goal: to locate an individual 

in a video and categorise them accordingly. 

The system must be adaptable to different situations. Installing this at a company's entryway, 

where it should be able to distinguish workers approaching the doorway, is one scenario. 

Other uses for the technology include security applications and self-driving automobiles, in which 

the system detects the driver and adjusts the driving parameters appropriately. 
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1.4 Scope 

This thesis is constrained in a number of ways. A face recognition system may be utilized in a 

number of unique ways as open to user’s imagination. It can be used by any industry may it be 

defence, retail, pharma, academia, corporates, or any industry or field for that matter. In fact, in 

future, each corner of the planet would be populated with the high-end face recognition systems. 

If implemented thoroughly, the terrorist attacks can be completely avoided, the criminals won’t be 

able to find hiding places. There would be no safe shelters for the anti-social elements as 

surveillance would be carried out at all places all the time. Many practical situations like crowd 

control and nabbing of the miscreants can be done. Although, the technology is still very far from 

the perfect system wherein the masked faces also can be identified from far distances, but even 

today, the system provides many practical solutions which can be implemented in almost all 

spheres of life. 
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CHAPTER 2: LITERATURE REVIEW 

 

The chapter starts with an explanation of the methodologies utilised by a short review of CNNs 

and their typical topologies. The chapter then moves on to discuss face detection, identification, 

and picture categorization. 

 

2.1 Convolutional Neural Network 

Convolutional neural network or CNN is a well-known and widely used approach for image 

categorization (CNN). There are numerous CNNs, all of which have the same basic structure but 

vary in construction. All CNNs have the same fundamental structure. The convolutional layers 

include numerous kernels, each of which is responsible for calculating 13 feature presentations of 

the picture. The feature presentation is known as feature maps, which include face values. 

Following that, a pool layer attempts to subsequently reduce the resolution that are of the feature 

maps. The process flow comprises of certain steps, plus there are usually many convolutional plus 

pooling layers. To recap, the first convolutional layer detects edges in the image, which is referred 

to as low level features. Following that, the following convolutional layer is in charge of extracting 

more abstract characteristics. One function that may be utilised in the last layer is the Soft max 

function. 
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Fig 2.1: CNN architecture. (Jeremy Jordan, Convolutional Neural Networks, 26 July 2017) 

 

2.1.1 Common CNN Architectures 

There are several CNNs, each with its own architecture. The section that follows will provide 

information of typical CNN architectures. 

InceptionResnetv1 can be defined as a hybrid Inception module with a convolutional neural 

network. InceptionResnetv1 has a comparable computational cost as Inception-v3. The 

computational cost specifies the amount of processing power required by the network. 

InceptionResnetv1 adds a residual connection to the output of the convolutional procedures.  

As a result, the original convolutional is supplemented by a 1x1 convolutional. The residual 

connection replaces the pooling procedures of the Inception module in InceptionResnetv1. [1] 

Inception-v3 is a 42-layer deep. There is a pre-trained model available for usage which is trained 

on lakhs of photos. Because it has fewer parameters, this architecture is more efficient than 

previous Inception designs. Inception-v1 and Inception-v2 are the two prior versions. It had a low 

incidence of errors and performed well in the competition. ImageNet offers 15 million high-

resolution photographs that have been tagged and organised into 22.000 categories. [2] 
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Another network is Resnet18. The size of the dataset may influence which networks are chosen. 

A situation where dataset is very small, say in case of a college or a class or a small company, it is 

desirable that very few layers are there, therefore network with subsequently fewer layers may be 

desirable when dataset is small. [3] 

Alexnet, a convolutional neural network, is introduced in ImageNet Classification using Deep 

Convolutional Neural Networks. Alexnet is the very first successful neural network, as per the 

ImageNet dataset. Eight layers make up the network, 5 of them can be termed as convolutional 

and 3 of which are completely connected. [4]  

Squeezenet achieves AlexNet-level correctness with 50% less attributes and a model size of 

0.5MB, as shown in the article. This network has a total of 18 layers. Squeezenet is a network 

created specifically for small datasets. [5]  

 

2.1.2 Multi Task Cascade Convolutional Neural Network 

Mtcnn, is a cutting-edge facial recognition system. At the same time, the network may provide 

bounding box frames, 5-point facial landmarks, with detection probability. It is a deep multi-task 

15 framework that improves working by using the inherent relationship between them. The work 

is divided into three phases. In P-Net, the candidate window is generated using a shallow 

convolutional network. R-purpose Net's is to remove number of non-face windows as possible. 

Using a more sophisticated network, O-Net refines R-output Nets. The model, has a layered 

structure with three tiers of carefully constructed deep convolutional networks that categorise face 

with landmark locations. The network outperformed the competitors in the FDDB as well as 

WIDER FACE face detection benchmarks. It keeps the network running in practical time, enabling 

it to be utilised in a practical system. The structure is shown in Figure 2.2. 
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Fig 2.2: MTCNN (Kaipeng Zhang, Zhanpeng Zhang, Zhifeng Li, MTCNN, 24 July 2018) 

 

2.2 One-shot learning 

This is an object classification problem, and machine learning algorithms often need thousands of 

samples to train, forming a large dataset. On the other hand, one-shot learning aims to learn 

knowledge from only one or a few instances. In machine learning, learning from tiny samples is 

still a key challenge. As a consequence, the method is complicated since each class may have a 

limited number of examples, implying a fixed instances of training instances and, in certain cases, 

just one pic for each one of them. This problem arises in a variety of real-life situations. 

 

2.3 Transfer learning 

Transfer learning (TL) stores knowledge from one problem & apply it to a different but related 

issue. Assume a system is designed to recognise human faces in a photograph. We have cases 

wherein we have models which we have trained or the system has been on lakhs of faces, also 

known as pre-trained models as we call them, may be used to address related difficulties without 

the requirement for large quantities of data. 

Although traditional ML technology has had a great deal of success and has been utilised in a 

number of real-world applications, it still has certain limitations in specific situations. A large 

number of labelled training instances with the same frequency as the test data is the best machine 
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learning scenario. However, acquiring adequate training data might be excessively expensive, 

time-consuming, or even impossible in many circumstances. Semi-supervised learning may be 

able to assist solve this problem by reducing the need for great amounts of labelled data. To 

improve learning accuracy, semi-supervised techniques frequently use a less amount of labelled 

data and a big amount of unlabelled data. Unlabelled samples, on the other hand, might be difficult 

to come by, rendering the resultant standard models inadequate. 

A possible machine learning paradigm for tackling the aforementioned difficulty is transfer 

learning, which emphasizes on knowledge transfer between domains. It's possible that the concept 

of transfer learning came from educational psychology. Learning to transfer is the result of 

experience generalisation, according to generalisation theory of transfer by psychologist C. H. 

Judd's. It is possible to transfer from one circumstance to another as long as a person extends his 

experience. The link between two learning activities, according to this idea, is a prerequisite for 

transfer. 

Transfer learning, also recognised as inductive transfer, is the way of exchanging knowledge and 

broad feature extraction skills from a model that has now been designed to recognize features in 

one domain to a new model that will learn more particular characteristics appropriate to a different 

domain. This method to machine learning offers a number of solutions and may help decrease the 

entry barrier to developing good-performance models. When DL is applied to data that is very 

small to gain substantial features, transfer learning, with its ability to draw on previous information 

from models that completed lengthy time of training on greatly large datasets, may deliver 

improved performance.  

To put it differently, a model created from scratch may extend more correctly with less training 

examples than a model built from scratch. This gives up a number of ways for promptly fine-

tuning models to a particular dataset and training with alternative training parameters that would 

be impossible to change on a model that is being trained from nick. 
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2.4 Siamese Neural Network 

It is a kind of ANN that uses the ditto weights to calculate comparable output vectors while 

working in parallel on two unique input vectors. Two input photos are communicated to neural 

networks as part of the network's architecture. After that, the model creates different feature maps, 

or vectors, containing the face representations. After that, a distance function is used to generate 

these vectors in order to identify the resemblances between the two feature maps. Why exactly do 

we train the system, basically, the purpose of training is to decrease the distance function for 

similar classes while growing the distance function for uncorrelated classes. [6] 

 

2.5 Face Detection 

A technique for recognising and searching a face in an image or video is called as face detection. 

There are various nodal points on anyone’s face, somewhere around 80 plus, like distance between 

eyes, jaw line width, forehead size etc. Now, these nodal points are different for each individual. 

The algorithm calculates differences among these factors and compare them with the images 

stored in the system and generates an output based on the comparison and calculation. There are 

a few options for accomplishing the tasks. It is possible to build a convolutional neural network 

(CNN) from scratch, which would need a large amount of data, or to use a pre-trained model that 

has already been trained on lakhs of faces. When the dataset is small or the issue to be addressed 

is connected to the problem of the pretrained model, the model which has already been made to 

learn by feeding it with various labelled and unlabelled data, the latter technique is helpful. All 

algorithms have different sizes. As a consequence, certain algorithms work better on websites and 

mobile phones. 

Due to variable postures, illuminations, and occlusions, face detection in unconstrained situations 

may be problematic. Photographs with human faces are easily recognised by humans. This is, 

however, a challenging task for computers. Deep learning, on the other hand, has been shown 

through study to provide good results in this discipline. 
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2.6 Face Recognition 

A face recognition system can identify a person based on an image or video frame by carrying out 

calculations by virtue of it’s training by the supervised & unsupervised learning with images. Face 

recognition systems use many approaches, but normally in usual sense, they function by 

comparing photos from a provided image inside a database. The model recognises all photos in 

the database given. Euclidean distance is a standard function that may be used to categorise a given 

picture from a database of images. A facial recognition system may be utilised in a variety of 

situations. They are often employed in security applications, for example. They may also be 

utilised in self-driving automobiles to forecast the person and modify all car settings for them. 

 

2.7 FaceNet 

FaceNet offers an unvarying embedding for applications like as face recognition, confirmation, 

and clustering. Another word for embedding is feature map, which refers to a vector representation 

of values pertaining to the face. It maps each face picture into a Euclidean space, where distance 

correlates to facial similarities. More precisely, a picture of person X will be put near to other 

photographs of person X, but another person that can be named as Y will be positioned far away 

from person X. 

Now, how Facenet carry out it’s learning of the mapping from the photos and builds embeddings. 

To conclude, the embeddings obtained may be utilised straight away for face recognition, 

authentication, and clustering using, for example, Support Vector Machine (SVM) or K-Nearest 

Neighbors (K-NN). Facenet learns using the Triplet loss function. 
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2.8 Triplet Loss 

When an anchor and a positive in a given dataset reflect that same person, triplet loss reduces the 

distance between them. As a consequence, the other distance i.e.  between the anchor and a 

negative that displays a unique individuality is optimised. As a result, a photograph of an anchor 

(person A) must be closer to positive pictures (all pictures of person A) and farther away from 

negative images. 

 

Fig 2.3: Triplet Loss 

2.9 OpenCV Haar Cascades 

Haar Cascade is a classifier that is not a convolutional neural network but is linked to convolutional 

neural networks. A Haar Feature is comparable to a CNN kernel. Thus, in a CNN, the kernel values 

are confirmed by training, while the Haar-Feature is calculated manually. 

2.10 OpenCV DNN 

This is an Opencv module, as stated in Section 3.5. It is possible to employ a pre-trained 

Tensorflow model, which is also detailed in section 3.5. This is, nevertheless, a deep neural 

network that may be utilised for inference using a pre-trained model. Caffe, Tensorflow, Darknet, 

and PyTorch are among the frameworks supported by OpenCV DNN. This module may be used 

to construct a variety of applications, including face detection and object identification. [7] 
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2.11 Support Vector Machine 

Support SVM, or Vector Machine, is a learning model which has been supervised and is data-

driven. This model may be used for both classification as well as regression. SVM employs a linear 

dividing hyperplane to divide data into two groups. Two classes are shown in the image above, 

with grey dots indicating one and blue squares indicating the other. A hyperplane which is there 

in the middle separates these two groups. The optimum hyperplane for this separation must be 

chosen carefully. Kernels are often employed in SVM, and several kernels may be utilised 

depending on the data and application situation. A kernel approach in machine learning is referred 

to as a kernel in general. It's a linear classifier-based technique for tackling non-linear problems 

[8]. 

 

Fig 2.4: SVM 

2.12 Gaussian Naïve Bayes 

The Gaussian Nave Bayes (GNB) approach builds a linear classifier using supervised learning. 

The GNB i.e.  Gaussian Nave Bayes is parted into three parts. First, it assumes the data has a 

normal distribution when dealing with real-time data with continuous distribution. Next, 

Multinomial Nave Bayes may be employed in multinomial distributions with frequencies as the 

features. Finally, if the features are autonomous or Boolean, they were formed by a Bernoulli 

process, thus a BNB classifier might be utilised. [9] 
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2.13 K-Nearest Neighbours 

K-Nearest Neighbours is a supervised learning approach that may be used to carry out the solution 

of regression and classification issues. A classification difficulty results in class membership. As 

a result, the categorization of an item is decided by the votes of its closest neighbours. For example, 

if k = 1, the object is than provided to the class that is adjacent to the neighbour. If there is a 

regression issue, the resulting output is the object's property value. The worth of an item is the 

mean of its k closest neighbours' values. [10] 

 

2.14 YOLO 

R-CNN is the first to introduce deep learning-based object identification methods. However, the 

detecting technique for a single picture takes around 40 seconds. SPP-Net suggested spatial 

pyramid pooling to improve detection speed and alleviate the issue of fixed input picture size 

(SPP). The detection speed is substantially quicker than R-CNN due to this structure. Fast R-CNN 

demonstrates ROI pooling, which is quicker in training and detection than R-CNN. Furthermore, 

the approach uses Softmax as a classifier rather than SVM [11]. Faster RCNN offered region 

proposal network (RPN) and delegated region proposal selection to RPN. R-FCN provides the 

principles of position-sensitive score maps, employs deeper shared network layers, and then 

significantly increases detection speed. 

YOLO is the first CNN-based one-stage detector. The method separates the input picture into grid 

cells and then predicts the coordinates and classification for each cell directly. Although the 

detection accuracy is lower than that of two-stage detectors, the speed is many times quicker. The 

updated versions of YOLO demonstrated excellent performance on PASCAL VOC [13] and 

remained quick, allowing the approach to satisfy the demand for real-time detection in practise. 

On the COCO dataset, YOLOv3 used a novel network backbone dubbed darknet-53 and obtained 

promising results. We utilised the YOLOv3 architecture as our basic network structure and 

enhanced in numerous ways; I evaluated the approach on the WIDER FACE data set and the 

FDDB dataset and obtained noticeably higher performance. The suggested approach may be 

employed in real-time face detection applications at various sizes.  
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CHAPTER 3: TECHNOLOGY STACK 

 

3.1 The Text Editor 

As an IDE, Visual Studio Code content management was employed. This Integrated Development 

Environment (IDE) is compatible with a wide range of programming languages. It comes with a 

connected code editorial management, compiler, CLI (command line interface), and breakpoint 

debugger that can debug both machine and source code. It has been flattened down for the goal of 

creating and investigating modern online and cloud App development. 

3.2 Language of Programming 

We use Python 2.7 and Python 3.6 as programming languages. Python allows for fast system 

integration and a basic working environment that even inexperienced users can learn and use 

quickly and effectively. Because it is an interpretative, general-purpose, and may be used to 

develop networks, servers, and a number of other applications. It is based on object-oriented 

programming. It also has a straightforward syntax that allows developers to easily write accurate, 

logical code for both large and small projects. 

3.3 Google Collaboration 

Google Colab, similar to Jupyter Notebooks, is a free cloud administration for artificial intelligence 

and research. It provides an enhanced platform for running fully configured deep learning 

applications, as well as additional access to a powerful GPU. We may utilise Google Collaboratory 

to build a wide range of data-intensive apps utilising the low-cost Tesla K80 GPU with Keras, 

Machine Learning, and TensorFlow. Google Colab benefits the project. 

GPU support is completely free. 

1. It enables remote users and developers to exchange Jupyter Notebooks, other files, and Google 

Docs. 

2. Python's most crucial libraries are already installed. 

3. It is designed and built using the Jupyter Notebook platform. 
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4. It allows for the free training of deep learning models. 

The operating systems used in our experiments were Windows 11 and Ubuntu 18.04 LTS. 
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CHAPTER 4: PREVIOUS WORKS 

 

Lei Zhang & Yandong Guo describe the challenge of one-shot learning in the context of facial 

recognition in [14]. Their goal is to develop a vast-scale face acknowledgement system which can 

recognise several identities. In order to overcome the issue of imbalanced data, this strategy sets 

the norms of given weight vectors. Because it promotes unrepresented classes in the learn model, 

the new loss term (UP) is efficient. This increases system's performance. 

They employed a dataset consisting of more than 20000 classes to train a classifier during the 

creation of the one-shot learning phase. 

The method is a 34-layer residual network-based multinomial logistic regression. This analysis 

found that 99 percent of underrepresented courses and 99.8 percent of typical classes were 

represented. [14] 

Zhao et al. present the results of yet another face recognition study. In this paper, they present a 

face recognition system that uses PCA and LDA. The strategy is split into two parts. They begin 

by projecting the source vector of the face photo to a face subspace using PCA. After that, they 

utilise LDA 21, which is a linear classifier. The convergence of these tactics improves a model's 

capacity to categorise classes after it has been trained on a small dataset. 

A face recognition system that is based on a CNN and principal component analysis is described 

by Edy et al (CNN-PCA). Edy and colleagues talk about their face recognition system, which uses 

a mix feature extraction technique (CNN-PCA). The solution is to integrate these two approaches 

to build a more efficient feature extractor technique that will provide a more precise estimation. 

Their system's objective is to develop a system that recognizes human faces in real time while also 

being reliable and strong. This method, according to the conclusions of their analysis, provides 

precise data processing and great accuracy. They show how incorporating a CNN into PCA 

enhances accuracy. When they use only PCA, they have 98 percent reliability in 50 items rather 

than 96 percent.  
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CHAPTER 5:  IMPLEMENTATION 

 

5.1 Libraries 

Various libraries were used to construct the ML algorithms throughout the project. Python 

libraries, which are usually used in machine learning, are utilised for the bulk of the algorithms. 

Machine learning libraries, on the other hand, aren't the only ones used. Split-folders, for example, 

is a package that divides data into percentages. In the next part, we'll talk about libraries. 

Tensorflow is a library which is Python-based and open-source. It's easy and very well-written, 

and it lets programmers create vast neural networks with several layers. It may be used with either 

a CPU or a GPU. This library is being used for the purpose of loading the inception models. 

Numpy is a Python module that provides support for many dimensional arrays and matrices of 

enormous size. Array operations are performed by this library. 

Matplotlib is a Python tool that lets you create fixed, dynamic, and interactive graphs. It's a 

fantastic tool. 

The precision of machine learning techniques is assessed using this package. 

PyTorch is a DL library akin to TensorFlow. This library is compatible with both the CPU and 

GPU. In this project, the library is used to create the dataset, which includes shaping and resizing 

the images. 

OpenCV is a zero cost & open domain available library. It's a large library that includes over 

thousands of efficient machine learning algorithms. For example, C++ and Python are supported. 

This library was heavily utilized in this project for image reading, resizing, RGB conversion, image 

storage, and enabling the face recognition system perform in practical time limits. 

SKlearn is again an open-source machine learning approach that incorporates multi-dimensional 

arrays among its characteristics. For high-level mathematical functions, this library also supports 

array support. Algorithms for machine learning are also supported. 
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Albumentations is a free Python module that lets you to expand your dataset. This library was 

utilised in this study to increase the amount of data samples in the dataset. 

Pytube is a Python library that allows you to download online videos without having to install any 

other software which is being greatly utilized by many developers to download online video. The 

face recognition algorithm categorises the persons in the video feed using this video stream. 

5.2 Experimentation 

There was a lot of trial and error so without getting into the individual variations of each hyper-

parameter the values of important features which give the best accuracy are: 

 

➢ 32 kernels in the first 2 convolutional layers and 64 in the following 2. 

➢ 4 pooling layers with a pool size of (2,2) which gives approximately 590,000 trainable 

parameters. This works well with the amount of data trained. 

➢ ReLU activation function does the calculation using the function f(x)=max(0,x). This 

makes the solution non-linear 

➢ Learning rate is set at 0.0001 

➢ Softmax function is used in the output layer as it gives us a probability array of each class 

which is what we require in our classification problem. 

➢ Adam optimizer is used as it yielded better results than SGD. 

➢ High dropout is used in dense layer to prevent overfitting. 

 

5.3 Training Data 

 

Objective is to minimise the amount of data required while maintaining maximum accuracy. 

20 images per known person and 500 images for unknown persons are used for optimum speed 

and accuracy. This works out to about 1:1 ratio for each class after data augmentation. 

 

Type of Data Needed 

• For known person they must be the only person in the image and their face must be clearly 

visible. 
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• For unknown persons we need diverse data so any images with different people clearly 

visible. 

 

 

Fig 5.1 Training of the System on Google Colab 

 

 

5.4 Localization 

 

Pattern recognition problems rely on the features inherent in the pattern of images. So, to obtain 

accurate results we need to localize the faces in the image so the model can learn the features of 

the face correctly. 
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5.5 Data Pre-processing 

We need to artificially extend our dataset since our goal is to reduce the quantity of training data 

necessary and we are using just 20 photos per class, which is extremely little data to train our 

model. To supplement our data, we utilise Keras' Image Data Generator class. The changes we 

make must not jeopardise the class's integrity. In our example, a vertical flip destroys the integrity 

of the face, but a horizontal flip does not and gives us with important new information. Consider 

the test data that the model may face and attempt to simulate it through augmentation. 

 

5.5.1 Augmentation 

Because our objective is to minimise the amount of training data required and we are using only 

20 images per class which is very little data to train our model, we need to artificially enlarge our 

dataset. We use Keras’ ImageDataGenerator class to augment our data. The transformations we 

make must not ruin the integrity of the class. For instance, in our case, a vertical flip ruins the 

integrity of the face but a horizontal flip does not and provides us with useful new information. It 

is good to think about the test data the model may encounter and try to mimic that using 

augmentation 

 

5.5.2 Encoding 

 

We need to label the pictures that have been trained, and we utilise a one-hot encoding for this 

classification task. The phrase "one hot" derives from digital circuits, where one-hot refers to a set 

of bits where the only permissible values are those that have a single high (1) bit and all others are 

low (0). A one-hot encoding, on the other hand, is a binary vector representation of category data. 

For example: 



  

 

29 

 

 

5.2 Fig Function that localizes the face for training data 
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Fig 5.3: Function that encodes the data 
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Fig 5.4: Training the Model Code 
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5.5.3 Data Post Processing 

 

Face detection 

We must first detect faces and localize them for our model to make predictions. So we through 

frame by frame and use haar cascades again to obtain cropped face images. 

Prediction 

We then make predictions on each detected face and the class with the highest probability is saved 

as the result. 

Display 

The model is not perfect and is bound to make mistakes, so to ensure accuracy we only confirm a 

result, i.e., a confirmed face if it is recognized for 10 consecutive frames.  
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Fig 5.5: Function that makes predictions on detected faces 
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5.6 Fig: Function that captures and displays video after post-processing 
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CONCLUSION 

In terms of accuracy, our findings reveal that CNNs have a distinct edge over the traditional 

approaches we evaluated. Furthermore, CNNs often have the advantage of being simpler to employ 

in more realistic settings. They are especially useful for studying photos in more natural situations, 

such as outdoor shots. This enables improved processing of pictures from various data sources, as 

well as the integration of data augmentation and other approaches that may improve the 

performance of training the network by avoiding it from receiving identical input photos during 

training. 
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