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ABSTRACT 

Energy consumption has been steadily growing and is expected to persist in the 

future. This increasing demand for energy encourages the fast growth of renewable 

energy sources for instance solar, wind, tidal, geothermal, and others in order to 

reduce fossil fuel usage and keep environment pollution free. Aside from wind 

power, solar energy is the most widely utilised energy source, having a large market 

share in the global energy business. In recent times with significant developments 

in the field of photovoltaic (PV) panels the costs for PV systems have also been 

reduced. With advancements in power electronics converters for better system 

performance, an efficient maximum power point tracking (MPPT) controller is 

required to increase system throughput. To ensure that the maximum power point 

(MPP) can always meet the objective under varying weather circumstances of solar 

radiation and temperature, the MPPT algorithm is used in conjunction with a 

DC/DC converter. Along with a bidirectional converter (BDC) coupled with the 

battery system for utilising the stored power in times of less or no solar irradiance. 

This solar converter typically consists of DC-DC boost converter as the MPP 

converter and a bidirectional buck-boost converter as BDC. In modern times with 

the availability of faster computing devices and developments in artificial 

intelligence (AI), new and more adaptable MPPT controllers can be designed 

around AI. One such method is deep reinforcement learning which uses deep neural 

networks to model out the state-action in any given environment. Using 
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a deep deterministic policy gradient algorithm in MPPT ensures a continuous action 

space available for controlling the MPP converter and BDC. The MPP converter is 

responsible for achieving the maximum operation condition for solar modules 

whereas, the BDC is accountable for maintaining a steady DC bus voltage through 

charging and discharging of battery system. Loads such as DC loads and AC loads 

with a suitable inverter can be coupled to this DC bus to be utilised in household 

applications or electric vehicle charging stations. 
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CHAPTER 1 

INTRODUCTION 

Today as the energy demand increases so does the pollution that comes from 

energy generation using traditional sources so, an alternative to traditional source has to 

be searched for in terms of solar, wind, etc. In tropical countries where there is an 

abundance of solar irradiance, solar energy can be the alternative to traditional energy 

sources. To utilize this solar energy photovoltaic (PV) systems are required for 

commuting the solar energy into electrical energy. The PV systems are outfitted with a 

maximum power point tracking (MPPT) system for tracking the maximum operating 

conditions for maximum power generation. The power generated by a PV system depends 

upon the available solar irradiance which may lead to power fluctuations in low 

irradiation condition thus, to oppress these fluctuations the PV systems are coupled with 

wind energy systems, grid connected systems, diesel generator systems or battery 

systems.  

Coupling of battery and PV system helps in reducing the power fluctuation 

that arise due to the variations in solar irradiation, in low irradiation conditions the battery 

systems can provide the excess power demanded by the loads. The battery systems can 

be coupled at the DC side where the PV system and battery systems deliver power to the 

loads through a common DC bus or, coupling the battery systems to a AC-DC converter 

at the AC side where PV systems are used to operate the AC systems. 

 

The MPPT system uses various MPPT algorithms that can be categorised into 

several groups based on sensor requirements, sturdiness, reaction speed, efficacy, and 

memory. Soft computing approaches such as fuzzy logic control (FLC), artificial neural 

network (ANN), and neuro-fuzzy control are another type of MPPT control. Methods 

built on soft computing methods and evolutionary algorithms can cope with the nonlinear 

issue quickly and find global solutions however, for low convergence randomness, it  
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usually necessitates the use of a costly microcontroller and greater understanding of a 

specific PV system. 

When compared to meta-heuristic approaches, RL has greater convergence 

stability and takes less time to compute, making it a possible tool for addressing the MPPT 

control issue optimally. A Q-learning controller learns the ideal duty cycle for each 

control region based on environmental   interactions. However, in complex systems   with 

high number of state and action space the computational time may tend to increase thus 

affecting the convergence rate. To oppress this deep reinforcement learning (DRL) can 

be employed, it provides a large state space and continuous action space for complex 

systems. DRL replaces the Q-value table used in RL with a neural network for function 

approximation thus, eliminating the need for large Q-tables that require too much time in 

complex systems. In this a model-free DRL algorithm deep deterministic policy gradient 

(DDPG) is employed that provides a continuous action space rather than a lookup table-

based approach in RL.  

The DDPG based controller is responsible for the control of MPPT system 

and energy storage system. The MPPT system consists of a boost converter as the 

maximum power point (MPP) converter whereas, the energy storage system comprise of 

a bidirectional buck-boost converter as the bidirectional converter (BDC). The MPP 

converter and BDC are coupled together at the DC bus where loads can be attached such 

as DC loads or AC loads with the help of an inverter system. The MPP converter is 

responsible for operating the PV array at MPPT whereas, the BDC is responsible for 

keeping the DC bus voltage constant by utilising the battery.
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CHAPTER 2 

LITERATURE REVIEW 

2.1.  OBJECTIVE OF WORK 

As solar power shows great scope in meeting the energy demands of present 

and future, more developments have conducted in this area. Such developments have led 

to decrease in costs of photovoltaic modules and solar power converter power electronics 

[1]. To enhance maximum power output is achieved by the solar power converter a 

maximum power point tracking (MPPT) algorithm is utilized. Various MPPT algorithms 

have been used throughout the years, and they may be categorised into several groups 

based on sensor requirements, robustness, reaction speed, efficacy, and memory [2]. The 

objective of solar PV systems is to converter maximum amount of solar energy into 

electrical energy with maximum tracking efficiency and speed.  

 

2.2. SOLAR PV SYSTEMS 

Solar PV systems can be coupled to various other systems such as wind, grid 

connected or diesel generation to reduce the fluctuations in solar power. To tackle the 

challenges associated with both PV and wind generators (WG), a hybrid system 

integrating the two is preferred. Indeed, combining wind and PV generator systems 

appears to overcome the disadvantages of their unpredictability and liability to weather 

and climate change [3]. To meet power needs in remote places, it is practical to design a 

system consisting of WG and PV panels [4]. Solar PV systems can also be couple with 

the grid to acts as distributed generation units. The term "distributed generation" refers to 

the supply to individual area from solar panels which are installed in each of these areas. 

These areas are also connected to the grid, allowing them to draw 
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power from the grid when demand exceeds PV output or feed power back into the system 

when PV output exceeds demand [5]. The grid connected inverter is at the base of any 

grid-connected power system [6]. The current control mode of a grid-connected inverter 

operating in grid is basically a voltage source input and current source output of the 

inverter [7]. A grid-connected PV system usually has several inverters, it's vital to look 

at the control methodology of a single inverter as well as the reactive power output limits 

[8]. 

 

2.3. SOLAR PV BATTERY SYSTEMS 

All renewable energy systems have shortcomings, the most significant of 

which is their unpredictable output and forecasting. As a result of their complementing 

influence on each other, with the right control approach and hybrid renewable systems, it 

is possible to produce power with a high degree of assurance [9]. Using energy storage 

devices to compensate for a lack of energy is also a useful way to reduce the uncertainty 

of renewable energy sources [10]. There are three types of PV storage systems that are 

connected as common DC bus (PV-battery hybrid system), common AC bus, and AC/DC 

hybrid bus linked [11]. The common DC bus connected storage is more effective and 

simpler to control the power flow, making energy management more straightforward. A 

common AC bus connected storage system requires a simplified control system that can 

remould the shape of an existing PV generation system but with poorer efficiency [11-

13]. While the AC/DC hybrid bus linked storage combines the benefits of both DC and 

AC bus connected storage with a more complex design [14-16]. 

 

2.4. MAXIMUM POWER POINT TRACKING ALGORITHMS 

The noteworthy algorithms are perturbation and observation (P&O) [17] and 

incremental conductance (IC) [18]. Under homogeneous solar radiation conditions, 

traditional approaches may generally work well however, their significant disadvantage 

is that they get caught up in local maximum power point (MPP), which results in limited 

energy conversion under partial shade conditions (PSC) [19-20]. Furthermore, a small 

duty cycle step size results in prolonged tracking time, but a big duty cycle ratio makes 

PV power to fluctuate about the MPP [24-26]. To overcome this improved P&O 

(Improved P&O) algorithm is also developed which has a faster MPPT speed and 

efficiency but, requires a microcontroller of higher advancement [27]. Current issues in 
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power system control include generating unit scheduling and control in a stochastic 

environment, as well as regulatory approaches to handle the growing number of power 

conversion stages [28-29]. Traditional power scheduling approaches such as dynamic 

programming (DP) [30], linear programming (LP) [31], have been used. These 

techniques, however, have seem to face the dreaded dimensionality bottleneck and are 

unable to respond to the optimization environment's stochasticity, which includes volatile 

load profiles, grid tariffs, and renewable energy sources generation [32-34]. Apart from 

the traditional algorithms some other approaches, such as the genetic algorithm (GA) 

[35], cuckoo search [36], are based on evolution algorithms and fuzzy logic control are 

based on soft computing methods have also been developed. In case of cuckoo search 

higher convergence speed and more robustness with lesser variables is observed [37]. 

Power management problems have also been solved using global search approaches such 

as genetic algorithms (GA) and swarm intelligence (SI) [38]. However, because these 

approaches are sluggish, they cannot be used online. offline optimization does not need a 

reserved computer, online execution allows for more efficient use of computing resources 

[39-41]. There is no learning component in the methods listed above. As a result, every 

new load and generation profile necessitates optimization iterations, which is 

computationally expensive. Furthermore, to anticipate state variables, a separate 

forecasting algorithm is used. [42-44]. 

 

2.5. DEEP REINFORCEMENT LEARNING TECHNIQUES 

Reinforcement learning (RL) algorithms are a exceptional choice since they 

can be learned for a generic load and generation profile offline and then use the learned 

values online to any load and generation profile. Whereas, other optimization approaches 

such as numerical methods and soft computing techniques, RL does not involve an exact 

model of the optimization environment to arrive to an optimal solution. [45-46]. 

Extensive research has been the point of focus in the field of reinforcement learning (RL) 

with various successful applications, owing to its high learning ability from 

environmental interactions and historical data, rather than the employment of complex 

mathematical models for development of control system [47]. RL in comparison to meta-

heuristic methods shows significant reduction is computation time and higher 

convergence rate, the most common of all RL based methods is the Q-learning based 

method where the state and actions are mapped out by the environmental interactions 
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[48].  However, in case of   complex systems with large number of possible states or 

actions the computational time is severely affected. The outcome of these problems gave 

rise to a new method in RL based learning called deep reinforcement learning (DRL) [49].  

When it comes to complex state space scenarios DRL shows a better performance 

capability, as the complex state-action table used in RL is replaced by a neural network 

thus making it possible to have continuous state space [50]. The most predominant DRL 

algorithms in MPPT are deep Q network (DQN) and deep deterministic policy gradient 

(DDPG), the DQN provides a discrete action space where as the DDPG provides a 

continuous action space [51-53]. 
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CHAPTER 3 

MODELLING OF SYSTEMS 

3.1. INTRODUCTION 

The solar power management system (SPMS) can be divided into sub-

systems based upon the action performed by the sub-system. These sub-systems then 

work as a whole to support the applications of the SPMS from conversion of solar energy 

to storage of electrical energy to consumption of solar energy. The solar power conversion 

takes place by the help of PV modules which convert the solar irradiation into solar 

power. With the help of a MPP converter, the PV modules are able to operate at maximum 

power point delivering maximum solar power at a particular irradiance level. The storage 

for solar power takes place in the energy storage system where a battery is used for energy 

storage along with a bidirectional converter that aids in power flow between the battery 

and DC bus in charging and discharging operations. The loads connected to the DC bus 

act as the utilizer of solar power for various applications at household level or electric 

vehicle charge stations.  

The sub-systems of SPMS can be differentiated as solar power tracking 

system, energy storage system and applied loads. The solar power tracking system 

consists of PV module coupled to a maximum power point (MPP) whereas, the energy 

storage system is comprised of a bidirectional converter that is capable of operating the 

battery in charging and discharging modes. The applied loads can further be divided into 

DC loads and AC loads where an additional inverter in required for operating the AC 

loads. These sub-systems are attached to a common DC bus which acts a common point 

for power transfer between sub-systems. Figure 3.1, represents the power flow that occurs 

in the SPMS where 
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unidirectional power flows between the PV module and DC bus but, bidirectional power 

flow is achieved at the energy storage subsystem.  

 
Fig 3.1: Power flow of PV system with Bidirectional converter 

 

 

3.2    SOLAR POWER TRACKING SYSTEM 

The solar power tracking system consists of PV modules that are a collection 

of PV cells and MPP converter, represented by figure 3.2. The MPP converter is 

responsible for tracking the maximum solar power that can be attained from the PV 

module at a particular irradiance level. 

 
Fig 3.2: Block diagram of solar power tracking system 

 

3.2.1. PV cells 

The most popular solar cells are huge p–n junction diodes that generate DC 

power from light energy (photons). Similar to a diode which is an electrical device that 

permits unidirectional flow of current. The solar cell is made up of n- and p-layers that 

come together to form a junction. Compounding doped semiconductor materials like Si 

or GaAs forms the p–n junction. 
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In a solar cell, energy conversion takes place in two phases. First, an electron–

hole pair is formed by the absorption of light of the suitable wavelength. Light absorption 

is indeed the elimination or absorption of photons caused by the stimulation of an electron 

from the valence band to the conduction band. The n-type material allows electrons to 

flow freely, whereas the p-type material allows holes to flow freely. The device's 

electrical structure separates the light-generated electron and hole, with electrons going 

to the anode and holes to the Metal contacts that forms the positive terminal on the front 

and rear of the cell gather electrical power. The rear contact is usually solid metal, 

whereas the front contact is a metal grid. The existence of electrons and holes generates 

net negative and positive charges, resulting in an electric field around the metallurgical 

junction. The depletion area is created when the electric field removes the electrons and 

holes.  

The lighted features of the solar cell are coupled with mathematical 

calculations from the ideal diode equation to produce the ideal current-voltage 

characteristics of a p–n junction diode when illuminated by light. The ideal diode law is 

expressed as the following equation: 

                                                      𝐼𝑑 = 𝐼𝑜(𝑒
𝑞𝑉𝐷
𝐾𝑇 − 1)                                                  (3.1) 

where q represents the electric charge constant, 𝐼0 is the reverse saturation current, and 

𝑉D is the voltage across the diode terminals. A solar cell equivalent electrical circuit of a 

single-diode model based on Kirchhoff’s law can be represented as shown in figure 3.3, 

the output current of an ideal cell is given by: 

                                             𝐼𝑝𝑣 = 𝐼𝑝ℎ − 𝐼𝐷 − 𝐼𝑠ℎ                                                        (3.2) 

Ish is the parallel resistance current, given by 

                                 𝐼𝑠ℎ = 
𝑉+𝐼𝑝𝑣𝑅𝑠

𝑅𝑠ℎ
                                                                     (3.3) 

Iph represents the light generated current proportional to intensity of the light. It is 

calculated by 

                                          𝐼𝑝ℎ = [𝐼𝑠𝑐 +𝐾𝐼(𝑇𝑐 − 𝑇𝑟)] ×
𝐺

𝐺𝑆𝑇𝐶
                                         (3.4) 
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Fig 3.3: Solar cell Equivalent circuit 

 

From equations 3.1, 3.2 & 3.3. 

                                        𝐼𝑝𝑣 = 𝐼𝑝ℎ − 𝐼𝑜(𝑒
𝑞(𝑉+𝐼𝑅𝑠)

𝐴𝐾𝑇𝑐𝑁𝑠 − 1)                                                 (3.5) 

where 𝐼𝑠𝑐 represents the short-circuit current, 𝐺 denotes the relative irradiation, 𝐾1 is the 

current temperature coefficient at short-circuit conditions, 𝑇c accounts for the cell's 

operating temperature, and 𝑇r represents the temperature reference. 

 

 

3.2.2.  PV Module 

A PV module is a collection of cells that are linked electrically in series or 

parallel. The modules electrical properties are similar to those of individual cells, with 

power, current, and voltage varying depending on how many cells are linked in series or 

parallel. A collection of such modules forms a PV panel which can also be connected 

electrically as in series or parallel and collection of these panels creates a PV array. This 

can be analysed by the help of figure 3.4, where the array is the largest unit and cell is the 

smallest unit in a PV array.  

Each module has two output terminals that capture and transmit the generated 

current to the solar power management systems. The ratio between the electrical power 

going out of the terminals and the power of the radiation from the sun impacting the 

module's surface is used to calculate the efficiency of a photovoltaic module. The standard 

amount for solar radiation is 1,000 W/m2. When 1,000 watts of sunlight strike a square 

metre, the efficiency is the percentage of that energy and the energy that is transformed 

into useful power. 



11 
 

 
    Fig 3.4: Difference between PV cell, module, panel & array 

 

3.2.3. Maximum Power Point Converter 

The MPPT method relies heavily on DC–DC converters. When a PV array's 

output terminals are connected to a DC–DC converter, the PV array voltage is regulated 

by adjusting the duty cycle (d), which is a pulse width modulated (PWM) signal that the 

MPPT controller uses to manage the voltage at which maximum power point cab be 

achieved. A DC-DC boost converter is used as a MPP converter which works as a step-

up converter where the output voltage (Vo) is maintained greater than the input voltage 

(Vin) by operating an induction to store energy momentarily.  

For a DC–DC boost converter, the V0 is obtained by referring to the figure 

3.5(a), the switch S1 is kept in a closed position thus creating a short across the inductor 

and battery. Here the current flows through the inductor (L) and a voltage are observed 

across this L as VL. In this case the load is supplied through the capacitor C with a voltage 

across it as Vc. 

                                                      𝑉𝑖𝑛 = 𝑉𝐿    , 𝑖𝑐 = 𝐼𝐿                                                   (3.6) 

VL, ic can be written in terms of change in inductor current (iL) and capacitor voltage 

                                                         𝑉𝑖𝑛 = 𝐿
𝑑𝑖𝐿

𝑑𝑡
                                                                 (3.7)                                    

                                                         𝐶
𝑑𝑉𝑐

𝑑𝑡
=

𝑉𝑜

𝑅
                                                                 (3.8) 

Writing 
𝑑𝑖

𝑑𝑡
= 

Δ𝑖𝑙

𝐷𝑇
  in equation 3.7, 

                                                       𝐿∆𝑖𝐿 = 𝑉𝑖𝑛𝐷𝑇                                                           (3.9) 

where D is the duty ratio and T represents the time period. 
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From figure 3.5(b) when the switch is on open position and diode D1 is closed, here the 

current flows from battery to the load through the inductor. 

                                                  𝑉𝑖𝑛 = −𝑉𝐿 + 𝑉𝑜                                                             (3.10) 

                                                 𝑉𝑖𝑛 = −𝐿
𝑑𝑖𝐿

𝑑𝑡
+ 𝑉𝑜                                                        (3.11) 

From equation 3.9 and replacing dt = (1-D) T, 

                                                   𝑉𝑖𝑛 = −
𝑉𝑖𝑛𝐷

1−𝐷
+ 𝑉𝑜                                                        (3.12) 

Rearranging equation 3.12,  

                                                      𝑉𝑜 =
𝑉𝑖𝑛

1−𝑑
                                                                     (3.13) 

 

(a) 

 

(b) 

Fig 3.5: operation of boost converter, (a) switch S1 in close & D1 in open, 

(b) switch S1 in open & D1 in close 

According to figure 3.6, the model of MPP converter can be used to analyse the working 

of the MPP converter, when switch S1 is closed the current flows from the source to the 

inductor helping in storing the magnetic energy within the inductor (Lboost). When S1 is 

opened the stored energy flows from the source along with the magnetic energy stored in 
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the inductor towards the load through diode (D). The inductor has to be selected 

accordingly to help in the process of boosting the input voltage, the inductor is made to 

function in continuous conduction mode to draw the current from PV array continuously. 

So, for selecting the appropriate value for the inductor following formula is used, 

           Lboost >
d(1−d)2Rload

2f
                                                            (3.14)              

Here Rload represents the equivalent load, f is the switching frequency. 

 
Fig 3.6: Model of MPP converter 

 

 

3.3.  ENERGY STORAGE SYSTEM  

The energy storage system constitutes of battery along with a BDC converter 

shown by figure 3.7 that is responsible for charging and discharging of the battery system. 

It supports a bidirectional power flow where the power obtained from the PV array can 

be stored hence providing battery charge operation or delivering power to the load hence 

providing battery discharge operation.   

 

 
Fig 3.7: Block diagram of energy storage system 

 

3.3.1. Battery 

Batteries are used in PV energy storage systems to store and release electrical 

energy in times of low power demand and high power demands respectively. While 

considering a battery to be used as an energy storage device in the PV system, the rating 
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of this battery has to be kept in mind which is represented in kilowatts (kW). During high 

load conditions, the battery has to meet the load demands, in this scenario the rating of 

battery should be enough to support the load demand for a specific duration of time. 

Batteries of different power rating can be categorised as continuous power rating or 

instantaneous power rating. A continuous power rating battery is capable of supply a high 

load at constant power continuously whereas, an instantaneous battery is capable of 

suppling high power momentarily for a short duration and then operating at low power 

continuously. Other important factor when selecting a battery is the battery capacity, 

which is the ability of the battery to store and supply the power and is expressed as 

ampere-hour (Ah). Battery capacity tells how long the battery power will last, if high 

power is demanded from the battery, then this battery will last for a less amount of time 

whereas, low demand ensure longer battery duration. Battery capacity required for the 

energy storage system can be calculated as: 

                                                   𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 (𝐴ℎ) =
𝑃𝑚𝑎𝑥 𝑡𝑚𝑎𝑥

𝑉𝑏𝑎𝑡
                                        (3.15) 

Pmax represents the maximum load in kW that the DC bus is rated for, tmax represents the 

maximum duration in hours the load can be operated for & Vbat represents the battery 

terminal voltage.  

The last and most important factor while selecting a battery is the battery 

chemistry which generally means the composition of the battery, a lithium-ion battery is 

made using lithium metal whereas a lead-acid battery is made from lead metal. These are 

the two most commonly used battery chemistries in solar power applications with each 

have their advantages and disadvantages. Lithium-ion battery has a higher capacity, 

higher efficiency, high depth of discharge which is the percentage of battery that can be 

safely drained with any damage whereas, a lead-acid battery is cheaper. 

 

3.3.2. Bidirectional converter 

A bidirectional converter (BDC) shown by figure 3.8 is responsible for 

suppling power to battery that is battery charging and, delivering power to loads from the 

battery in case of high-power demands that is battery discharging. A dc to dc bidirectional 

converter is employed as a crucial component for connecting battery between source and 

load in a renewable energy system for un-interrupted power flow since the output of a 

renewable energy system swings due to conditional changes in weather. Bidirectional dc 

to dc converters may govern the flow of power in both directions between two dc sources 
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and loads by employing a precise switching technique. During high power demand, 

limited PV power availability, or both, a DC-DC converter is used to transport power 

from the battery to the load. When power consumption is low and available PV power is 

high, the obtained solar power can be supplied to the battery which can be utilised in high 

power demand conditions.  

 

 

Fig 3.8: Model of Bidirectional converter 

 

 

The BDC is a bidirectional buck-boost converter that when sending power 

from the battery to the load acts as a boost converter, and when sending power from DC 

bus to battery it acts as a buck converter. Figure 3.9 depicts the BDC in its two modes of 

operation, according to figure 3.9(a) the BDC works in boost mode where the battery acts 

as a source and the DC bus acts as a sink. The power is delivered by the battery to help 

maintain the DC bus voltage this is achieved when the switch S1 behaves as a switch and 

S2 behaves as a diode. This condition can be observed in conditions when the load 

demand is more that the obtainable PV power. According to figure 3.9(b) the BDC 

behaves as a buck converter where, the DC bus acts as the source and the battery behaves 

as a sink. This facilitates in charging the battery by operating S2 as a switch and S1 as 

diode. This condition can be observed when the load demand is low and available PV 

power is high. 
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(a) 

 
(b) 

Fig 3.9: Operation of bidirectional converter (a) BDC as boost (b) BDC as buck 

 

For a smooth operation between charging and discharging of battery suitable inductor and 

capacitor has to be selected according to the given formula, 

While operating the BDC in buck mode, 

                        𝐿𝑏𝑢𝑐𝑘 >
𝑉𝑜𝑢𝑡

2𝐼𝑜𝑢𝑡𝑓
    , 𝐶𝑏𝑢𝑐𝑘 =

2𝐼𝑜𝑢𝑡

8𝑓∆𝑉𝑜
                                              (3.16) 

Here Vout, Iout can be replaced by Vin, Iin which is the battery voltage and current 

respectively. 

While operating the BDC in boost mode, 

                                      𝐿𝑏𝑜𝑜𝑠𝑡 >
𝑑(1−𝑑)2𝑅

2𝑓
  , 𝐶𝑏𝑜𝑜𝑠𝑡 =

𝑑𝑉𝑜𝑢𝑡

𝑅𝑓∆𝑉𝑜
                                       (3.17) 

Here R represents the maximum load that can be applied at the DC bus, d is the duty ratio 

and f represents the switching frequency. 

                                 𝐿 = max(𝐿𝑏𝑢𝑐𝑘 , 𝐿𝑏𝑜𝑜𝑠𝑡)  , 𝐶 = max (𝐶𝑏𝑢𝑐𝑘, 𝐶𝑏𝑜𝑜𝑠𝑡)                    (3.18) 
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3.4. LOADS 

Loads that are applied to the DC bus can be of two types, DC loads or AC 

loads. DC loads can be coupled straight with the DC bus whereas, AC loads involve an 

inverter to converter the DC power from the DC bus into AC power. As shown by figure 

3.10, DC loads are directly coupled to the DC bus but, AC loads require an inverter 

between DC bus and AC loads. 

 

 
Fig 3.10: Coupling of DC and AC loads to the DC bus. 

 

3.4.1. AC Loads 

AC loads are coupled to DC bus through an inverter which is a DC-AC 

converter that manages conversion of DC power into an AC power by using various 

switching devices. The AC loads used with the SPMS are rated for household applications 

thus, the required AC voltage is 220V at 50Hz since, the DC bus used in the system is 

rated at 48V so there is a need for voltage boost at in intermediate stage to match the 

output AC voltage rating. The AC subsystem is design in such a way that it acts in two 

stages of operation, stage 1 represents the DC boost stage and stage 2 represents the 

inverter stage as shown in figure 3.11. 
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           Fig 3.11: Two stages of Inverter system 

 

3.4.1.1. DC boost Stage 

In the stage 1, the DC bus voltage is boosted to a greater voltage by the means 

of a DC-DC converter. In this a full bridge DC-DC converter is employed as it provides 

an isolation between the high voltage side and low voltage side by the means of a 

transformer. Figure 3.12, represents a full bridge converter that is designed as a voltage 

boost converter, this is achieved by the presence of a transformer that helps in 

transforming the voltage magnitude and also providing an isolation between input side 

and output side. 

 
Fig 3.12: Full bridge DC-DC converter 

 

On the input side of converter, a full bridge configuration is used which consists of 

switching devices S1, S2, S3 & S4. These switching devices are switched a high 

frequency to allow an AC voltage build up on the primary of the transformer. Switch S1 

& S4 are switch ON together allowing the current to flow in one direction whereas, when 

switches S2 & S3 are switch ON the current flows in other direction, thus producing an 

AC current and voltage. This primary side voltage is reflected on the secondary of 

transformer as a high frequency voltage which is rectified by the full bridge diode 
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configuration at the secondary. Depending upon the transformation ratio of the 

transformer the voltage at the secondary is step up version of input voltage. To reduce the 

high frequency ripples at the secondary output terminals a low pass filter is applied using 

inductor (L) and capacitor (C2). 

Applying small signal analysis on figure 3.13 to linearize the non-linear 

system in order to analyse the switching converter. To analyse the converter some 

assumptions, have to be made such as the converter is operating in stable mode of 

operation and when a small disturbance is applied it can be roughly be viewed as a linear 

system.  

 
Fig 3.13: Equivalent circuit of full bridge converter in boost mode 

 

For dynamic modelling of full bridge converter in boost mode, from electrical equations 

of capacitor current and inductor voltage ic, VL can be written as  

                                            𝑉𝐿 =
𝐿𝑑𝑖(𝑡)

𝑑𝑡
  , 𝐼𝑐 =

𝐶𝑑𝑣(𝑡)

𝑑𝑡
                                                  (3.19) 

Based on figure 3.13 following equations can be derived as part of small signal analysis, 

     

{
 
 

 
 𝐿

𝑑(<𝑖𝐿(𝑡)>𝑇𝑠)

𝑑𝑡
= −< 𝑣1(𝑡) >  +

<𝑣2(𝑡)>

𝑛
(1−< 𝑑(𝑡) > )

𝐶
𝑑(<𝑣2(𝑡)>𝑇𝑠)

𝑑𝑡
 =            (1−< 𝑑(𝑡) >) < 𝑖𝑠(𝑡) >  −

<𝑣2(𝑡)>

𝑅

< 𝑖𝑠(𝑡) >     =                      
1

𝑛
< 𝑖𝐿(𝑡) > (1−< 𝑑(𝑡) >)

       (3.20) 

Assuming the system is working at steady state and small disturbances are added to d(t) 

and v1(t) resulting in < 𝑑(𝑡) > = 𝐷 + 𝑑̂(𝑡), < 𝑣1(𝑡) > = 𝑣1 + 𝑉1̂(𝑡) 

Now the equation 20 can be rewritten as, 

              

{
 
 

 
 𝐿

𝑑𝑖𝐿̂(𝑡)

𝑑𝑡
= −𝑣1̂(𝑡)  +

1−𝐷

𝑛
𝑣2̂(𝑡) +

𝑣2

𝑛
𝑑̂(𝑡)

𝐶
𝑑𝑣2̂(𝑡)

𝑑𝑡
 =            (1 − 𝐷)𝑖𝑠̂(𝑡) − 𝐼𝑠𝑑̂(𝑡)  −

𝑣2̂(𝑡)

𝑅

𝑖𝑠̂(𝑡)      =                     
1−𝐷

𝑛
𝑖𝑠̂(𝑡) −

𝐼𝐿

𝑛
𝑑̂(𝑡)

                                  (3.21)  
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Converting the equation 3.21 into s-domain, 

                  

{
 
 

 
 𝑆𝐿𝑖𝐿̂(𝑡) =  −𝑣1̂(𝑠)  +

1−𝐷

𝑛
𝑣2̂(𝑠) +

𝑣2

𝑛
𝑑̂(𝑠)

𝑆𝐶𝑣2̂(𝑡)  =            (1 − 𝐷)𝑖𝑠̂(𝑠) − 𝐼𝑠𝑑̂(𝑠)  −
𝑣2̂(𝑠)

𝑅

𝑖𝑠̂(𝑠) =                         
1−𝐷

𝑛
𝑖𝑠̂(𝑠) −

𝐼𝐿

𝑛
𝑑̂(𝑠)

                                  (3.22) 

 

The control to output transfer function of full bridge converter can be written as, 

                𝐺𝑣𝑑(𝑠)|𝑣1(𝑠)=0 =
𝑣2̂(𝑠)

𝑑̂(𝑠)
= 𝑉2

1−
𝑛2𝐿

𝑅(1−𝐷)2
𝑆

𝐿𝐶𝑛𝑆2+
𝐿𝑛

𝑅
𝑆+

(1−𝐷)2

𝑛

                                 (3.23) 

 

For design of controller to operate in closed loop mode we need to design a specific 

compensator in order to improve the stability of the entire system. For controller design, 

the open loop transfer function of the system can be specified as, 

                     𝐺(𝑠)𝐻(𝑠) = 𝐺𝑐(𝑠)𝐺𝑚(𝑠)𝐺𝑣𝑑(𝑠)𝐻(𝑠)                                        (3.24) 

 

The compensator designed for this system is a PI compensator thus the transfer function 

can be written as; 

                             𝐺𝑐(𝑠) = 𝑘𝑃 +
𝐾𝐼

𝑠
                                                                  (3.25) 

 

Where KP, KI represent the proportional and integral constants. For the system to be stable 

the gain margin and phase margins must be positive or phase margin should be higher 

than gain margin. 

 

3.4.1.2. Inverter Stage 

The next stage in operating the AC loads is converting the boosted DC voltage 

into AC voltage by using an inverter. An inverter is a DC-AC converter that is capable to 

transforming the DC voltage into AC voltage by the means of switching devices. For this 

operation, a single-phase full bridge sinusoidal PWM (S-PWM) inverter was used where 

the modulation signal is a sinusoidal waveform and carrier signal is the triangular 

waveform. Figure 3.14 depicts the circuit diagram for a single-phase inverter with S-
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PWM signal, this S-PWM signal is generated at a higher switching frequency which is 

determined based on the carrier frequency that is typically in kHz range.  

 
Fig 3.14: Full bridge single-phase inverter with sinusoidal PWM signal 

 

Due to this an output at full bridge terminals is high frequency pulses in the range of kHz, 

so to reduce the output frequency additional LC filter is applied that removes the high 

frequency pulses to produce a 50Hz sinusoidal AC output. 

                                  𝐿 =
𝑅𝐿√2

2𝜋𝑓𝑜
,     𝐶 =

1

2𝜋𝑓𝑜𝑅𝐿√2
                                                               (3.26) 

Here RL represents the load, fo represents the cut-off frequency 

 

3.4.2. DC loads 

Loads that require DC power are termed as DC loads. These loads can be 

coupled to the DC bus with or, without any addition DC-DC converter in between. DC 

power can be utilized in operations such as for lighting loads, motoring loads or battery 

charging. For efficient utilization of electrical energy in lighting sector DC lighting offers 

higher efficiency and utilization, by dimming and occupancy sensing operations. Other 

examples of DC loads are brushless DC (BLDC) motors which are used as fans that 

provide high efficiency and low noise when operated. Such loads can be directly coupled 

to the DC bus or through a DC-DC converter to match the voltage ratings.   
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CHAPTER 4 

DEEP REINFORCEMENT LEARNING BASED CONTROL 

 

4.1. DEEP REINFORCEMENT LEARNING  

Reinforcement learning is the process of teaching machine learning models 

to make a sequence of decisions. The agent learns to achieve a goal in an unpredictable, 

perhaps difficult environment. In reinforcement learning, an artificial intelligence 

encounters a game-like situation. The machine use trial and error to arrive at a solution. 

In order to induce artificial intelligence to do what the programmer wants; it is given 

either incentives or penalties for the acts it does. Its goal is to make the total prize as high 

as feasible. Despite the fact that the designer defines the reward policy–that is, the game's 

rules–he offers no advice or suggestions to the model on how to complete the game. It's 

up to the model to figure out how to accomplish the task in order to maximise the reward, 

starting with entirely random trials and escalating to complicated plans and superhuman 

skills. Reinforcement learning is presently the most effective technique to hint machine 

creativity by utilising the power of search and numerous trials. 

 

4.1.1. Q-learning 

Considering the agent interacts with the environment E, at time t and makes 

an observation xt where it takes an action at time t thus, receiving a reward rt. The entire 

environment can be mapped into state, action pairs as 𝑠𝑡  =  (𝑥1, 𝑎1  … . . 𝑎𝑡+1, 𝑥𝑡). The 

actions performed by the agent are based upon the policy 𝜋, which correlates the states 

probability distribution with actions as 𝜋: 𝑆 → 𝑝(𝐴) thus modelling the state space S, 

action space A, with initial probability distribution 𝑝(𝑆1), transaction dynamics  
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𝑝(𝑠𝑡+1|𝑠𝑡, 𝑎𝑡) and reward 𝑟(𝑠𝑡, 𝑎𝑡) into a Markov decision process. The output for states 

can be defined as the summation of upcoming discounted rewards,  

Rt = ∑ γi−tr(si, ai)
T
i=t  where ɣ represents discount factor. The action-value function 

relates the expected return after an action is taken at state 𝑠𝑡 .  and can be written as, 

                         𝑄𝜋(𝑠𝑡, 𝑎𝑡) = 𝐸𝑟𝑡,𝑠𝑡+1~𝐸[𝑟(𝑠𝑡, 𝑎𝑡) + 𝛾𝐸𝑎𝑡+1~𝜋[𝑄
𝜋(𝑠𝑡+1, 𝑎𝑡+1)]]            (4.1) 

If the target policy is deterministic then we can rewrite the inner expectation as, 

                         𝑄𝜇(𝑠𝑡, 𝑎𝑡) = 𝐸𝑟𝑡,𝑠𝑡+1~𝐸[𝑟(𝑠𝑡, 𝑎𝑡) + 𝛾[𝑄
𝜇(𝑠𝑡+1, 𝜇(𝑠𝑡+1))]]                   (4.2) 

A Q-table is used to maintain the learning progress in Q-learning methods. As the number 

of state-action pairs grows, so does the size of the Q-table, and the process suffers from 

the curse of dimensionality. As a result, traditional Q-learning algorithms require 

significant discretization stages, resulting in unsatisfactory outcomes. Furthermore, 

because the Q-function is deterministically computed, Q-learning cannot handle 

stochastic policies. 

 

4.1.2. Deep Deterministic Policy Gradients (DDPG) 

DDPG is a deep reinforcement learning based algorithm in which a Q-

network present in RL is replaced by a neural network thus making it capable of having 

multiple state, action pairs while simultaneously reducing the look up time as associated 

with RL based look-up tables, the architecture of DDPG algorithm can be observed from 

figure 4.1. A Q network, a deterministic policy network, a target Q network, and a target 

policy network are used in DDPG. The Q network and policy network are similar to basic 

Advantage Actor-Critic, except that in DDPG, the Actor directly correlates the states to 

actions (the network's output is directly the output) rather than producing the probability 

distribution across a discrete action space. The learnt networks are slowly tracked by the 

target networks, which are delayed time duplicates of their initial networks. The use of 

these target value networks considerably improves learning stability. Policy gradient can 

be expressed as: 

                                             ∇𝜃𝐽(𝜃) = 𝐸𝑇[∑ ∇θ𝑙𝑜𝑔𝜋𝜃(𝑎𝑡|𝑠𝑡)𝐺𝑡
𝑇−1
𝑡=0 ]                           (4.3) 

Decomposing the expectation results in 

                                ∇𝜃𝐽(𝜃) = 𝐸𝑇[∑ ∇θ𝑙𝑜𝑔𝜋𝜃(𝑎𝑡|𝑠𝑡)𝑄𝑤(𝑠𝑡, 𝑎𝑡)
𝑇−1
𝑡=0 ]                (4.4) 

Where 𝑠𝑡, 𝑎𝑡 are the state and action of the network. 

A replay buffer is also used by DDPG to collect experience and update neural network. 

It consists the experience of any agent which is a tuple consisting of (state, action, reward, 
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next state) that is stored as a finite-sized throughout each trajectory roll-out. After the roll 

out from the replay buffer takes place, the updated Q-value is obtained as 

                                          𝑦𝑖 = 𝑟𝑖 + 𝛾𝑄
′(𝑆𝑖+1, 𝜇

′(𝑆𝑖+1|𝜃
𝜇′)|𝜃𝑄

′
)                              (4.5) 

where 𝛾 is the discount factor. The target value network and target policy network are 

used to determine the next-state Q values. The mean-squared loss between the modified 

Q value and the original Q value is then minimised. The objective here is to maximise the 

expected return of the policy function ∇𝜃𝐽(𝜃). For continuous action spaces, exploration 

is done by adding noise N to the action this can be expressed as 

   

                                           𝜇′(𝑠𝑡) = 𝜇(𝑠𝑡|𝜃𝑡
𝜇
) + 𝑁                                           (4.6) 

 

4.2. DDPG ALGORITHM  

Set the critic 𝑄(𝑠, 𝑎|𝜃𝑄) and actor 𝜇(𝑠|𝜃𝜇) with weights 𝜃𝑄 and 𝜃𝜇 randomly. 

Set target network 𝑄’ and 𝜇’ with weights 𝜃𝑄  → 𝜃𝑄
’
 and 𝜃𝜇 → 𝜃𝜇’ 

Set replay buffer 𝑅 

for episode = 1, M do 

                  Set a random process N for exploring actions 

                  Obtain initial observation state 𝑠1 

                      for t = 1, T do 

Pick action 𝑎𝑡 = 𝜇(𝑠𝑡|𝜃
𝜇) +  𝑁 according to current policy and 

exploration noise 

Run action 𝑎𝑡 , receive reward 𝑟𝑡  and observe state 𝑠𝑡+1 

           Capture transition (𝑠𝑡, 𝑎𝑡, 𝑟𝑡, 𝑠𝑡+1) in R 

Sample random minibatch of 𝑁 transitions  (𝑠𝑖, 𝑎𝑖, 𝑟𝑖, 𝑠𝑖+1) from 𝑅 

           Set 𝑦𝑖 = 𝑟𝑖 + 𝛾𝑄
′(𝑆𝑖+1, 𝜇

′(𝑆𝑖+1|𝜃
𝜇′)|𝜃𝑄

′
)   

           Update critic by minimizing the loss: 

 𝐿 =
1

𝑁
∑ (𝑦𝑖 − 𝑄(𝑠𝑖, 𝑎𝑖|𝜃

𝑄)) 2 𝑖  
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Update the actor policy: 

∇𝜃𝜇𝐽 ≈
1

𝑁
∑∇𝑎𝑄(𝑠, 𝑎|𝜃

𝑄)|𝑠=𝑠𝑖,𝑎=𝜇(𝑠𝑖)∇𝜃𝜇(𝑠|𝜃
𝜇)|𝑠𝑖

𝑖

  

          Update the target networks: 

𝜃𝑄
′
←  𝜏𝜃𝑄 + (1 − 𝜏)𝜃𝑄

′
 

𝜃𝜇
′
←  𝜏𝜃𝜇 + (1 − 𝜏)𝜃𝜇

′
 

  end for 

      end for 

 

 

 
Fig 4.1: Architecture of DDPG agent  
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CHAPTER 5 

SIMULATION SETUP & CALCULATIONS 

The simulation for the scope of this project is simulated in MATLAB 

(Simulink), using which the entire PV based system was designed and analysed. For the 

purpose to developing and training of DRL agent Reinforcement Learning Toolbox and 

MATLAB (Simulink) were used respectively. 

 

5.1.  DESIGNING OF SYSTEMS 

The various components of the PV system are designed in MATLAB 

(Simulink) based upon the design specifications of the system. According to the system 

requirements a PV battery-based system is to be designed with 800W solar PV array 

connected to a 48V DC bus, the system also includes an energy storage system with a 

24V battery system capable of delivering constant power of 800W to the DC bus for a 

duration of 7 hours continuously without operating the PV system.  

      Along with DC loads the PV battery-based system has to operate AC loads as 

well, so an additional inverter has to be designed that is rated at 220V, 50Hz. According 

to the design specifications, each subsystem of the PV battery-based system has to be 

designed. The components of PV-battery based system are solar power tracking system 

which consists of PV array and MPP converter, energy storage system comprising of a 

battery and bidirectional converter and loads that can be coupled to the DC bus. 

 

5.1.1 Design of Solar Power Tracking System 

As per the design specifications, the solar power tracking system has to be 

designed for 800W PV array and accordingly a maximum power point tracking converter 

has to be designed.
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5.1.1.1 PV Array Design 

For the design of PV array, the single module rating is specified at 213.15W 

at 1000W/m2 irradiance with an open circuit voltage of 25V. According to the design 

specifications, to obtain 800W several PV modules have to be coupled together in series 

or parallel to get the desired power rating. By connecting two PV modules in series the 

obtained power is 426.3W, connecting 2 such strings in parallel results in 852.6W of solar 

power at irradiance of 1000W/m2. Since 2 PV modules are connected in series thus, the 

open circuit voltage of the PV array equals 50V. Figure 5.1 shows the power outputs 

available at 100,1000 W/m2, assuming that the minimum possible irradiance in a day is 

100W/m2. 

 

 
Fig 5.1: I-V & P-V characteristics of PV array 

 

5.1.1.2 MPP Converter Design 

For designing the MPP converter several parameters have to be considered 

such as input voltage (Vin), maximum load that can be applied (Pmax), switching frequency 

(f) and duty ratio (d). The main elements to be designed for the MPP converter is the 

inductor (Lboost) and capacitor (Cboost) according to the equations 3.14 and 3.17. 

For the design of MPP converter at a switching frequency (f) of 50khz and maximum 

power capability (Pmax) of 852.6W at 1000W/m2 and 78.85W at 100W/m2, as the MPP 

converter is coupled to a 48V DC bus the output voltage (Vo) can be considered as 48V. 

As per the assumption that the minimum and maximum irradiance available 

in a day is 100W/m2 and 1000W/m2 respectively therefore, according to the figure 16 the 

minimum and maximum input voltage (Vin) are 38.83V & 42V respectively. Considering 

equation 3.13, 
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𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑑𝑢𝑡𝑦 𝑟𝑎𝑡𝑖𝑜 (𝑑𝑚𝑖𝑛)  =  1 −
42

48
= 0.125                            (5.1) 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑑𝑢𝑡𝑦 𝑟𝑎𝑡𝑖𝑜 (𝑑𝑚𝑎𝑥)  =  1 −
38.83

48
= 0.191                      (5.2) 

 

Assuming the minimum load (Pmin) that can be attached to the system is 12W, 

                      𝑅𝑙𝑜𝑎𝑑 =
𝑉𝑜
2

𝑃𝑀𝐼𝑁
=

482

12
= 200Ω                                      (5.3) 

 

From equations 3.14, 5.1 & 5.3, 

          𝐿𝑏𝑜𝑜𝑠𝑡 > max (
0.125(1−0.125)2×200

2×50×103
 ,
0.191(1−0.191)2×200

2×50×103
)                    (5.4) 

            𝐿𝑏𝑜𝑜𝑠𝑡 > max(191.4𝜇𝐻, 250𝜇𝐻)                                                      (5.5) 

 

Similarly, Cboost can be calculated as, according to equation 3.17,  

      𝐶𝑏𝑜𝑜𝑠𝑡 =
0.191×48

2×50×103×0.05
= 1833.6𝜇𝐹                                        (5.6) 

 

For practical purpose considering the Lboost, Cboost as 375μH & 3000μF. 

   

5.1.2 Design of Energy Storage System 

The energy storage system consists of 2 components mainly a battery and 

bidirectional converter, according to the design specifications the battery should be 

proficient in keeping the load power of 800W for a maximum of 7 hours while keeping 

the DC bus voltage constant. 

 

5.1.2.1 Battery selection 

As Lithium-ion batteries possess superior charging and discharging 

capabilities to that of lead acid batteries, for this system design Li-ion battery is 

considered. A single Li-ion cell is rated at 3.7V nominal voltage with 2500mAh capacity. 

According to the design specifications, the battery should be able to handle 800W load 

power for 7 hours continuously so, considering equation 3.15, 

𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 =  
800×7

24
=  233.33 𝐴ℎ             (5.7) 

For design purpose battery capacity can be selected as 250Ah. The battery system has to 

be designed for 24V thus, individual cells have to be connected in series or parallel to 



29 
 

meet the required voltage and capacity ratings. Nominal voltage (Vnorm) of the 24V battery 

is 20.54V whereas, individual cell nominal voltage (Vcell_norm) is 3.7V.  

To achieve the battery specifications,  

𝑆𝑒𝑟𝑖𝑒𝑠 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑐𝑒𝑙𝑙𝑠 =
𝑉𝑛𝑜𝑟𝑚

𝑉𝑐𝑒𝑙𝑙−𝑛𝑜𝑟𝑚
=

20.54

3.7
= 5.55 ≈ 6                 (5.8) 

            𝑆𝑒𝑟𝑖𝑒𝑠 𝑠𝑡𝑟𝑖𝑛𝑔𝑠 𝑖𝑛 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 =
𝐵𝑎𝑡𝑡𝑒𝑟𝑦 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦

𝑐𝑒𝑙𝑙 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 
=

250𝐴ℎ

2500𝑚𝐴ℎ
= 100       (5.9) 

 

We require a total of 600 cells to form the battery rated for 24V, 250Ah. 

 

5.1.2.2 Bidirectional Converter Design 

The bidirectional converter is responsible for charging and discharging the 

battery while maintaining a constant DC bus voltage, this is achieved by operating the 

BDC in buck or boost mode respectively. While designing the BDC different operating 

modes has to be considered. 

 

Design of BDC in buck mode, in this mode the BDC is responsible for battery 

charging so, the battery voltage can be considered as the output voltage (Vo) and the DC 

bus voltage can be considered as Vin. Assuming the minimum (Pmin) and maximum (Pmax) 

power available for battery charging is 50W and 852.6W respectively while the switching 

frequency is 50kHz. Considering equation 3.15,  

𝐿𝑏𝑢𝑐𝑘 =
𝑉𝑜

2(
𝑃𝑚𝑖𝑛

𝑉𝑜
)𝑓
=

24

2(
50

24
)(50×103 )

= 115.2𝜇𝐻 ,                       (5.10) 

𝐶𝑏𝑢𝑐𝑘 =
2(
𝑃𝑀𝐴𝑋
𝑉𝑜

)

8𝑓∆𝑣𝑜
=

2×
852.6

24

8×50×103×0.05
= 3552.5𝜇𝐹                       (5.11) 

 

Design of BDC in boost mode, In this mode the BDC discharges the battery 

to maintain a constant DC bus voltage therefore, we can consider the DC bus voltage as 

Vo at 48V whereas the 24V battery voltage is treated as Vin. Assuming the minimum 

(Pmin) and maximum (Pmax) power required to maintain a constant DC bus voltage is 10W 

and 1000W respectively. 

Considering equation 3.17, 

𝐿𝑏𝑜𝑜𝑠𝑡 =
𝑑(1−𝑑)2𝑉𝑜

2

2𝑓𝑃𝑀𝐼𝑁
=

0.5(1−0.5)2482

2×50×103×10
= 288𝜇𝐻                          (5.12) 

                                   𝐶𝑏𝑜𝑜𝑠𝑡 =
𝑑𝑉𝑜

(
𝑉𝑜2

𝑃𝑀𝐴𝑋
)𝑓∆𝑉𝑜

=
0.5×48

(
482

1000
)50×103×0.05

= 4166.67𝜇𝐹           (5.13) 
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From equations 5.10 & 5.12, 

   𝐿 =  𝑚𝑎𝑥(𝐿𝑏𝑢𝑐𝑘 , 𝐿𝑏𝑜𝑜𝑠𝑡) =  288𝜇𝐻                                       (5.14) 

From equations 5.11 & 5.13, 

 𝐶 = max(𝐶𝑏𝑢𝑐𝑘, 𝐶𝑏𝑜𝑜𝑠𝑡) = 4166.67𝜇𝐹                                   (5.15) 

For design purpose L = 450μH, C = 6000μF. 

 

5.1.3 Connection to AC Loads 

Connection of AC loads to a DC bus requires an inverter in between them 

which converts the DC from the DC bus into AC. For the scope of this project a two-stage 

approach was employed in which first the DC bus voltage was stepped-up to a higher 

390V then applied to a SPWM based inverter to converter the 390V DC into 220V(rms), 

50Hz AC voltage. 

 

5.1.3.1 Design of Full Bridge Converter 

The full bridge converter is considered as the first stage in operating AC loads 

where the DC bus voltage is boosted to a higher DC voltage level for operating the 

inverter.  Since the DC bus voltage has to be boosted to 390V therefore, Vin can be 

considered to be 48V and Vout as 390V  

Considering a transformer ratio (𝑛 =
𝑁2

𝑁1
 ) of 10,  

                             𝑑 =
𝑉𝑜

2𝑉𝑖𝑛𝑛
=

390

2×48×10
= 0.40625                 (5.16) 

 

For controller design the transfer function for full bridge DC-DC converter has to be 

analysed with inductor as 800𝜇𝐻 and capacitor as 3000𝜇𝐹, considering equation 3.23: 

                𝐺𝑣𝑑(𝑠)|𝑣1(𝑠)=0 =
(1−

𝑛2𝐿

𝑅(1−𝐷)2
𝑆)𝑉𝑜

𝐿𝐶𝑛𝑆2+
𝐿𝑛

𝑅
𝑆+

(1−𝐷)2

𝑛

=
390−0.867𝑠

2.4×10−4𝑠2+8×10−6𝑠+0.036
        (5.17) 

 

According to figure 5.2, the phase margin of Gvd(S) is negative thus, making the system 

unstable. 
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Fig 5.2: Bode plot for Gvd(s) 

 

 

To improve upon the stability a compensator has to be analysed, the compensation used 

in this system is PI controller whose transfer function can be given by the equation 3.25: 

 

                                               𝐺𝑐(𝑠) =
𝐾𝑝𝑠+𝐾𝑖

𝑠
                                                 (5.18) 

 

Where Kp, KI are 1 × 10−7 𝑎𝑛𝑑 1 × 10−6 respectively.  

From equation 3.24, 5.17 & 5.18, 

 

𝐺(𝑠)𝐻(𝑠) =
−8.67×10−8𝑠2+3.813×10−5+0.00039

0.00024𝑠3+3.813×10−6𝑠2+0.036𝑠
                            (5.19) 

 

G(s)H(s) represents the open loop transfer function where H(s) is 1. Figure 5.3 represents 

the bode plot for open loop transfer function with stable operation as gain margin and 

phase margin for the system are positive. 
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Fig 5.3: Bode plot for G(s)H(s) 

 

5.1.3.2 Design on SPWM inverter 

The inverter is employed for converting the DC voltage to an AC voltage of 

fixed magnitude, for this a sinusoidal PWM inverter technique was used. The modulating 

signal is a sinusoidal wave and the carrier is a triangular wave with modulation index (mi) 

of 0.88. The fundamental frequency component of output voltage (Vab) can be given by, 

                          𝑉𝑎𝑏 = 𝑚𝑖𝑉𝐷𝐶 = 0.88 × 390 = 344𝑉                               (5.20) 

 

5.2 DDPG ARCHITECTURE 

For development for actor-critic network, a fully connected dense layer was 

selected for interaction with environment and perform the tasks. The actor network 

consists of five fully connected dense layers with 1000 neurons each and tanh activation 

function. These layers are bifurcated to add the complexities that are observed by the 

MPP and BDC control as shown in figure 5.4(a). whereas, the critic network consists of 

state path and action path, for state path three fully connected layers were used with 500 

neurons each and consisted of ReLU activation function and action path consisted of three 

FC layer with 500 neurons each as shown by figure 5.4(b). Two deep neural networks are 

used in the actor-critic (AC) technique. The policy network (or the actor) receives input 

from the environment and performs a control action (or a policy). The estimator for the 

value function (or the critic) evaluates the condition of the environment and the reward 
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acquired from the actor's control action before returning the action's estimated value. 

According to the policy gradient theorem, the actor-network uses a gradient ascent 

technique to maximise the objective function ∇𝜃 (eqn 4.4). To estimate the value function, 

the critic network utilises gradient descent to reduce error. 

 

 

 
(a)                                            (b) 

Fig 5.4: structure of DDPG agent (a) actor network (b) critic network 
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5.3   SIMULATION SETUP 

The following sections explain the design aspects of SPMS in 

MATLAB(Simulink), the sub-systems of Simulink model are categorised as simulation 

of PV system and simulation of DRL-agent. The simulation of PV system describes the 

electrical components of SPMS whereas, the simulation of DRL-agent describes the 

design and modelling of deep reinforcement learning agent for calculating reward and 

observations. 

 

5.3.1 Simulation of PV system 

As analysed in previous sections the PV sub-system has been designed with 

the PV array connected to a boost converter for MPP tracking, at various irradiance 

conditions. The PV sub-system also consists of a 24V, 250Ah battery and BDC converter 

for battery charge and discharge operations when load demand is low and high 

respectively depicted by figure 5.5. The BDC acts a buck converter during charging of 

the battery carrying power from PV array to battery and works as a boost converter in 

situations of high load demand hence providing power to the load alongside the PV array. 

 

 
Fig 5.5: MATLAB-simulink model for PV sub-system 

 

For design parameter specifications the values for each parameter used for various sub-

systems is defined in table 5.1.  
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Unit Parameter Value 

 

MPP converter 

Inductor (L) 375μH 

Capacitor (C) 3000μF 

Switching frequency (f) 50khz 

 

BDC 

Inductor (L) 450μH 

Capacitor (C) 6000μF 

Switching frequency (f) 50khz 

PV Array 856.2W@1000W/m2 

Battery 24V,250Ah 

Full Bridge 

Converter 

Inductor (L) 800μH 

Capacitor (C) 3000μF 

Switching frequency (f) 50khz 

Table 5.1: List of parameters used in PV system Design 

 

 

5.3.2  Simulating Deep Reinforcement Learning Agent 

While setting up simulations for DRL agents two most important aspects are 

rewards and observations, based on these the agent interacts and learns from the 

environment. 

 

5.3.2.1 Training of DRL Agent 

Before any DRL agent can be employed into use it is necessary to train the 

agent where, it learns about the available states and actions by mapping out the 

environment. For the purpose of developing an environment parameter such as action 

space and state space are defined, the action space determines the available actions that a 

DRL agent can take while state space represents the available states that the agent can 

discover based on explorations. The environment is generated using the code given in 

figure 5.6 which defines the observation space and the action space. Table 5.2 defines the 

parameters defined while training of DRL agent. 
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Fig 5.6: MATLAB code for generating the environment 

 

 

Parameter Value 

Training Episodes 5000 

Critic learning rate 1x10-2 

Actor learning rate 1x10-3 

Min batch size 64 

Experience buffer 1x106 

Discount factor 0.99 

State space lower limit [-10 -10] 

State space upper limit [10 10] 

Action space lower limit [0.1 0.47] 

Action space upper limit [0.22 0.65] 

Table 5.2: List of parameters for training DRL agent 

 

5.3.2.2 Reward Design 

The instantaneous reward that is given to the agent for performing any action 

in the environment based upon this reward the agent decides which of the performed 

action for any given state is yields maximum reward. This is calculated as 

                                        r =  −α(Vter  −  Vload)  − β(Ppv−prev – Ppv)                              (5.21) 

where Ppv-prev is the solar panel output power that the panel has produced in  
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𝑡 − 1 timestep, 𝑃𝑝𝑣 represents the current solar power output at time t, α represents the 

penalty factor for DC bus voltage, β represents the penalty factor for moving away from 

maximum power point and 𝑉𝑡𝑒𝑟 is the desired bus voltage. According to figure 5.6, the 

reward is calculated according to equation 5.21 where α & β are 20 and 5 respectively. 

 

 
Fig 5.7: Reward for the DRL Agent 

 

5.3.2.3 DRL Observation 

Observation block shown by figure 5.7, is used for the interaction of RL agent 

with the PV subsystem where, the agent observes for changes in state after taking certain 

action.  

 
Fig 5.8: Observation block connected to DRL agent  

 

The observation (state) is given as: 

𝑠 =  {|𝑉𝑙𝑜𝑎𝑑|’, |𝑉𝑝𝑣|’}                                                               (5.22)                  

where 𝑉𝑙𝑜𝑎𝑑
′  =

𝑉𝑙𝑜𝑎𝑑

𝑉𝑡𝑒𝑟
   & 𝑉𝑝𝑣

′  =
𝑉𝑝𝑣

𝑉𝑜𝑐−𝑝𝑣
  and Voc-pv represents the open circuit PV voltage. 
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CHAPTER 6 

RESULTS AND OBSERVATIONS 

The following chapter describes the results to various simulation scenarios in 

which the solar power management system is operated. Depending upon the simulations, 

observations can be made upon the performance of deep reinforcement learning agent. 

The simulation scenarios are described in table 6.1 based on which the performance of 

DRL based SPMS is analysed. 

Case Irradiance (W/m2) Load Load rating (W) 

1 100 (constant) DC (constant) 500 

2 600 (constant) DC (constant) 500 

3 800 (constant) DC (constant) 50 

4 300 & 600 (Variable) AC (constant) 1200 

5 300, 600 & 800 (Variable) DC (Variable) 50 to 500 

Table 6.1: Conditions at which simulations are performed 

6.1.  CASE 1  

In this case, the simulation is performed at 100W/m2 irradiance. According 

to the P-V characteristics of the PV array as shown in figure 6.1, the maximum operating 

point power at 100W/m2 is 78.85W.        

  

Fig 6.1: P-V characteristics of PV array at 100W/m2
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 According to figure 6.2(a), which shows a constant irradiance of 100W/m2 

at which the simulation was performed, during this condition the MPP converter 

operating using DRL based control is able to obtain the maximum PV power of 76.5W 

shown in figure 6.2(b) with PV voltage and PV current of 40.26V and 1.9A shown by 

figure 6.2(c) & 6.2(d) respectively. Analyzing the obtained PV power and maximum 

available PV power, the efficiency of DRL based controller in tracking the PV power is 

97.01% at 100W/m2. 

  

(a) 

 

(b) 

 

(c) 

 

 
(d) 

Fig 6.2: Performance of DRL agent under 100W/m2 irradiance with a 500W DC load, 

(a)Constant irradiance of 100W/m2, (b) obtained PV power, (c)voltage across PV 

module, (d)current delivered by PV module 
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Since the load demand remains constant at 500W shown by figure 6.3(a) and 

the PV array is only able to supply 76.5W of solar power so, to keep the DC bus voltage 

constant the remaining power has to be supplied though the battery systems. According 

to figure 6.3(b), the battery system supply’s the remaining load power of 429.5W which 

helps in maintaining a constant DC bus voltage of 48V as depicted by figure 6.3(c). 

 

(a) 

 

(b) 

 

 
(c) 

Fig 6.3: Performance of DRL agent under 100W/m2 irradiance with a 500W DC load, 

(a) power demanded by the load, (b) power supplied/delivered to battery, (c) DC bus 

Voltage. 

 

6.2.  CASE 2  

In this case, for analysis of deep reinforcement learning based solar battery 

system the PV array was operated at 600W/m2 irradiance and according to figure 6.4, the 

maximum operating point power at this irradiance is 507.1W.  
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Fig 6.4: P-V characteristics of PV array at 600W/m2 

 

According to figure 6.5(a) which shows an irradiance level of 600W/m2, the 

MPP converter is able to obtain 496.6W of PV power as shown in figure 6.5(b). The MPP 

converter operates the PV array with PV voltage and PV current as 42.6V and 11.65A 

respectively as shown by figures 6.5(c) & 6.5(d).  Analysing the PV power obtained using 

the DRL based control and maximum available PV power, the converter operates with 

97.92% efficiency at 600W/m2. 

 

 

(a) 

 

(b) 

 

 
(c) 
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(d) 

Fig 6.5: Performance of DRL agent under600W/m2irradiance with a 500W DC load, 

(a)Constant irradiance of 600W/m2, (b) obtained PV power, (c)voltage across PV 

module, (d)current delivered by PV module 

 

As the load demand shown by figure 6.6(a) is constant at 500W, the solar 

power system is efficient in supplying the load power demand with minimal utilization 

of battery power at 6W as shown by figure 6.6(b). The battery power utilized in this 

scenario depicts the converter losses that the battery systems endure to maintain a constant 

DC bus voltage at 48V shown by figure 6.6(c) 

 
(a) 

 
(b)  

 

 
(c) 

Fig 6.6: Performance of DRL agent under 600W/m2irradiance with a 500W DC load, 

(a) power demanded by the load, (b) DC bus Voltage, (c) power supplied/delivered to 

battery.
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6.3.    CASE 3  

In this case 800W/m2 irradiance was applied to PV array and according to 

figure 6.7 which represents the P-V characteristics of the PV array the maximum 

operating point power achievable is 680.15W.  

 

Fig 6.7: P-V characteristics of PV array at 800W/m2 

 

According to figure 6.8(a) which depicts an irradiance level of 800W/m2, the 

MPP converter when operated at this irradiance level is able to operate the PV array to 

deliver 665.2W of PV power as shown by figure 6.8(b). This is achieved by keeping the 

PV voltage and PV current at 42.8V & 15.54A as observed by figures 6.8(c) & 6.8(d) 

respectively. This case reveals an efficiency of 97.80% in tracking the maximum PV 

power at 800W/m2 using the DRL based control. 

 

 
(a) 

 

 
(b) 
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(c) 

 

 
(d) 

Fig 6.8: Performance of DRL agent under 800W/m2 irradiance with a 50W DC load, 

(a)Constant irradiance of 800W/m2, (b) obtained PV power, (c)voltage across PV 

module, (d)current delivered by PV module 

 

 

In this condition the load demand is kept low at 50W shown by figure 6.9(a), 

since the PV power is more than the load power demand thus the remaining PV power 

can be used in charging the battery. Observing figure 6.9(b) which shows that the battery 

is charging at 599.5W and during this operation the DC bus voltage is maintained constant 

at 48V shown by figure 6.9(c). 

 
(a) 

                     
(b) 
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(c) 

Fig 6.9: Performance of DRL agent under 800W/m2 irradiance with a 50W DC load, 

(a) power demanded by the load, (b) power supplied/delivered to battery, (c) DC bus 

Voltage. 

 

After observing the three operating cases, in which the PV array is operated 

at 100,600,800W/m2 irradiance in case 1, 2, 3 respectively. In the first case, a 500W DC 

load is attached to the DC bus and since the PV array is operated at low irradiance the 

battery system had to be utilized in order to supply the load power for maintaining a 

constant DC bus voltage at 48V. In the second case with a medium irradiance level of 

600W/m2 the PV array is able to supply the load demand power of 500W with nominal 

power demanded from the battery system. In case 3, the load power demanded was 50W 

and as the PV array was able to operate at maximum power point condition delivering 

665.2W of power, the remaining PV power was utilized in charging the battery system 

that can be used later to meet the load demands. 

Cases 1 & 3, together depict the bidirectional operation of BDC in which the 

BDC operates as a buck converter while charging the battery and as a boost converter 

while discharging the battery. Observing these cases, the solar power management system 

works by operating the solar PV system to converter the solar power into electrical power 

which is then either utilized by the loads entirely or used to charge the battery system 

using the BDC converter.  

As the DRL based solar power management system is controlled by the deep 

reinforcement learning agent which observes the changes in the environment conditions 

by is observation states, as DC bus voltage and PV voltage were considered for making 

such observations so the agent reacts to any changes that occur in the observation states. 

Based upon these changes the neural networks associated with the actor network 

generates the actions which are the duty ratios for MPP converter and BDC converter, by 

maintaining a single control strategy for controlling the MPP converter and BDC 
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converter the DRL agent is able to quickly adjust to any changes and maintaining a 

constant DC bus voltage. 

 

 

6.4. CASE 4 

In this case, the PV array was operated with a variable irradiance that rises 

from 300W/m2 to 600W/m2 shown by figure 6.10(a) with a 1.2kW AC load which is 

connected to the inverter. According to figure 6.10(b), at irradiances of 300, 600W/m2 

the maximum PV power that the PV array is able to deliver is 243.3W and 498.6W 

respectively. According to figure 6.10(d) the load demand as observed at the DC bus is 

constant at 1.2kW thus the PV systems alone are inadequate in supplying the load demand 

hence, the battery systems have to be operated in for maintaining a constant DC bus 

voltage which can be observed by figure 6.10(c). 

     
(a) 

  
                                                                    (b) 

  

 
(c)  
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                                              (d) 

Fig 6.10: Performance of DRL agent at variable irradiance with constant 1.2kW AC 

load, (a) Variable irradiance levels applied to PV array, (b) PV power obtained at 

variable irradiance, (c) Battery power utilized, (d) Load power demand as observed at 

DC bus. 

 

Observing the figures 6.11(b) & 6.11(c) the two-stage operation of inverter 

system can be seen, where first the bridge converter is operated to boost the 48V DC bus 

voltage shown by figure 6.11(a) to 390V DC as shown in figure 6.11(b) then later this 

boosted voltage is applied to a SPWM inverter that converters the DC power into AC 

power as shown in figure 6.11(d). Together the full bridge converter and SPWM inverter 

form the inverter system that is designed to supply power to the AC loads rated at 220-

240V(rms) at 50Hz. According to Figure 6.12, the total harmonic distortion (THD) of the 

generated inverter output is 0.79% which represents the ratio of fundamental component 

to harmonics present in output AC waveform. 

 

 

 
 

(a) 
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(b) 

 
(c) 

Fig 6.11: Two stage inverter operation, (a) 48V DC bus, (b) Full bridge converter 

output at 390V, (c) output AC voltage at 50Hz. 

 

 

 

 

Fig 6.12: FFT analysis of AC voltage  
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6.5.     CASE 5 

The simulation of variable loads at variable irradiation conditions is depicted 

by the figure 6.13, where according to figure 6.13(a) which depicts the variable 

irradiances that rise from 300 to 600 to 800W/m2 that are applied to the PV array. At these 

irradiance levels the response of solar power management system is observed by changing 

the loads at different instances of time to see the changes in battery power and PV power.  

According to figure 6.13(b) which shows the PV power, a rise in PV power 

with rise in irradiance can be observed. According to the P-V characteristics of PV array 

which also depicts a positive correlation between the irradiance and available solar power. 

Observing figure 6.13(c), the variable load demands that occur during the entire 

simulation depicts the simulated version of loads that can be connected to the DC bus 

throughout its operation. Since there may be situations where the load demand may be 

more than the available solar power then in those conditions, the battery discharge 

operations can be observed where the additional load power is provided by the battery. 

During conditions where load demand is lower than the available solar power then, the 

battery charge operations can be observed. Both the battery operating conditions can be 

seen by figure 6.13(d).  By operating the PV array and BDC in conjugation to one another, 

the deep reinforcement learning based solar power management system is able to 

maintain a constant DC bus voltage shown in figure 6.13(e) while catering to the various 

load demands. 

 

 
(a) 

 
 

(b) 
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(c) 

 
(d) 

 
(e) 

 

Fig 6.13: Operation of DRL based solar power management system under variable load 

and variable irradiance condition (a) variable irradiance applied (b) PV power 

obtained (c) Load power demand (d) Battery power utilization (e) DC bus voltage. 

 

 

To analyse the efficiency of the deep reinforcement learning based solar 

power management system in tracking of maximum power point, figure 6.14 can be 

observed to obtain the ideal PV power available at a particular irradiance and compare it 

with the power obtained using DRL agent based MPPT control. The efficiency can be 

calculated as  

𝜂 =
𝑃𝑃𝑉𝐷𝑅𝐿

𝑃𝑖𝑑𝑒𝑎𝑙
 × 100                                                         (6.1) 

Where 𝑃𝑃𝑉𝐷𝑅𝐿  is the PV power obtained using DRL agent and Pideal is the ideal power that 

can be obtained from PV array. 
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      Fig 6.14: P-V characteristics of PV array at 100, 300, 600, 800W/m2 

 

According to table 6.2, that compares the power output of PV array using the 

DRL agent to the ideal power output at various irradiance levels, observations can be 

drawn regarding the efficiency of the deep reinforcement learning agent based maximum 

power point tracking technique. 

 

Irradiance Pideal (W) 𝑷𝑷𝑽𝑫𝑹𝑳 (W) Efficiency (%) 

100 78.85 76.5 97.01 

600 507.1 496.6 97.92 

800 680.15 665.2 97.80 

Table 6.2: comparison between the power obtained using DRL and ideal 

condition. 

 

Based upon the observations made in the table 6.2, the DRL based maximum 

power point tracking method has an efficiency greater than 97% in chasing the maximum 

power point while simultaneously, operating the bidirectional converter in-order to 

maintain a constant DC bus voltage. 
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CHAPTER 7 

CONCLUSION AND FUTURE SCOPE 

7.1. CONCLUSION 

The proposed project shows a significant potential in development of a solar 

PV battery-based system which is controlled by deep reinforcement learning technique 

capable of attaining the maximum power point for a PV array in short duration of time. 

This method is an efficient MPPT method that is capable of operating at various load 

conditions and maintain a constant DC bus voltage. The benefit of this strategy is that it 

does not require any prior model of the control system. The controller learns how to 

respond in terms of action space based on the reward they receive through ongoing 

interactions that is represented as the observation space in the environment. Rather than 

employing a look-up table as in the case of RL-based technique, DRL employs neural 

networks to estimate a value function or a policy, allowing for a considerable reduction 

in the amount of memory required for action spaces.  

 

The DRL algorithm is represented by the agent, and the action is the duty 

cycle perturbation. It begins by transmitting a prior state to the agent, that then responds 

to the previous state based on its knowledge. The environment then replies by returning 

a duo of the next state and a reward to the agent. Based on the reward and current 

condition acquired from the environment, the agent can learn how to respond. The 

suggested MPPT algorithms autonomously manages the changes of the duty cycle to find 

the optimal MPP after being trained on historical data gathered by direct contact with the 

solar power management system. 
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As the controller was designed using DDPG agent that enables the DRL based 

controller to continuously track changes in the operation conditions. This helps the DRL-

agent to quickly adapt according to the changes and maintaining a constant DC bus 

voltage. The DRL agent tracks the changes in DC bus voltage and PV voltage which are 

defined in the observation space, these changes along with the reward generated by the 

previous state-action pair are then relayed to the DRL agent. The DRL agent uses a DDPG 

algorithm which is an actor-critic network-based algorithm that respond to these changes 

in state and the reward, determine the action which are the duty ratios for MPP converter 

and BDC. The MPP converter duty ratio operates the PV array at MPP whereas, the BDC 

duty ratio ensures that the charging and discharging of battery takes place in such a way 

that a constant DC bus voltage can be maintained. By utilising this DRL based solar 

power management system efficiency greater than 97% was observed in tracking solar 

power while maintaining a constant DC bus voltage for the attached loads. 

 

7.2. FUTURE SCOPE 

For the scope of future development of this project, MPPT algorithm can be 

built using rule-based reinforcement learning (RuRL) which combines reinforcement 

learning and traditional knowledge-based techniques. Where to address environmental 

navigation challenges, rule-based approaches rely on the model of environment and in-

depth information of the system, and tends to converge early to suboptimal policies. This 

is achieved by reducing redundant explorations and guiding the explorations to obtain 

faster convergence. 

 Using artificial intelligence more accurate weather forecasting models can 

developed for irradiation prediction. The weather forecast models can be incorporated 

into the DRL agent for better scheduling of PV and battery power. Using various deep 

learning techniques such as, long short-term memory (LSTM) and generative adversarial 

network (GAN) can be used as control strategy in inverter system and mitigating AC 

harmonics that can be computed by analysing the voltage and current behaviours at the 

AC load side.  
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APPENDIX 1 

ARTIFICIAL NEURAL NETWORKS 

The human brain's typical functioning inspired the invention of ANNs, but 

they are only distantly linked to their organic counterparts. Although ANNs do not reach 

the intricacy of the brain, biological neural networks and ANNs have two crucial 

characteristics. To begin, both networks' building blocks are simple computational 

devices that are closely linked. Second, the network's function is determined by the 

connections between neurons. ANNs are computing networks that are parallel distributed 

which behave similarly to neurons in the brain. There are multiple input signals [𝑋 =

 (𝑥1, 𝑥2, . , 𝑥𝑛)] to neurons in some basic properties shown by figure A 1.1. Each input is 

given a relative weight [𝑊 =  (𝑤1, 𝑤2, . , 𝑤𝑛)] that influences its impact. This is similar 

to biological neurons' varied synaptic strengths. In the way they interact to form an 

impulse, some inputs are more essential than others. The intensity of the input signal is 

justified by weights, which are modifiable coefficients within the network. The 

summation block, which correlates to the human cell, produces the neuron's output signal 

as summation of all the input weights. 

 
Fig A 1.1: Schematic diagram of artificial neuron as basis processing unit.   
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A1.1.   STRUCTURE OF MULTILAYER NETWORK 

The three layers (input, hidden, and output) of nonlinear computational 

elements make up a neural network. Through the hidden layer, data moves from the input 

layer to the output layer shown by figure A 1.2. 

 
Fig A 1.2: Structure of multilayer network 

 

 

 The neurons in each layer are completely interconnected with those in the 

layers above and below it. These connections are represented as weights in the 

computational process. The weights play an important part in the signal's transmission 

over the network. They are used to store the knowledge of the problem-solution 

connection held by the neural network. The input layer's neurons are proportional to the 

number of independent variables in the model, but the output layer's neurons are fixed. It 

is possible to utilise a single or multiple number of output neurons. Furthermore, the 

number of hidden layers and their neurons are proportional to the model's complexity and 

are important parameters in the evolution of the NN model. 

A neural network is trained to minimise the differences between the 

anticipated goal values and the model's output values. The weights are changed to 

decrease errors if the network returns the incorrect response or if the errors exceed a 

certain threshold. As a result, errors are reduced, and subsequent network responses are 

more likely to be correct. The network is provided with the inputs and anticipated targets 
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serially during the learning procedure. The learning method includes a forward-

propagation step tailed by a stride of backward propagation. 

 

A1.2.   FORWARD-PROPAGATION 

The forward-propagation starts with the input layer receiving an input pattern. 

The network collects information from input and output neurons, then summarises it. To 

reduce the error between the anticipated target and the model’s output, the training is an 

iterative gradient technique. Assuming a neuron j of hidden layer p is used to create a 

network z with input layer represented as xji and weights w with a sigmoid activation 

function σ, the network output can be represented as; 

∅(𝑧) = 𝜎(𝑧) =
1

1+𝑒−𝑧
                                                  (A 1.1) 

The differential of ∅(z) can be represented as  

                                                ∅′(𝑧) =  ∅(𝑧)(1 − ∅(𝑧))                                          (A 1.2) 

Assuming the output error E is computed as mean square error against the desired output 

yd, 

𝐸 =
1

2
∑ (𝑦𝑑 −  𝜎(𝑧))

2
𝑑∈𝐷                                           (A 1.3) 

Since a multilayer network consists of multiple neurons form input layers connected to a 

single layer hence, the gradient of error is calculated against the weights wi, 

 
𝑑𝐸

𝑑𝑤𝑖
=

1

2
∑

𝑑𝐸

𝑑𝑦̂𝑑
.
𝑑𝑦̂𝑑

𝑑𝑤𝑖
𝑑                                                    (A 1.4) 

Where 𝑦̂𝑑 = 𝑦𝑑 − 𝜎(𝑧) =  𝑦𝑑 − 𝜎(𝑤. 𝑋𝑑)  and represents the networks output, 

𝑑𝐸

𝑑𝑤𝑖
= ∑ (𝑦𝑑 − 𝑦̂𝑑).

𝑑(𝑦𝑑−𝜎(𝑧))

𝑑𝑤𝑖
𝑑                                  (A 1.5) 

                          
𝑑𝐸

𝑑𝑤𝑖
= ∑ (𝑦𝑑 − 𝑦̂𝑑). 𝑥𝑖𝑑 . 𝑦̂𝑑(1 −𝑑 𝑦̂𝑑)                                    (A 1.6) 

 

 

A1.3.   BACK PROPAGATION 

The error value assigned to each neuron represents the degree of mistake 

connected with that neuron. As a result, the neuron backpropagates the appropriate weight 

adjustment, and the weights of the output neurons are updated. The backpropagation of 

error is calculated by the following algorithm where yj represents the output of network j 
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with activation function Oj and summation function netj. The error associated with the 

summation component is represented by 𝛿𝑗 =
𝑑𝐸

𝑑𝑂𝑗
.
𝑑𝑂𝑗

𝑑𝑛𝑒𝑡𝑗
 . 

Set all weights as small random numbers 

 Until completed do, 

  For each training episode do, 

         Input training example into network and calculate output 

         For each output unit k, 

    𝛿𝑘 ← 𝑂𝑘(1 − 𝑂𝑘)(𝑦𝑘 − 𝑂𝑘) 

                               For each hidden unit h, 

      𝛿ℎ ← 𝑂ℎ(1 − 𝑂ℎ)∑ 𝑤ℎ,𝑘𝛿𝑘𝑘∈ 𝑜𝑢𝑡𝑝𝑢𝑡  

           Update each weight wij 

𝑤𝑖𝑗 ← 𝑤𝑖,𝑗 + ∆𝑤𝑖,𝑗  

𝑤ℎ𝑒𝑟𝑒 ∆𝑤𝑖,𝑗 =  𝜂𝛿𝑗𝑥𝑖,𝑗  

A.1.4. ACTIVATION FUNCTIONS  

An Activation Function governs whether or not a neuron is to be triggered. 

This is done using simple mathematical operations which control whether the neuron's 

input is important or not. The Activation Function's generates output from a collection of 

input values that are fed into a node (or a layer). 

Some most commonly used activation functions are  

a. Sigmoid  

As represented by figure A 1.3(a), the sigmoid function can be expressed as 

                                         𝑓(𝑥) =
1

1+𝑒−𝑥
                                                                 (A 1.7) 

b. Tanh 

As represented by figure A 1.3(b), the tanh function can be expressed as 

                                         𝑓(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
                                                                   (A 1.8) 

c. Rectified Linear Unit (ReLU) 

As represented by figure A 1.3(c), the ReLU function can be expressed as 

                                         𝑓(𝑥) = max (0, 𝑥)                                                            (A 1.9) 
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Fig A 1.3: Activation functions used in neural networks (a) Sigmoid function (b) tanh 

function (c) ReLU function 
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