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ABSTRACT 
  

Coronavirus referred to as COVID-19 has had adverse effects in every possible aspect 

such as loss of economy, infrastructure, and moreover human life. In the era of growing 

technology: Artificial intelligence and machine learning can help find a way in reducing 

mortality, and in the same regard, we have created a prediction model for mortality of 

in-hospital COVID-19 patients. We used the dataset of 146 countries which consists of 

laboratory samples of around 2,670,000 confirmed COVID-19 cases. This study 

presents a Machine Learning model which will assist hospitals and medical facilities in 

determining who requires immediate attention and who must be given priority for 

hospitalization when the system is overburdened, or the facility is filled with patients 

who are not that severe and eliminate any delays in providing needed care to extremely 

severe patients first. As a result, the overall accuracy of the mortality rate prediction 

demonstrated is 91.26%. We evaluated different machine learning algorithms namely 

decision tree (DT), support vector machine (SVM), random forest (RF), logistic 

regression (LR), and k-nearest neighbor (K-NN) for mortality risk prediction COVID-

19 affected patients admitted in hospitals. This proposed research study sheds light upon 

the identification of most relevant features and concerning symptoms. To perform an 

indepth examination and assess the results of classifiers, we used different performance 

measures on the developed model.  
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CHAPTER 1 

INTRODUCTION 

 

1.1 Overview  

A pandemic refers to an outbreak spreading over international borders, creating 

social and economic disruptions as well as an increase in worldwide death and morbidity 

rates. On a worldwide scale, the Spanish flu pandemic, for example, was the leading 

cause of nearly 100,000 deaths[1]. Seasonal, avian, influenza in animals and pandemic 

influenza are only a few of the varieties of influenza that have created issues across the 

world. In the past, there were no reports of the pandemic influenza virus infecting 

humans. Human adaptable Type A influenza viruses (IAVs) may quickly transmit among 

individuals, producing transmittable illnesses and posturing a worldwide pandemic 

hazard. Deep learning and Machine learning technologies have proven to be beneficial 

in a variety of sectors, including data analysis. In virology, machine learning techniques 

are a good contender for smoothing the process of identifying viral sequences, 

particularly IAVs[2]. COVID-19 is related to the ancient influenza viruses in terms of 

illness presentation. Both of them, in the first instance, produce respiratory disease, 

which can lead to death. Second, viruses are transmitted by direct touch, droplets, and 

infected vehicles[3]. 

 

Figure 1.1. COVID-19 worldwide confirmed and fatality cases[7]. 
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Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2), regarded as 

Coronavirus or COVID-19, began spreading in the Chinese province of Hubei in late 

2019 and took many human lives[4]. The WHO classified the emerging coronavirus 

epidemic as an International Emergency Medical Concern in January 2020.[5]. The 

communicable disease caused by the above-mentioned SARS-CoV-2 virus was named 

as COVID-19 (Coronavirus Disease 2019) by WHO in February 2020, and it was 

declared as a pandemic in March 2020.[6].  As of May 23, 2022, the total number of 

Coronavirus confirmed cases is stated to be 522,783,196, with a total death toll of 

6,276,210 (WHO reports), as shown in figure 1.1[7]. 

Some coronaviruses may infect animals, and coronaviruses have been seen to move from 

animal to human populations in rare instances. The new coronavirus may have 

transferred from an animal species to humans and then started spreading. As a result of 

the rise in positive cases, when a hospital's capacity is overloaded, the fatality rate 

rises[8]. To address the existing challenges in effective mortality risk predictions, timely 

clinical decision-making, and prevention of further fatality rates, machine learning is a 

tool that could be of great aid.    

 

1.2 Aim of the thesis 

The intent of the current research work is development of a COVID-19 fatality risk 

predictor model based on machine learning algorithms using standard clinical data of 

patients. We want answers to the below-mentioned questions:  

• What are the most important determinants of admitted COVID-19 patients’ 

mortality at high risk in hospitals?  

• What is the most effective machine learning algorithm for creating a mortality 

prediction model?  

 

1.3 Motivation 

COVID-19's rapid growth has caused a significant scarcity of medical resources as well 

as tiredness among frontline healthcare staff. Furthermore, many COVID-19 patients' 

symptoms worsen quickly following a period of relatively modest symptoms, 

emphasizing the need for more refined risk classification models. Machine learning 
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prediction models can help recognize individuals at an increased danger of fatality and 

give treatment to help them live longer. As a result, in order to relieve the strain on the 

existing health care system/setting and offer top-notch treatment possible to patients, it 

is vital to anticipate illness and properly treat censoriously sick patients. 

From the start, we were skewed towards working on developing a model for COVID-19 

mortality rate prediction to address the existing challenges. This study was exciting 

because it will help future researchers forecast the fatality rate of coronavirus patients 

and the treatment decisions that must be made. The key contributions of this study, will 

include: 

• Provide insight into Spatio-temporal COVID mortality dynamics. 

• Focus on COVID-19 mortality rate as a crucial variable for better decision-making. 

• Add knowledge to the current literature and create a baseline for future research work. 

 

1.4 Machine Learning 

As a sub-classification under the domain of Artificial Intelligence (AI), Machine 

Learning (ML) allows for the extraction of high-quality prediction models from massive 

raw information[9]. Relation between AI, ML and DL can be seen in figure 1.2. It's a 

useful technique that's increasingly being used in medical research to enhance predictive 

modeling and uncover novel elements that influence a certain goal outcome[9, 10,11]. 

By providing evidence-based medication for risk evaluation, screening, prediction, and 

treatment planning, Machine learning algorithms can minimize uncertainty and 

ambiguity. They promote trustworthy medical management/decision-making and expect 

to enhance patients’ quality of care and results [12, 13]. 

 

Figure 1.2. AI and Machine Learning [10]. 
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1.4.1 Type of Machine Learning techniques 

Generally, ML Techniques are diversified in three different types mentioned below also 

is represented in figure 1.3[10]. 

1.4.1.1. Supervised Learning 

The design of algorithms that exhibit the capability of yielding broad patterns and 

imaginative concepts using external contexts for estimation of the future of future 

conditions is known as machine-readable learning. The goal of monitored machine 

classification algorithms is to classify data based on prior knowledge. In data science 

challenges, segregation has been widely used. Other supervised learning samples include 

random forest, KNN, decision tree, log retrospective, and more. 

1.4.1.2. Unsupervised Learning 

The capacity to read & edit information without delivering an error signal to test the 

proposed response is called unregulated reading. In unsupervised learning, the absence 

of a learning algorithm guidance can sometimes be helpful, as it allows the system to re-

search patterns that have not been tested before. 

1.4.1.3. Reinforcement Learning: 

 It is a strategy that allows an agent to learn in a collaborative environment by trying and 

incorrectly using feedback from his or her actions and emotions. 

 

 

 

 

 

 

 

 

Figure 1.3. Type of Machine learning techniques[10]. 

 



5 

 

 1.4.2 Machine learning techniques used  

We evaluated a few classified machine learning algorithms, and the respective accuracies 

were found on the dataset namely Decision Tree (DT) (Accuracy - 89.10%), Support 

Vector Machine (SVM) (Accuracy - 89.87%), random forest (RF) (Accuracy - 91.26% 

%), Logistic Regression (LR) (Accuracy - 89.24%), and K-Nearest Neighbor (K-NN) 

(Accuracy - 89.98% %) for forecasting the hazard of death of patients with coronavirus. 

The above-mentioned machine learning techniques are explained in detail in chapter 3. 

 

1.5 Thesis outline 

The dissertation aims to evaluate/estimate the accuracy and find the best algorithm from 

several machine learning algorithms in predicting COVID-19 patient fatality rates. The 

results obtained from our studies will help to improve the prediction in future. In order 

to do this, we evaluated a few classified machine learning algorithms, namely decision 

tree (DT), Support Vector Machine (SVM), Random Forest (RF), Logistic Regression 

(LR), and K-nearest neighbor (K-NN) for predicting the mortality fatality risk in patients 

infected with coronavirus. These techniques are applied on the dataset of 146 countries 

which consists of laboratory samples of around 2,670,000 confirmed covid-19 cases, 

where 307,382 labelled samples encompassing both female and male patients. These 

techniques are the modern trends in the field of prediction models. To evaluate the results 

performance metrics which included accuracy, f1-score, precision, AUC, recall, ROC, 

and Confusion Matrix have been considered.  

The thesis is well organized and divided into 5 chapters. The synopsis of the thesis is 

mentioned below precisely. 

Chapter 1 encloses the origin of COVID-19, aims of the current study, motivation of the 

present work, and briefly discusses/mentions the various machine learning techniques 

utilized in the current dissertation work. 

Chapter 2 presents the recent developments related to the work done by various eminent 

scientists around the globe. It focuses on the importance of machine learning being a 

vital tool in the prediction of COVID-19 mortality rates. 

In chapter 3, all the terminologies used are described that includes datasets, and machine 

learning models that have been used as the base learners in our prediction model and 
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validated using performance metrics. It discusses the research work and used 

methodology describing the flow of our proposed study.  

In chapter 4, the results after the utility of different ML algorithms have been briefly 

explained. The results showed that how we were able to achieve an exceptional 91.26 % 

accuracy using the Random Forest algorithm. 

Chapter 5 envelopes the current research study's conclusion and future work. Finally, 

we've listed all of the sources we utilized in our thesis. 
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CHAPTER 2 

LITERATURE REVIEW 

 

Scientists have been actively involved in publishing useful reports by utilizing ML 

algorithms concerning COVID-19. Some of the useful studies are summarized below. 

In 2021, Zhendong Xiao published that the exploratory research findings indicate that, 

due to COVID-19, the senior age category (>80) had the maximum risk of death, whereas 

the category from 70 to 79 had the second-highest risk. This was discovered after testing 

a variety of ML techniques, including logistic regression, neural networks , light GBM, 

and decision trees. The data for this study came from the Kaggle website, and it included 

all confirmed cases of COVID-19 in the USA from 31 December 2019 to December 1, 

2020. As a conclusion, it indicates that older people are more likely to die[14]. In 2021, 

Sowmya Sundari L K and colleagues stated that under the effect of the worldwide 

pandemic epidemic, cardiovascular disease is a serious issue in the medical community. 

17.9 million fatalities have been documented, and this number has risen due to co-

morbidities in the global coronavirus outbreak. The study is to provide a strategy for 

dealing with a predicted cognitive approach to identifying and evaluating the risks of 

heart disorders. For decision assistance via risk factor validation, the approach is 

supplemented by an SVM-based classifier. For this study, the American Heart 

Association provided a dataset of 500 individuals. As a result, the proposed study states 

that predictions made are able to construct a more accurate clinical decision diagnostic 

assistance system which avoids costly medical tests and checks, the patient saves money 

and time, and the patient may plan for appropriate treatment at the earliest stages of the 

condition as a preventative step [15]. In 2021, Quazi Adibur Rahman Adib and 

colleagues published that the impact of the virus on pregnant women and newborns has 

become a major concern among citizens and public health officials around the world. 

This work generated a model that predicts the mortality of COVID-19 infected mothers 

based on reported symptoms such as rhinorrhea, dyspnea, arthralgia, cough, and 

pneumonia. Gradient boosting, support v vector machine, random forest, artificial neural 

network, and decision tree are the machine learning models employed in this research. 

As a result, the best models are gradient boosting and artificial neural networks (ANN), 
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and based on forecasts, health care providers can take better measures and provide 

intensive care to pregnant women [16]. In 2021, Safynaz Abdel-Fattah Sayed and 

colleagues proposed that to help healthcare professionals anticipate the seriousness and 

fatality risk of a patient, efficient and accurate Intelligent Systems tools are required. By 

offering early pharmaceutical interventions, earlier detection of patient severity might 

assist save hospital resources and reducing the number of patients who die. X-ray 

pictures are being utilized to detect COVID-19 patients as early signs. Cohen JP[17] 

generated a publicly available dataset that was used in this study. COVID-19 and most 

cases of pneumonia are included in the database. It includes patient information, such as 

his/her age, type of disease, X-ray image, state of recovery, and whether the patient was 

admitted to the ICU. As a result, a prediction model has been constructed for the COVID-

19 treatment based on X-ray scans utilizing machine learning techniques such as Random 

Forest (RF), KNN, XG boosting, Bagging, Extra Tree, and SVM[18]. In 2021, Nikhil 

and colleagues stated that the outbreak of COVID-19 continues to rise with increasing 

deaths globally. In addition to the amazing technological breakthroughs in our daily 

lives, especially in machine learning and in-depth learning, AI has also helped people in 

this difficult COVID-19 controversy. This study demonstrates the effect of a polynomial-

based linear regression model that predicts future conditions based on current conditions 

using data from the past few months. Data used in this study were obtained from the 

European Center for Disease Prevention and Control. As a result of this study, the use of 

Machine learning and artificial intelligence in the Coronavirus outbreak projecting 

infection rates, diagnosing using photos, and the significance of machine learning in 

vaccine development[19].  

I would like to put on record that we have published a review article entitled “ parameter 

based literature survey of COVID-19 mortality dynamics using machine learning 

techniques” in the 6th International Conference on Recent Trends on Electronics, 

Information, Communication & Technology (RTEICT) in 2021[20]. The paper discusses 

current improvements in COVID-19 mortality rate forecasts and aids in getting an 

understanding of Spatio-temporal mortality dynamics, which will be useful in the 

implementation of future control strategies. COVID-19 mortality rate projections based 

on several factors were explored in this paper. Xu and colleagues published that 

Predictable mortality tests were performed using the blood sample of 485 infected people 

in Wuhan, China. Scientists used the XG boost classifier to predict the death of each 
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patient 10 days before using three biomarkers: lymphocyte, lactic dehydrogenase, and 

high-sensitivity C-reaction protein. They found that having high levels of LDH was 

responsible for a large portion of people who needed immediate medical attention. This 

might be related to tissue disintegration caused by excessive LDH levels, which can 

occur in a variety of conditions including pulmonary disorders (pneumonia). For the 

research investigation, they created an XG Boost machine-learning model. From 10 

January to 18 February 2020, medical data was collected for the model's development. 

Overall, they proposed an implementable decision rule for forecasting the most at-risk 

individuals, resulting in a lower fatality rate. The projections were 90 percent 

accurate[21]. Zheyong, Bijie, and colleagues analyzed those 248 cases of relapse of 

COVID-19 patients in China were studied in laboratory, clinical and radiological aspects. 

To investigate the risk of hospital deaths, the authors used a reversal and inconsistent 

regression. The biomarker D-dimer was discovered to be the primary cause of mortality 

in the research. Finally, the study discovered that D-dimer is only high in COVID-19 

patients and is linked to in-hospital mortality[22]. Wu and team reported that various 

variables influence COVID-19 morbidity rates in different nationalities. Machine 

learning algorithms, specifically linear regressions [23], was employed on a cross-

sectional dataset of 169 nations to predict death rates. The information for this project 

came from the website "Worldometer: Coronavirus." Case numbers, test numbers, and 

death numbers were all included in the data collected from over 200 nations. The findings 

revealed that the mortality dynamics of COVID-19 was significantly worse, with the 

COVID-19 test rate per 100 people, the number of beds in the medical clinic, the 

government's efficacy score, and the population aged 65 and up scoring positively on 

transport infrastructure quality. According to the study, low-income countries, low 

effective government scores, young people, and fewer hospital beds had higher mortality 

rates and screening rates. This can be enhanced in order to lower the COVID-19 fatality 

rate in the long run. Atlam and colleagues reported that Climate data (seasonal patterns) 

have been identified as a determinant in the transmission, incidence, and type of human 

coronavirus illness [24]. Coronavirus is expanding at an alarming rate over the world, 

posing a serious hazard. As COVID-19 is not yet fully known or tested, climate factors 

should be considered and researched with the aim of better understanding the virus’ 

status and the real influence of climate limitations on viral spread in individuals. Several 

regressor ML models, such as linear models (Linear Regression, Ridge Regression[25], 

Automatic Relevance Determination, Bayesian Ridge, Huber Regressor) and learning-
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based models (Random Forest, Gradient Boosting Regressor, etc.) are used to extract the 

relationship between the different climatic conditions, namely humidity and temperature, 

census, and health centre resources, in the transmission of COVID-19[26] , XG boost, 

Light GBM[27], support vector machine (SVM)[28], k-nearest neighbors regressor 

(KNN), and Decision Tree[29] are some of the other algorithms investigated. The data 

for this investigation came from Kaggle and the Johns Hopkins Center, while the 

meteorological data came from a historical climate database[30], [31]. Climate 

characteristics are substantially more potent in predicting death rates than numerous 

statistical elements such as population, age, and urbanisation, according to the study. We 

may deduce from this study that humidity and temperature are the most important factors 

in COVID-19 mortality rate forecasting, with higher temperatures indicating fewer 

illness cases[24]. On 10th, July 2020, According to World Health Organization data, 

COVID-19 confirmed cases totalled over 12 million, including 549,247 mortality cases 

(WHO). For the current COVID-19 pandemic, many variables that may increase 

mortality risk in people are being assessed. Comorbidities such as diabetes, hypertension, 

and coronary heart disease are the key concerns for greater mortality predictions, 

according to recent data analysis[32], [33]. Licia Iacoviello et al. stated that retrospective 

investigations were conducted on 3894 patients. From 19 February to 23 May 2020, 

individuals with coronavirus infection were admitted and disseminated around Italy in 

30 clinical facilities. The authors employed the Cox survival analysis, which is a machine 

learning approach based on a random forest algorithm[34]. Medical Research data came 

from a web-based website with 61.7 percent male members (average age 67) and a 

follow-up period of 13 days. Based on the findings, aging, high C-protein, and kidney 

function appear to be the most common causes of high mortality. During the studies, the 

inter-variable and mortality relationships were homogeneous. Zhang and team showed 

that COVID-19 prognosis and severity have been associated to thrombo-inflammatory 

biomarkers. The FAD-85 score was created via the support of univariate analysis and 

multivariable logistic regression, as well as a nomogram based on three factors: ferritin, 

D-dimer, & age and was detected by patients admitted to hospital with a 28-day death 

predictor. This research assists in determining the severity of COVID-19 disease and in 

making appropriate treatment decisions for COVID-19 patients with coagulation 

abnormalities and inflammatory diseases[35]. Gerard Torrats-Espinosa evaluated that 

the trend in COVID-19 fatality throughout the United States is attributed to racial 

residential segregation. The author(s) have made use of double-lasso regression to 
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identify the utmost relevant parameters on large databases, including population, 

political, social capital, air pollution, ideology, overcrowding, critical industrial 

activities, and the opportunity to engage with society. The Harvard data verse contains 

the datasets utilised in this study. The author found that blacks (8%) and more segregated 

counties have higher death rates as a result of this study[36]. In 2021, Gulcin et al. 

reported that using a machine learning approach called logistic regression, researchers 

looked at the relationship between coronavirus fatality and cancer or non-cancer patients. 

They concluded that cancer patients had a greater death rate than non-cancer patients. 

Electronic clinical records were used to collect data for the study. The researchers also 

utilised logistic regression to discover other risk variables linked to cancer patient death 

rates[37]. 

The literature review shows the “well-documented” evidence of the evolution and 

applications of machine learning in the regime of COVID-19 pandemic. The mentioned 

literature reports refer to the various factors spotted by different research groups 

responsible for COVID-19 infection and the commonality among them. We observed 

that scientists have picked several factors and applied machine learning algorithms to the 

respective dataset(s) to predict the COVID-19 detection risk. We could also see that there 

are limited reports of the utility of ML in COVID-19 mortality dynamics compared to 

that of COVID-19 risk prediction models. Thus, this was an additional reason biasing us 

to create a model for mortality prediction working on the dataset of combined patient 

information across all regions/international boundaries. Also, scientists have restricted 

themselves to specific demographic regions while performing studies which further 

motivated us to expand the dataset on a global scale. Inspired from the recent 

developments in this field, we have developed a mortality risk prediction model on 

COVID-19 patient working on the in-hospital COVID-19 patients’ data across the globe.  

 

 

 

 

 

 



12 

 

CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1 Proposed Architecture 

Herein, the proposed planning of the model is explained i.e., how the model will flow 

and follow all the steps using the dataset and machine learning techniques used to make 

the predictions shown in figure 3.1. depicts the linkages and information flow between 

the tasks we employed to obtain the prediction outcomes. Data Pre-processing is done, 

then features are extracted, and various techniques are applied. 

In the Proposed Model the implementation has been carried out in following different 

steps: 

 

1) In the first step the dataset collection is being performed. 

2) Next on the collected data we would be performing data preprocessing such as 

dealing with data cleaning, noisy data, data transformation and data reduction. 

3) To convert the text into matrix we would perform One hot encoding.  

4) For better results we applied feature engineering using feature extraction using PCA. 

5) Then we would train the data to the machine learning model. Here we have used five 

ML classification techniques.  

6) Each of the ML model is trained multiple times on feature list [2,5, 50, 100, 150, 200, 

250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 750, 800, 850, 900, 50, 1000, 1050, 

1100 and 1150] no. of features. In this way cross validation of no. of features is done 

to find best performing model. 

7) At the end we have to check how each model is performing so in order to assess a 

model we would calculate various evaluation measures to know the               

performance of each model and do comparison for to find the best one out. 
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Figure 3.1. System Architecture 
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3.2 Dataset used 

In this research, we used the dataset of 146 countries which consists of laboratory 

samples of around 2,670,000 confirmed covid-19 cases, where 307,382 labeled samples 

encompassing both female and male patients with 44.75 years of average age[38]. The 

presence of viral nucleic acid confirms the illness. Each patient had 32 data items in the 

original dataset, comprising demographic and physiological information which is 

represented in table 3.1. We deleted irrelevant and redundant data items during the data 

cleaning step. The unlabeled data samples have also been deleted. In order to make model 

more efficient the data has been normalized. We also balance our dataset in order to 

obtain an accurate and impartial model. 

To train and evaluate our model, we constructed a balanced dataset with an adequate 

ratio of recovered and dead patients. The training dataset's data samples (patients) were 

chosen at random and are fully independent of the testing data. table 3.1 represents the 

initial features in the dataset 

 

Table 3.1. The characteristics employed in the machine learning techniques. 

 

 

Symptoms: Pre-Existing 

Conditions: 

Demographics: 

• Anorexia 

• Fever 

• Shortness of 

Breath 

• Chest Pain 

• Gasp 

• Somnolence 

• Chills 

• Headache 

• Sore Throat 

• Conjunctivitis 

• Kidney Failure 

• Sputum 

• Dizziness 

• Myalgia 

• Cold 

• Expectoration 

• Myelofibrosis 

• Fatigue 

• Cough 

• Lesions on Chest 

Radiographs 

• Septic Shock 

• Dyspnea 

• Obnubilation 

• Cardiac Disease 

• Eye Irritation 

• Respiratory 

Distress 

• Rhinorrhea 

• Diarrhea 

• Hypertension 

• Emesis 

• Pneumonia 

• Hypoxia 

• Heart Attack 

• Diabetes 

• COPD 

• Hypertension 

• Parkinson’s Disease 

• Chronic Kidney Disease 

• Asthma 

• Cerebral Infarction 

• HIV Positive 

• Cardiac Disease 

• Dyslipidemia 

• Hypothyroidism 

• Cancer 

• Chronic Bronchitis 

• Any Chronic Disease 

• Prostate Hypertrophy 

• Coronary Heart Disease 

• Travel History 

• Hepatitis B 

 

• Age 

• Country 

• Province 

• Gender 

• Tuberculosis 

• City 
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3.3 Data Preprocessing 

Data preprocessing is the way of preparing raw information to be used in a learning 

system. It's the most important phase in building a prediction model based on machine 

learning. If we are working on some kind of machine learning project, we do not really 

have access to clean and refined data. Also, before engaging in any data action, the data 

must be cleaned and formatted. As a result, we use a data pre-processing function to do 

this. 

3.3.1 Import libraries:  

Pandas and Numpy are two important data-loading libraries. The Pandas programming 

language was utilised to perform database operations and data processing. For 

computing, Numpy is utilized. For visualizing, Matplotlib and Seaborn were utilised. 

The libraries for using machine learning algorithms are imported from sklearn. 

3.3.2 Read data:  

The raw data is given in a CSV file that may be read using the pandas_pd_read.csv() 

function. figure 3.2 illustrates the Data view. 

 

 

 

 

 

 

 

 

 

Figure 3.2. COVID-19 Patient’s Dataset view 

 3.3.3 Checking for missing and values:  

To locate the missing values, use a data set labeled '0' and '1'. 
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3.3.4 Checking for categorical and variable data:  

In the classification, the target variable was identified here. Techniques for feature 

dispersal have been used in the Seaborn display(). 

3.3.5 Splitting dataset into training and test set:  

 We separated the data in two sets: a testing set and a training set, in order to prepare it for 

machine learning. This is a vital activity in data preparation since it improves our machine 

learning model's capabilities. figure 3.3 shows a split visual of a dataset in any prediction 

model. 

 

 

Figure 3.3. Dataset Splitting 

3.3.5.1 Training Set:  

A subset of the dataset used to train the prediction model has already revealed the 

outcome. 

3.3.5.2 Test set:  

The predictive model is tested on a subset of the dataset, and the test set is utilised to 

forecast the outcome. 

We ensure that our dataset was balanced in order to achieve an accurate and impartial 

model. To train and evaluate our model, we built a balanced dataset with an equal sample 

sizes for both revived and died patients. we split the data into 70% training and 30% 

testing. 

3.3.6 Normalization 

There are a number techniques to create normal machine readings, but the most frequent 

is to re-measure the data such that the values fall within a certain range, generally 

between 0 and 1. This is commonly accomplished by multiplying each value by a very 

big integer in the database. The standard deviation and setting (re-measuring data such 

that the average is 0 and the standard deviation is 1) are two more approaches of 
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normalizing (re-measuring data so that the minimum value is 0 and the maximum value 

is 1). Here we have performed normalization of data by min-max method. 

 

𝑧 =
(𝑥 − min(𝑥))

max(𝑥) − min(𝑥)
 

Where : 

z = standard score of sample x. 

x = sample. 

min(x) = min value in sample. 

max(x) = max value in sample. 

 

3.3.7 Feature Extraction  

When the original raw data collection is compressed to a small set of features that 

nevertheless retain crucial information from the real data, feature extraction is a 

technique of decreasing size. This may be accomplished by a number of methods, 

including key independent component analysis, component analysis, and non-negative 

matrix factorization. In this case, we utilised PCA. The patient's health state was 

explained by numerous values on the outcome label. Patients who were done with 

treatment from the hospital or who were in a good state with no further symptoms were 

classified in the recovered category. At the moment of admittance to the hospital, 

healthcare personnel documented the symptoms. For better results in the prediction, we 

applied One-Hot Encoding to the dataset and after that, we applied the feature extraction 

using PCA. We retrieved features that include symptoms, physicians' medical reports, 

demographics, and physiological parameters from the original dataset after extracting. 

To ensure that all-important characteristics were retrieved, we spoke with a medical 

team.  

 

3.3.8 One-Hot Encoding 

It is a data pre-processing and modification method that helps our Models comprehend 

the input better. It has its own set of pros and cons. keep in mind the sort of data it will 

be processing while concentrating on the conventional model's end conclusions and 

output. These newly discovered representation techniques have been critical in better 

characterising data and improving the accuracy and comprehension of the models being 

( 3.1 ) 
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produced[39]. This is the case with algorithms like Deep Learning and Machine 

Learning. since machines can only read numbers and cannot comprehend speech in the 

first place. One hot code coding is the process of converting classification data into 

machine and in-depth learning methods, that improves model guessing and segment 

accuracy. A common strategy for prepping section features before applying them to 

machine learning models are one hot encoding. This encoding assigns a value of 1 to 

every sample that corresponds to the original category and forms a new binary feature 

for every feasible class. One of the most important aspects of the feature engineering 

process in learning methods training is hot encoding. If our variables were colours and 

the labels were "red," "green," and "blue," each of these tags might be encoded as a three-

element binary vector like this: [1, 0, 0], [0, 1, 0], and [0, 0, 1] are the colour codes for 

red, green, and blue, respectively. Categorical data must be converted to numerical form 

as part of the processing procedure. One-hot encoding is frequently used to encode data 

in its integer form. The integer encoded variable is erased, and every unique integer value 

is shown by a new binary variable. Following a column with category data that was 

labelled encoded throughout the method, it separates the next column into numerous 

columns. The numbers are altered at random with 1s and 0s according to whatever 

column has the greatest value. 

After applying a one-hot encoding on our dataset, a total of 1261 features were created 

and, on those features, we applied the feature extraction using PCA. 

 

3.3.9 PCA  

PCA (Principal component analysis), is the dimensionality-reduction method that 

decreases the dimensionality of huge datasets by reducing a large collection of elements 

into a smaller group that retains the bulk of the content in the larger set. 

PCA is an uncontrolled learning approach for reducing size in machine learning. It is a 

mathematical procedure that converts the visibility of a connected element into a set of 

irrelevant feature lines via orthogonal conversion. Newly changed characteristics are key 

components. It's one of the most extensively used tools for testing data analysis and 

predictive modelling. It is a method of decreasing variability in order to derive solid 

patterns from a database. PCA seeks a low-dimensional environment in which to handle 

high-resolution data. Because the top characteristic reveals the appropriate differences 

across classes, PCA minimises the size by assessing the variability of each feature. Real-

world PCA applications include image processing, movie recommendation systems, and 
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improved power-sharing across various communication channels. It keeps key variables 

while rejecting less relevant ones since it is a way of extracting a feature. The PCA 

method is based on the mathematical ideas listed below. 

• Covariance and Diversity 

• Eigenvectors and Eigenvalues 

The key components used for PCA in our model are listed in 25 different values as:        

[2,5, 50, 100, 150, 200, 250, 300, 350, 400, 450, 500, 550, 600, 650, 700, 750, 800, 850, 

900, 950, 1000, 1050, 1100, 1150]. Every algorithm is being cross validated on these set 

of features. 

 

3.4 Predictive Analytics Algorithm 

We built a prediction model using multiple machine learning methods after the Feature 

extraction process. Support vector machine, random forest, decision tree, logistic 

regression, and K-nearest neighbor were among the techniques utilized in this study. 

 

3.4.1 Support Vector Machine 

SVM (support vector machine) is a machine learning approach that is typically used for 

regression and classification, although it is also used for pattern recognition and data 

analysis[40]. The SVM approach is used to determine the border with the maximum 

width. The model generated here is a classification model that is shown as a boundary 

where information of diverse attributes is assigned in one area. The input data must be 

seen as a high-dimensional feature space in nonlinear classification, which may be done 

efficiently using kernel approaches[41]. In this study kernel used is “rbf” and the training 

and testing accuracy was found to be 90.49% and 89.87% respectively at 350 features. 

The accuracy vs number of feature graph for SVM is represented in figure 3.4. This 

figure displays cross validation of SVM model on different number of features. This 

graph has a relation between train test accuracies and number of features taken, which 

shows that how SVM algorithm performed on different number of features. Initially we 

observed that model underfits, probably due to low amount of features that have low 

variance, but that is solved as we increase the number of features. Also, the confusion 

matrix of optimal SVM which is obtained can be seen in figure 3.5.  
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Figure 3.4. Accuracy vs Number of feature graph of Support Vector Machine. 

 

 

 

 

 

 

 

 

 

 

Figure 3.5. Training and Testing Confusion matrix of Support Vector Machine. 

 

3.4.2 Decision Tree 

Decision tree learning method of machine monitoring classification and retrieval 

problems. Decision tree imposes that the data set must be labelled. The classification is 

done using a set of conditions using the method of the decision tree. In the decision tree, 

the node represents the element, the branch characterizes the process, and the leaf node 

represents the conclusion. It is a tree-like structure, that provides more stability and 

precision. In the first stage, a tree will be built with input features as its nodes. It will 

then select a feature for the next stage from the input features.  
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Figure 3.6. Accuracy vs Number of feature graph of Decision Tree. 

 

It will then select a feature from the input features to predict the output, resulting in the 

greatest growth in knowledge Apply the procedures outlined above to the Subtrees are 

created by utilizing characteristics that are available and were never used before[42].  

In this study, the training and testing accuracy was found to be 93.49% and 89.10% 

respectively at 100 features. The accuracy vs number of feature graph for decision tree 

is indicated in Figure 3.6. This figure displays cross validation of  DT model on different 

number of features. This graph has a relation between train test accuracies and number 

of features taken, which shows that how DT algorithm performed on different number 

of features Also, the confusion matrix of obtained for decision tree is viewed in Figure 

3.7. 

 

 

 

 

 

 

 

 

 

 

Figure 3.7. Training and Testing Confusion matrix of Decision Tree. 
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3.4.3 Logistic Regression 

In statistics, the generalized linear regression model which is logistic regression used for 

the prediction with the target class having 2-level events likely alive or dead, true or false, 

lose or win[43]. 

To put it another way, chances are the proportion of the likelihood of an event occurring 

divided by the likelihood of it not occurring. If p stands for probability, then the equation 

𝑝

1−𝑝
 stands for odds. The natural logarithm of the chances is used as a predictive factor in 

the logistic regression model, and the equation expressed mathematically is[14]: 

 

L = logb 
𝑝

1−𝑝
 

In this study, the training and testing accuracy was found to be 89.70% and 89.24% 

respectively at 450 features. The accuracy vs number of feature graph for logistic 

regression is depicted in figure 3.8. This figure displays cross validation of RF model on 

different number of features. This graph has a relation between train test accuracies and 

number of features taken, which shows that how RF algorithm performed on different 

number of features. Initially we observed that model underfits, probably due to low 

amount of features that have low variance, but that is solved as we increase the number 

of features. Also, the confusion matrix of obtained for logistic regression is exhibited in 

figure 3.9. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.8. Accuracy vs Number of feature graph of Logistic Regression. 

 

 

( 3.2 ) 
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Figure 3.9. Training and Testing Confusion matrix of Logistic Regression. 

 

3.4.4 Random Forest 

A machine learning ensemble model called a random forest that helps in solving both 

regression and classification problems. It is an ensemble model, i.e., it combines 

numerous ML techniques to outperform others. By randomly picking a subset of the 

training data set, random forest builds different decision trees. Using decision trees, it 

will predict the class of test class objects[44].  

 

 

 

 

 

 

 

 

 

 

Figure 3.10. Accuracy vs Number of feature graph of Random Forest. 

 

In this study, the training and testing accuracy was found to 91.50% and 91.26% 

respectively at 800 features. The accuracy vs number of feature graph for random 

forest is displayed in figure 3.10. This figure displays cross validation of RF model on 
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different number of features. This graph has a relation between train test accuracies 

and number of features taken, which shows that how RF algorithm performed on 

different number of features. Initially we observed that model underfits, probably due 

to low amount of features that have low variance, but that is solved as we increase the 

number of features.  Also, the confusion matrix of obtained for random forest can be 

viewed in figure 3.11. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.11. Training and Testing Confusion matrix of Random Forest. 

 

3.4.5 K-Nearest Neighbor 

For both classification and regression tasks, the simplest supervised learning approach, 

K-nearest neighbor, is used. As it is a controlled ML approach, the data must have both 

input and output parameters in order for the algorithm to be trained. For a given value of 

k, the K-NN method will locate the k closest data points. The data point's class will then 

be decided using the class of the largest set of data items with almost the same class. It 

employs and calculates the K nearest neighbours using either the similarity metric or 

Euclidean distance. The Euclidean distance formula is: 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑗 − 𝑦𝑗)2
𝑘

𝑗=1

 

Where : 

x, y are two point in Euclidean k-space. 

xj, yj Euclidean vectors. 

( 3.3 ) 
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After that, the most likely class is allocated to the data point. The probability may be 

denoted as follows: 

𝑃(𝑌 = 𝑗|𝑋 = 𝑥) = 
1

𝑘
∑ 𝐼(𝑦𝑖 = 𝑗)

𝑦∈𝐴
 

 

The methodology is the same for regression problems, except instead of neighbor classes, 

target values are used.  

 

 

 

 

 

 

Figure 3.12. Accuracy vs Number of feature graph of K-Nearest Neighbor. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.13. Training and Testing Confusion matrix of K-Nearest Neighbor. 

 

Choosing an appropriate k is one of the most difficult tasks in KNN. The choice border 

will be more irregular if k is less, while a greater value of k will result in a smoother 

decision boundary[45]. 

( 3.4 ) 
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In this study value of k=5 and the training and testing accuracy was found to be 92.16% 

and 89.98% respectively at 150 features.  

The accuracy vs number of feature graph for K-nearest neighbor is depicted in             

figure 3.12. This figure displays cross validation of KNN model on different number of 

features. This graph has a relation between train test accuracies and number of features 

taken, which shows that how KNN algorithm performed on different number of features. 

We observed that model underfits few times, probably due to low amount of features that 

have low variance, but that is solved as we increase the number of features. Also, the 

confusion matrix of obtained for K-nearest neighbor can be viewed in figure 3.13. 

 

3.5 Performance Metrics  

Following the normal Feature Engineering, feature extraction, and, of course, building a 

model and receiving some output in the form of a probability or a class, the very next step 

is to determine the model's effectiveness using test datasets based on some performance 

measure. 

 

3.5.1 Confusion Matrix 

The Confusion Matrix is a rational and straightforward (unless you aren't confused) indicators 

of the model's accuracy and correctness. It's used to solve classification issues whenever the 

outcome can be classified into two or more classes. 

 

 

 

 

 

 

Figure 3.14. Confusion Matrix 

 

• True Positive (TP) = The no. of instances in which the method has correctly 

identified them as positive. 

• False Positive (FP) = The no. of cases in which the method incorrectly classifies 

a case as positive. 
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• False Negative (FN) = The no. of cases that the method incorrectly classifies as 

negative. 

• True Negative (TN) The no. of occurrences in which the method correctly 

classifies them as negative. 

 

3.5.2 Accuracy 

In classification tasks, accuracy refers to the number of correct predictions by the model 

across all sorts of predictions. Our accurate forecasts (True positives and True Negatives) 

(highlighted in yellow in the picture) are in the numerator, while all other predictions 

generated by the algorithm are in the denominator (There are both correct and incorrect 

answers). 

 

 

 

 

 

 

 Figure 3.15. Accuracy 

 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 = 
𝑻𝑷 + 𝑻𝑵

𝑻𝑷 + 𝑭𝑷 + 𝑭𝑵+ 𝑻𝑵
 

 

3.5.3 Precision 

Precision is a metric that informs us what percentage of cancer patients we diagnosed truly 

had cancer. People who are expected to be malignancy (TP and FP) and cancer patients 

are both TP. 

 

 

 

 

 

 

Figure 3.16. Precision 

 

( 3.5 ) 
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𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 = 
𝑻𝑷

𝑻𝑷 + 𝑭𝑷
 

 

3.5.4 Recall 

Recall is a degree that informs us about the correctly diagnosed proportion of cancer 

patients investigated by the algorithm. Actual positives (cancer patients are TP and FN) 

and model-diagnosed cancer patients are both TP. (Note: FN is included since the Person 

was diagnosed with cancer against the model's forecast.) 

 

 

 

 

 

 

Figure 3.17. Recall 

 

𝐑𝐞𝐜𝐚𝐥𝐥 = 
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 

 

3.5.5 F1-score 

Tackling a classification challenge when building a model with carrying both Precision 

and Recall is cumbersome. So, it is feasible to combine Precision(P) and Recall(R) into a 

single score (R). Computing their arithmetic mean is one method for achieving this              

(P + R) / 2, with precision denoted by P and recall denoted by R. However, this might be 

troublesome in particular situations. 

 

𝐅𝟏 − 𝐒𝐜𝐨𝐫𝐞 = 
𝟐 ∗ 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
 

 

3.5.6 ROC 

The true positive rate (TPR) is often represented on the Y axis, while the false positive 

rate (FPR) is typically plotted on the X axis. The "ideal" spot, with a false positive rate 

of zero and a genuine positive rate of one, appears to be in the top left corner of the 

picture. Although this isn't exactly correct, it does indicate that a larger area under the 

curve (AUC) is usually preferred. The "steepness" of ROC curves is particularly 

( 3.6 ) 

( 3.7 ) 

( 3.8 ) 
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important since the goal is to maximise the genuine positive rate while minimising the 

false positive rate.  

In binary classification, ROC curves are widely used to analyse a classifier's output. To 

broaden the ROC curve and ROC area for multi-label classification, the output must be 

binarized. For each label, a single ROC curve may be created. Each member of the label 

indicator matrix, on the other hand, may be seen as a binary prediction (micro-averaging). 

 

𝐓𝐏𝐑(𝐓𝐫𝐮𝐞𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐑𝐚𝐭𝐞) = 
𝑻𝑷

𝑻𝑷 + 𝑭𝑵
 

 

𝐅𝐏𝐑(𝐅𝐚𝐥𝐬𝐞𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞𝐑𝐚𝐭𝐞) = 
𝑭𝑷

𝑻𝑵 + 𝑭𝑷
 

 

3.5.7 AUC  

The area under the ROC Curve is known as the AUC. We essentially want to maximise 

this area so that we can have the highest TPR and lowest FPR for some threshold. This 

area is always represented as a value between 0 and 1 (just as both TPR and FPR can 

range from 0 to 1), and we essentially want to maximise this area so that we can have the  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.18. ROC Curve for all the algorithms. 

( 3.10) 

( 3.9 ) 
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highest TPR and lowest FPR for some threshold AUC may alternatively be calculated as 

the likelihood that a classifier would score a randomly selected positive instance higher 

than a randomly selected negative instance.  

As a result, an AUC of 0.5 indicates that the chance of a positive case ranking higher than 

a negative instance is 0.5, and so random. With an AUC of 1, a perfect classifier always 

would score a positive occurrence higher than a negative one. AUC, ROC curve for all 

the machine learning techniques used in our model in shown in figure 3.18. Where we 

can clearly see that random forest obtained the highest AUC score of 0.96. and 

outperforms all the all the algorithms. 
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CHAPTER 4 

RESULTS AND DISCUSSION 
 

4.1  Model Evaluation 

After performing normalization on all models, they were trained and tested by cross 

validating the number of features in a range. 

 

Table 4.1. Shows the accuracies computed by models on each iteration. 

 SVM LR KNN DT RF 

No. of  

Features 

Train 

Acc. 

Test 

Acc. 

Train 

Acc. 

Test 

Acc. 

Train 

Acc. 

Test 

Acc. 

Train 

Acc. 

Test 

Acc. 

Train 

Acc. 

Test 

Acc. 

2 87.94 87.91 85.02 84.97 87.37 87.30 93.50 88.02 88.86 88.91 

5 88.39 88.52 87.75 87.88 90.28 89.99 93.50 87.96 89.49 89.77 

50 89.52 89.30 88.90 88.77 90.78 89.99 93.50 88.94 91.24 91.46 

100 89.85 89.88 89.01 89.02 91.09 88.08 93.50 89.10 91.15 91.46 

150 89.96 89.88 89.28 89.16 92.17 89.99 93.51 88.08 91.15 91.24 

200 90.09 89.82 89.42 89.13 88.17 87.77 93.51 89.07 91.21 91.21 

250 90.19 89.82 89.54 89.13 90.81 89.57 93.51 88.66 91.06 91.10 

300 90.44 89.88 89.59 89.10 92.19 88.02 93.51 88.13 91.29 91.29 

350 90.49 89.88 89.68 89.13 90.65 90.02 93.51 88.88 91.30 91.43 

400 90.47 89.88 89.67 89.18 92.20 89.93 93.51 88.41 91.28 91.15 

450 90.47 89.88 89.71 89.24 90.44 89.74 93.51 88.74 91.23 91.26 

500 90.46 89.77 89.71 89.16 91.78 87.69 93.51 89.05 91.31 91.49 

550 90.50 89.77 89.73 89.18 90.52 89.68 93.51 88.94 91.22 91.40 

600 90.54 89.82 89.77 89.21 90.52 88.21 93.51 88.57 91.28 91.49 

650 90.58 89.79 89.80 89.21 90.25 89.93 93.51 88.71 91.23 91.35 

700 90.65 89.79 89.77 89.16 88.82 88.05 93.51 88.77 91.30 91.15 

750 90.69 89.74 89.79 89.16 90.30 89.35 93.51 88.30 91.25 91.29 

800 90.72 89.71 89.81 89.13 92.22 89.55 93.51 88.41 91.50 91.26 

850 90.78 89.77 89.81 89.10 90.42 88.02 93.51 87.91 91.25 91.46 

900 90.79 89.77 89.81 89.13 90.44 89.85 93.51 88.69 91.25 91.35 

950 90.87 89.79 89.83 89.10 91.36 87.77 93.51 88.74 91.28 91.40 

1000 90.92 89.77 89.83 89.13 90.47 89.85 93.51 88.63 91.11 91.21 

1050 90.96 89.77 89.83 89.13 87.65 89.24 93.51 88.77 91.17 91.24 

1100 90.96 89.77 89.84 89.13 91.24 89.32 93.51 88.82 90.98 91.04 

1150 90.96 89.77 89.84 89.13 91.24 89.32 93.51 88.33 91.10 91.07 
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The models were cross validated on 2,5, 50, 100, 150, 200, 250, 300, 350, 400, 450, 500, 

550, 600, 650, 700, 750, 800, 850, 900, 950, 1000, 1050, 1100 and 1150 features which 

can be seen in table 4.1. The documentation of all the training and testing accuracies 

obtained by all models has been done on above mentioned points. The highest obtained 

accuracy has been highlighted in the table 4.1. 

After this, the optimal value of a number of features was found. Also, the best training 

and testing accuracy comparison graph for all the machine learning algorithms is 

represented in figure 4.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1. Test Vs Train Accuracy for All Machine Learning techniques 

 

4.2 Results 

In present work, the coronavirus infection rate was compared to the five models' 

predictions. Decision tree (DT), support vector machine (SVM), random forest (RF), 

logistic regression (LR), and K-nearest neighbor algorithms were implemented to assess 

the created model, which included recall, accuracy, f1-score, precision, AUC, ROC, and 

Confusion Matrix (KNN). table 4.2 summarizes all of the findings, demonstrating the 

accuracy of several machine learning algorithms in predicting death of coronavirus 
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infected patients. Random forest was inferred as the most accurate and precise 

algorithm/technique displaying a rating of 91.26 %. Each machine learning method's 

ROC curves and AUC are displayed and compared in this study in figure 3.17. The 

Random Forest method classifier's performance is described and shown using a 

confusion matrix (figure. 3.11), which also provides insight into what the model 

misclassifies. And the final comparison of all the algorithms is shown in figure 4.2. 

Where it shows the random forest outperforms all the algorithms by giving the accuracy 

of 91.26% which is highest amongst other techniques. 

 

Table 4.2. Results of all the techniques based on different performance measures. 

S.no. Algorithm/ 

Measures  

Accuracy Precision Recall F1-

score 

ROC 

1. 
Support Vector 

Machine (SVM) 
89.87% 90.44% 89.87% 89.82% 92% 

2. 
Logistic 

Regression (LR) 
89.24% 89.24% 89.58% 89.20% 95% 

3. 
K- Nearest 

Neighbor (KNN) 
89.98% 90.34% 89.98% 89.95% 94% 

4. 
Decision Tree 

(DT) 
89.10% 89.33% 89.10% 89.07% 93% 

5. 
Random Forest 

(RF) 
91.26% 91.86% 91.26% 91.22% 96% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2. Algorithm Accuracy Comparison 
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4.3 Discussion 

For estimation of COVID-19 patients’ death rate around the globe, we enveloped cutting-

edge machine learning methods using a huge dataset of positive cases gathered from all 

across the globe. Several performance indicators were used to assess the created 

algorithms. The assessment findings show that the generated models are very accurate 

and effective. Other research has demonstrated that from clinical data and blood test 

results, it is possible to estimate the death rate in COVID-19 patients[46]. However, we 

concentrated on demographic information, physiological information, patient symptoms, 

and pre-existing disorders. Using the Random Forest model, we were able to achieve an 

exceptional accuracy of 91.26 %. Furthermore, past research has mostly focused on data 

gathered in China[46], [47]. Rather than being trained on data from a particular region, 

we aggregated hospital data from across the world to create a more comprehensive model 

that is applicable to the entire world's population. 
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CHAPTER 5 

CONCLUSION AND FUTURE SCOPE 

 

5.1 Conclusion 

• In the present work carried out, we utilized a prediction algorithm that would help 

the healthcare system/setting in increasing the survival percentage by offering an 

accurate and precise tool for the improvement of decision-making in clinics and 

better prioritize COVID-19 infected patients during the pandemic.  

• Our approach can accurately screen or evaluate the death risk of COVID-19 

patients on the basis of their physiological states, symptoms, pre-existing 

scenarios, and demographic data.  

• This method will be of great aid to hospitals, and medical institutions in 

determining the patients who needs to be treated first before others, prioritize the 

critical patients when the system is overcrowded, and shorten wait times for 

needed care.  

• The work might be expanded to cover additional diseases, empowering the 

healthcare setting to react faster in the case of an epidemic or pandemic. 

 

5.2 Future Work 

• Further, we can add more features in this dataset or club a new dataset which is 

much richer than current dataset for more better results. 

• Various ensemble ML algorithms/techniques may be used to achieve the 

maximum efficacy of the results. 

• Also, hyperparameter tuning can be done in the current model for better accuracy 

results. 
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