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ABSTRACT 

 

 

 

 

 
K-mean Clustering is a feature-based feature detection and similarity 

grouping approach. Massive datasets are no problem for this approach. The K-means 

clustering outcome is influenced by the initial points in the optimization process. 

Cluster centres should be chosen at random for each cluster. These centres should be 

as widely apart as feasible. The clustering process and outcomes are influenced by 

the starting points used. Effective cluster assignment is made possible in large part 

by the Centroid initialization. As a result of the initial centroid values assigned, the 

clustering convergence behavior is also reliant on these values. In order to improve 

the clustering performance of the K-Means clustering method, this work focuses on 

the assignment of cluster centroid selection. An initial cluster centroid is assigned by 

using centres derived from partitioning of data along the data axis with the highest 

variance, as described in this study. The experimental findings show that the 

suggested method is superior to the standard method in terms of clustering outcomes. 
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CHAPTER 1 

INTRODUCTION 

1.1 Machine Learning: 

 

 
ML is  discipline that allows machines to learn and develop without having to be 

explicitly taught to do so. Unsupervised learning occurs when a machine learns to label 

data automatically without knowing the pattern of the data beforehand. Since it is 

complex to predict the pattern of data in advance, unsupervised learning is critical. 

Clustering is an unsupervised learning strategy that separates a data set into 

groups with the goal of maximizing both the similarity of data points within the same 

group and the un-similarity  of data points among groups. It makes  the machine read, 

understand, and generate meaning for human language. 

This discipline is growing as fast and much study is conducted in this area. Because it is 

skilled in doing tasks that are  complex for a human to accomplish directly, machine 

learning is needed 

There are a few different ways to define Machine Learning Algorithms, however they may 

generally be categorized into groups based on their purpose, with the following being the 

major: 

 Supervised learning 

 Unsupervised Learning 

 Semi-supervised Learning 

 Reinforcement Learning 
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1.2 Classification of machine learning algorithm 
 

 

 

1.2.1  Supervised Learning 
 

 

Here models are trained using a labelled dataset, in which the model learns about every 

type of information. Output is generated after the model is evaluated using test data. 

It is done after the training phase. 

 

 

 

 

 

 

Fig. 1 Supervised learning block diagram 

 

 

 

 

1.2.2  Unsupervised learning 
 

It is a technique that does not use a training dataset to supervise models. whereas 

models employ data to identify previously unknown patterns and insights. It's similar to 

the learning that takes place in the human brain as we learn new stuff. 

 

 

       

 

Fig. 2 Unsupervised learning block diagram 
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1.2.3  Semisupervised learning 
 

 

          The system is taught using both labelled and unlabeled data in this sort of learning. 

This blend will often have a small bit of labelled data and a significant amount of unlabeled 

data. The basic technique entails the programmer clustering similar data using an ULA 

before labelling the remaining unlabelled data with the current labelled data. The primary 

application cases for this type of algorithm all have one thing in common: acquiring 

unlabeled data is reasonably cheap, whereas labelling it is quite expensive 

 

 

1.2.3  Reinforcement learning 
 

 

          It  differs from SL in that latter includes the solution key, so the model to be trained 

with the genuine result, whereas RL does not. Instead, the RL selects what to do to 

complete the task.  

 

1.3 Clustering  

 

      Clustering is a type of unsupervised learning technique. In the literature clustering 

is of following four types: 

 

 Density based method clustering 

 Hierarchical based method clustering  

 Partitioning based method clustering 

 Grid-based method clustering 

 

             The density-based method considers the clusters as the dense region having some 

similarities and differences from the lower dense region of the space. Example is 

DBSCAN,OPTICS etc. In Hierarchical based method the clusters formed in this method 

form a tree-type structure based on the hierarchy, for example CURE and BIRCH. The 

partition based method partition the objects into k clusters and each partition forms one 

cluster. This method is used to optimize an objective criterion similarity function such as 

when the distance is a major parameter. Example include K-means, CLARANS. In grid 

based method all the data space is formulated into a finite number of cells that form a 
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grid-like structure. Example include STING ,CLIQUE etc. 

 

In the thesis, various methods for the initialization of centroid in k means proposed in 

literature is studied and presented. 

 

 

1.4 K-means clustering algorithm 

 

 

                   The K-means algorithm divides N data points into k clusters by reducing the sum 

of squared distances between each point and its nearest centroid. Sum-of-squared errors is the 

objective function (SSE) for k-means. K-means is famous for a reason. To begin with, it is 

straightforward to execute. Next, individuals generally favor to employ a well-studied 

algorithm with well-known restrictions over a potentially improved but less premidated 

algorithm with unfamiliar or unseen constraints.  

But with the advantages, k-means has disadvantages. The iterations of k-means can lead to 

inferior local minimum if the initiation is poor.  

Several initialization approaches have been suggested to solve this problem. 

The three approaches to improve k-means are: 

 

 Better Initialization 

Approaches for selection of centroid in initial phase is used. Example: Random centroid, 

Maxmin, sorting heuristic etc. 

 

 Repeated k-means(RKM) 

k-means is repeated some specified number of times to reduce the error. Example: Steinley’s 

algorithm etc.  

 

 Replace k-means by another better algorithm 

Some standalone better approaches are used to replace k-means.  

    In this paper various algorithms proposed for better initialization of centroid in k-means are 

studied. 

The k-means clustering algorithm primarily accomplishes two goals: 

 Iteratively determines the optimal value for K centre points or centroids. 
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 Assigns each data point to its closest k-center. A cluster is formed by data points that 

are close to a specific k-center. 

As a result, every cluster has points with some similarities and is isolated from the 

others. 

 

   

             

 

 

Fig. 3 Working of K-means clustering algorithm 

 

  The K-means algorithm divides N data points into k clusters by reducing the sum of squared 

distances between each point and its nearest centroid. Sum-of-squared errors is the objective 

function (SSE) for k-means. K-means is famous for a reason. To begin with, it is 

straightforward to execute. Next, individuals generally favor to employ a well-studied 

algorithm with well-known restrictions over a potentially improved but less premidated 

algorithm with unfamiliar or unseen constraints.  

Some of the concerns with the K-means clustering algorithm have been addressed in previous 

studies. However, they did not address the K-means clustering algorithm's drawbacks in a 

unified approach. 
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Fig. 4 K means clustering flow 
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1.5 Initialization of centroid in k-means 

 
 

Even though k-means is a simple clustering approach, it is usually quite effective. 

Using k random data points from a particular dataset as centroids, all training instances 

are shown and allocated to the nearest cluster. When all of the clusters are brought 

together, the recalculated centroids indicate the average value for each cluster, and these 

recalculated centroids become the new centres of their respective clusters. 

When a training set is re-plotted and added to a new cluster, all cluster memberships are 

reset. If and only if the centroids and cluster members remain constant, we can call the 

procedure iterative. When the recalculated centroids are within a predetermined margin of 

the preceding iteration's centroids, convergence has occurred. Convergence Distances are 

frequently calculated using the Euclidean k-means distance between two points in the form 

(x, y). 

 

                                 

                                                             𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1                                                (1)      

  

 

In the context of k-means clustering, it stands to reason that the more optimal the position 

of these initial centroids is, the lesser repetitions of the k-means CL will be necessary for 

junction. This tells that considerations during the planning stage could help with the 

initialization of these initial centroid. 

 

1.6 Advantages of k-means: 

 

 Relatively simple to implement 

 Scales to large dataset 

 Guarantees convergence 

 Can warm-start the positions of centroids 

 Easily adapts to new examples 
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 Generalizes to clusters of different shapes and sizes, such as elliptical 

clusters. 

 

 

 

1.7   Disadvantages of k-means: 

 

Along with the merits KM has demerits too.The iterations of k-means can lead to 

inferior local minimum if the initiation is poor. 

The three approaches to improve k-means are: 

 

 Better Initialization 

Approaches for selection of centroid in initial phase is used. Example: Random centroid, 

Maxmin, sorting heuristic etc. 

 

 Repeated k-means(RKM) 

k-means is repeated some specified number of times to reduce the error. Example: Steinley’s 

algorithm etc.  

 Replace k-means by another better algorithm 

Some standalone better approaches are used to replace k-means.  

 

 

    In the research paper various algorithms proposed for better initialization of centroid in k-means are 

studied
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CHAPTER 2                             

LITERATURE SURVEY 

            A significant amount of work has been done in the field of initialization of centroid in 

k means clustering. Clustering with k-means is a basic but effective method. Typically, k 

points are chosen at random as cluster centres, or centroids, from a dataset, and all learning 

algorithms are charted and added to the cluster with the least training examples.. After all 

instances have been added to clusters, the centroids, which reflect the mean of each cluster's 

instances, are recalculated, and these recalculated centroids become the new cluster centres. 

 

2.1  Centroid initialization method: 

 
        The three approaches to improve k-means are: 

 

 Better Initialization 

Approaches for selection of centroid in initial phase is used. Example: Random centroid, Maxmin, 

sorting heuristic etc. 

 

 Repeated k-means(RKM) 

k-means is repeated some specified number of times to reduce the error. Example: Steinley’s 

algorithm etc.  

 

 Replace k-means by another better algorithm 
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Some standalone better approaches are used to replace k-means.  

    In this paper various algorithms proposed for better initialization of centroid in k-means are 

studied. 

Centroid initialization presented in this thesis are: 

 

2.1.1 Random partitioning: 

 

                In this method each a point is placed within a randomly selected cluster. Centroid 

calculation is done after that. It leads to avoid outliers selection from border areas.  However, the 

disadvantage is that the generated centroids are accumulated in the mean of data . 

 

 

 

 

Fig. 5  Random Partitioning 
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Fig. 6 Centroid initialization using random data points 

 

 

2.1.2 Random centroid: 

  
            In this method k random points are chosen as started set of centroids. It ensures that each 

cluster has at least one point. Then position of each point is swapped with another randomly 

selected point. 

It then takes first k points from array to avoid selection of k points twice. 

For generating random number, random number generator is used. Hence this approach is called 

random centroids. 

The time complexity of this approach is O(N). 

 

2.1.3 Farthest point heuristic: 

 

           In this method a random point is selected as initial centroid. And then new centroids are 

added one after another. Next, at each stage centroid is point farthest(max) from its closest (min) 

current centroid. This has time complexity of  

O(N). Some ways to select initial centroid are  arbitrary, furthest pair of points, maximum distance 
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from origin, maximum density). This method is also known as Maxmin. 

     Maxmin prevents the worst-case scenario of random centroids, where worst case occurs when 

cluster size has serious unbalance. 

 

2.1.4 K-means++: 

 

    This method is modified version of maxmin. In this method first centroid is chosen randomly 

and then next centroid is chosen using weighted probability  

 

                                                     pi= costi/SUM(costi),                                                                (2)  

 

here costi is squared distance of points xi to its closest centroids. It has  time complexity of O(logk). 

 

 

  2.1.5 Sorting  heuristic: 

 

              This technique sorts points according to a few criteria. The criteria is based on the 

following points: 

 Distance to center point 

 Density 

 Centrality 

 Attribute with greatest variance 

 

 Here sorting takes time complexity of O(NlogN), Now k points are chosen from sorted list based 

on assumptions such as: 1st k points, each (N/k)th  point etc. 

This method is good for well separated clusters. 
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2.1.6 Density based heuristic: 

 

 
In this method density is utilized. Main problem associated to this algorithm is how to calculate 

density. For that following are the approaches: 

 

 Buckets. 

 ℇ-radius circle. 

 K-nearest neighbour. 

 

     In 1st technique , divide space by regular grid then count frequency of points in each bucket. 

Density of points is now taken from bucket.  

    For the other two methods density is evaluated for each point separately.  

     Once determined, the density can be combined with a nearest point heuristic, a sorting heuristic, 

or both. 

 

 

2.1.7 Splitting Algorithm: 

         
         Every point is arranged into a single cluster by the Split algorithm .After then, one cluster 

at a time is divided unless k clusters are attained.. The selection of how to split and which cluster 

to split is to be taken into account. 

     Some methods used to split are mentioned. In the context of vector quantization, one way uses 

binary split to initialise their LBG algorithm.  

     There is also a split-kmeans variant that applies k-means iteration after every split in. In this 

paper simple variant is implemented where biggest cluster is selected to split. Two random points 

are chosen from cluster to split it. K-means clustering is used then within cluster 

 

 

2.1.8 Repeated k-means: 

 

 

            Repeated k-means runs k-means in several instances, each time with a different 
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initialization, and keeps the outcome with the smallest SSE-value. Multi-start k-means is another 

term for this. The repeating done to increase the chances of success. The repetition number(R) to 

find accurate clustering is: 

                                                                                        R=1/p                                                           (3) 

If the initialization procedure is deterministic (i.e., there is no variability), it either succeeds (p = 

100%) or fails (p = 0%). 

 The time complexity of this method is O(N2). 
                                           

                                                                                        

 

  
 

      

                                

                                                                                                   

 

                                                                 Fig. 7 Repeated k-means 

 

 

 

2.1.9  Stenly’s method: 

 

          This method repeats random centroid method 5000 times and then having smallest SSE 

value is chosen. 

 

2.2   Data Set used in literature: 

 

       The analysis of initialization techniques was done  by Pasi Franti and Sami Sieranoja for which 
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the data set was taken from: http://cs.uef.fi/sipu/datasets/. 

Because SSE can appropriately group all of these datasets, a basic clustering benchmark was used. 

A brief description of dataset is given in table 1. 

 

 

           Table 1 
            Basic clustering benchmark 

  

 

 

 

 

          Table 2 
            Time Complexity of techniques 

 

Technique Complexity 

Random Partitions O(N) 

Random Centroids O(N) 

Maxmin O(kN) 

Kmeans++ O(kN) 

Sorting heuristic O(NlogN) 

Repeated k-means O(N2) 

Density based O(N1.5) 

http://cs.uef.fi/sipu/datasets/
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CHAPTER 3   

 

PERFORMANCE METRIC 

 

 

      The result in the literature is based on following performance metrics: 

 

3.1  Centroid Index: 

             The centroid index (CI) is the fundamental indicator of success. It counts number of  actual 

clusters lacking centroid, or the clusters having excessive number of centroids. 

   If CI is zero, it is deduced that the clustering is accurate. The algorithm then solves the problem. 

            Then success rate is  defined as the proportion of times (in percent) that an algorithm 

achieves the desired grouping (CI=0).  

It counts the number of times the best potential clustering result is discovered.  

 

 

3.2  SSE: 

 

It is the sum of the squared Euclidean distances of each point to its nearest centroid. The objective 

function’s value is measure of the algorithm’s success. SSE is used in existing literature 

assessments of k-means. It's calculated as follows: 

 

                                                              SSE = ∑ ||𝑥𝑖 − 𝑐𝑗||𝑁
𝑖=1                                       (4) 

 

Here, xi  is a  point and cj is its closest centroid. 
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3.3   Purity: 

The purity of each cluster is given by. 

 

                                                            P = ∑(𝑖 = 1 → 𝑘) (nk/n) Pck                                          (5) 

  

    Here k is number of cluster. 

    The purity index is confined between 0 and 1; higher purity values indicate correct performance 

efficiency, and a purity of 1 indicates 100 percent efficiency. 

 

3.4   Silhouette index: 

         It is a number that indicates how similar a  point is to other points in the similar cluster, as 

well as how unlike it is to points in unsimilar clusters. 

It can be calculated as: 

 

                                                                S = 1/n ∑ 𝑆𝑥𝑖𝑛
𝑖=1                                                           (6) 

 

The Silhouette index is a popular method of estimating the number of clusters in a data set, but it 

may also be used to evaluate the quality of clustering.  

The value is restricted between -1 and 1, with 1 indicating greatest cluster separation and maximum 

density inside clusters. 
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CHAPTER 4 

 

 

HEURISTIC ANALYSIS 

 
Based on the study the overall performance of various initialization strategies is discussed in this 

section. 

The effect of the following factors on result is also discussed. 

 

 Overlap of cluster 

 Number of clusters 

 Dimensions 

 Cluster size imbalance 

 

CI values: The random partition performs much worse than the random centroids. The best 

approach is maxmin heuristics (Maxmin and kmeans++). 

 

SI and Purity: Maximin is the best in terms of total performance. 

 

Cluster overlap: If overlapping is less, k means accuracy is decreased. Maxmin(more overlap) 

approach overcomes this weakness.   

 

Number of clusters: If the number of clusters is more , CI value will be high and hence the success 

rate will reduce. 

 

Dimensionality:  From the study it is found that the performance of k- means is independent of 

dimensionality. 

 

Cluster size imbalance: K-means++ has the highest rate of success considering this factor. 
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CHAPTER 5 

 
 

CONCLUSION AND FUTURE SCOPE 
 

 

One of the most widely used clustering methods is KM and it is mostly favoured when tackling 

the problem about how to cluster data. 

 

One of the most critical tasks in the K-means algorithm is to start the centroids in a cluster. 

Choosing an initial centroid at random does not always result in the best solution. The algorithm 

is run numerous times with different random initializations to overcome this difficulty. 

 

The KM++ algorithm is more calculatively intensive than the standard KM algorithm., the run-

time in KM++ is remarkably lesser. The reason for this is that the centroids chosen at the start are 

likely to already be in different clusters. 

 

Overall, we discovered that kmeans++ was the most effective way for initialising k-Means. Even 

though kmeans++ provided excellent initial results, it is still advised that k-Means be performed 

from several beginning points. 

 

Given the fact that KM is a reasonably basic algorithm with a number of possibilities, it is not 

without flaws, its speed, scalability, and ease of interpretation make it particularly useful in a 

variety of scenarios. 

 

The future work will include the performance of KM on more factors such as varying density, 

varying shape etc. Also, some standalone algorithms will be studied for improving the accuracy of 

k-means. 
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