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ABSTRACT 
 
 
 
 
 Diabetes is the most frequent metabolic condition that causes excess sugar levels 

in our blood. Patients with diabetes have a body that can't metabolise insulin adequately 

or can't make enough insulin. Diabetes is a disease which occurs when the glucose level 

increases in blood. It is a persistent disease that occurs mainly in two ways: First one is, 

if the adequate insulin is not produced by the pancreas and the second one, if insulin is 

not used by the body effectively. Insulin Hormone is responsible for regulating Blood 

sugar. Diabetes can harm our body parts too like eyes, kidneys, nerve, heart and blood 

vessels. Therefore Predicting diabetes in the earlier phase is very essential to control the 

diabetes and to save lives. In this study first we did a survey on the previous studies on 

this topic and after that we implemented our model on the basis of the survey.  

Presenting a method of detection by symptoms that the person might observe may 

motivate the person to seek medical treatment more immediately, concluding in a more 

precise diagnosis and treatment. In this study, We have taken 35 papers (studies in the 

time span of 2014-2021) out of which we chose 23 papers for further study based upon 

our requirements. And then we analysed current research in order to conclude the risk 

factors for diabetes. This research investigates the accuracy of diabetes prediction. It is 

concentrated on current advancements that have a significant influence on diabetes 

diagnosis and detection. and we also see by using which medical information and 

Machine Learning techniques we can predict better. On the basis of our small survey we 

concluded that RF is the popular technique used among all techniques and PIMA Indians 

Dataset is used more frequently. And among all used techniques we found out that 

boosting and SVM has the highest accuracy. 

 Furthermore, We have used in this research logistic regression, KNN, DT, naive bayes, 

RF and SVM classifiers. After these techniques we tried to optimise our model. We found 

that all techniques with optimised models after smote performed very well. and for KNN 

and RF we achieved the highest accuracy. 

 Then we used hyper parameter tuning to optimise our KNN and RF classifier, and 

we also tuned XGB. Firstly For RF model using GridsearchCV optimization we achieved 

accuracy nearly 89.21%. And for XGB after hyper parameter tuning we got an 
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accuracy of 90.13 percent. Which is the best accuracy among all the ML techniques that we 

have used. As a result we can say that among all the ML models XGB boost after hyper 

parameter tuning is performed very well. 
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CHAPTER 1 
 
 

INTRODUCTION 
 
 
 
 

 Diabetes mellitus (alias diabetes) is one of the most perilous diseases. Many 

people in the world are afflicted from diabetes. It is responsible for a major health care 

problem that is exploding in the world. This disease does not spare even the youngsters. 

It has been researched that people with unhealthy diets and obesity are at higher risk of 

generating this disease. If a doctor diagnoses these symptoms in the patients earlier then 

he will recommend a good diet, exercise and medicines for the treatment and the patient 

can be saved. Predicting diabetes in the starting phase is very essential to control the 

diabetes and to save lives. So as we know for prediction problems ML is widely used in 

the world. For the same purpose we worked on diabetes prediction using ML. Our 

XOWLPDWH�DLP�LV��³:H�KDYH�JLYHQ� WKH�GHWDLOV�RI�SDWLHQWV� IHDWXUHV�XVLQJ� WKDW�ZH�KDYH� WR�

FKHFN�ZKHWKHU�D�SDWLHQW�KDV�GLDEHWHV�RU�QRW�´ 

 
 
 
1.1 Artificial Intelligence and Machine Learning 
 
 
 

AI refers to a machine's capacity to mimic human actions. AI is developed by 

studying and analysing how a human brain learns, determines, and functions when 

attempting to solve a problem. The study of intelligent agents is characterised as an AI 

research area. The agents observe their surroundings and execute activities in order to 

reach a goal. ML and Deep Learning are subcategories of AI, allowing it to be more 

versatile and efficient. ML is a branch of AI that has a well stated purpose. It's a computer 

science subfield. In essence, It is the process through which a machine learns to do actions 

on its own, such as making decisions based on previously collected data, in a human-like 

fashion. In order to achieve this function in action, Its algorithms recognise patterns in a 

dataset and build a model that can subsequently be improved in order to anticipate actions 

based on fresh data. Machines may be programmed to do tasks in a variety of fields. One 
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method that technology is being used to assist diabetes predictions is through its 

algorithms, which include data interpretation. 

 
Figure 1.1  Artificial Intelligence and Machine Learning 

 
 

The capacity to forecast whether or not a person will develop diseases like 

diabetes is governed by the ability to make predictions. Predictive analysis is a machine 

learning-based approach for forecasting data. This methodology includes ML algorithms, 

which are data extraction procedures and statistical methodologies for predicting future 

events. In the medical field, these predictions can be used to forecast a diagnosis as 

precisely as possible. ML may be divided into three categories. Let's take a look at each 

of the three strategies one by one. 

 
 
 

1.1.1 Supervised Learning 
 
 

We give an input (x) and its matching output variable (y) in supervised learning, 

and we run an algorithm that learns to execute mapping functions from input to output. 

ܻ ൌ ݂ሺݔሻ     (1.1) 

The basic goal of this is to effectively estimate the mapping function as output 

variables can be anticipated when fresh input data is added. The machine is trained using 

labelled data in this process of an algorithm learning using the training dataset. 
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1.1.2 Unsupervised Learning 
 

 
 
Unsupervised learning is the use of AI systems to detect patterns in data sets that 

include no classified or labelled data items. Only the input data (X) is available in 

unsupervised learning, whereas the associated output variables are absent. Its main goal 

is to reveal hidden patterns in data. Unsupervised learning teaches the agent to recognise 

essential elements in incoming data and then group them together based on their 

comparable behaviour or traits.  

 
 
 
1.1.3 Reinforcement Learning 

 
 
In reinforcement learning strategy we reward those actions which are desirable 

while we penalise undesirable ones. Rather of being explicitly taught, an agent in 

reinforcement learning learns through interacting with an environment and watching the 

effects. Reinforcement learning is based on the premise that an agent will learn from its 

actions and will be rewarded for doing the correct thing. 

 
 
 
1.2 Motivation 
 
 

Diabetes affects 537 million people between the ages of 20 and 79. The entire 

population of diabetes is anticipated to reach 643 million by 2030, and 783 million by 

2045. Diabetes claims the lives of over 6.7 million people each year. Over time, a high 

glucose level in the blood could lead to a variety of complications, including heart 

problems, renal failure, vision problems, dental problems, nerve damage, and foot 

problems. increased thirst and urine, increased appetite, tiredness, fuzzy vision, 

significant impairment in the hands or feet, unhealed wounds, and weight loss are all 

indicators that something is wrong with you if you have diabetes. One method that 

technology is being used to assist diabetes predictions is through ML algorithms, which 

include data interpretation. The capacity to forecast whether or not a person will develop 

diseases like diabetes is governed by the ability to make predictions. Predictive analysis 



 

4 

is a machine learning-based approach for forecasting data. This methodology includes 

ML algorithms, which are data extraction procedures and statistical methodologies for 

predicting future events. In the medical field, these predictions are used to forecast a 

diagnosis as precisely as possible. ML is an area of AI that has a well-defined purpose. 

It's a computer science subfield. In essence, ML is the process through which a machine 

learns to do activities on its own, such as making decisions based on previously collected 

data, in a human-like fashion. 

 
 
 
1.3 Objective 
 
 
 The following objectives will be considered while the research study is carried 

out: 

1. To give a brief introduction about ML in the field of diabetes prediction like what 

are the studies that have been done in this field. 

2. To implement various ML algorithms to predict diabetes. The different algorithms 

that have been used by us in this research are logistic regression, KNN, DT, naive 

bayes, RF and SVM classifiers.  

3. To balance our dataset using SMOTE (Synthetic Minority Oversampling 

Technique) and to compare accuracy of each model using SMOTE and without 

using SMOTE. And also tried tuned hyper parameters. 

4. To compare the accuracy and efficiency of ML algorithms with PIMA Indian 

Dataset and SMOTE dataset.  

 
 
 
1.4  Diabetes and Its Types 

 
 

Diabetes mellitus (alias diabetes) is the most perilous disease. It is responsible for 

a major health care problem that is exploding in the world. This disease does not spare 

even the youngsters. Diabetes occurs when the pancreas, which is a human body organ 

in the body, is not able to produce adequate insulin or if the tissues and cells in the body 

are unable to use the insulin generated. More than 72 million people in India have diabetes 

apart from this lots of people are under risk of having diabetes. Our major source of 
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bioenergy is blood glucose, which we get from the food that we have. Pancreas is 

responsible for producing insulin hormone, and insulin aids glucose absorption into cells 

as energy. Often it happens that our body is not able to produce adequate insulin and also 

it does not manage it properly. Glucose always remains in our blood and as a result does 

not reach our cells. Having lots of glucose in our blood might lead to health issues in the 

long run. Although there is no medical breakthrough, we can monitor and manage it and 

be healthy. Now the question arises what are the factors for causing it? These are the 

factors responsible for diabetes: genes, environment, food and lifestyle. Type-1, Type-2, 

and Gestational diabetes are kinds of it.  

 
 
 
1.4.1  Type-1 Diabetes (IDDM) 
 
 

Diabetes type-1 which is indicated by the deficiencies of insulin also known as 

Insulin Dependent Diabetes Mellitus. Our body is not able to produce insulin if we have 

type-1 diabetes, and the resistant system picks up and damages the cells that are 

responsible for insulin generation in our pancreas. These cells, known as beta cells, are 

found on tiny islands of endocrine cells called pancreatic islets, together with other types 

of cells. These cells generate insulin, a hormone that helps in the movement of glucose 

from meals into cells throughout the body, where it is used for energy. However, if these 

cells are killed, as a result no insulin is created, and the glucose remains in the 

bloodstream, causing significant damage to all of the body's organ systems. It is most 

commonly observed in children and adolescents, although it can affect anybody at any 

age. People must take insulin on a regular basis to stay alive. 

Experts are unsure how this causes type-1 diabetes, but they feel it's a combination 

of autoimmune, genetic, and environmental factors. Type-1 diabetes has a greater 

probability of developing than almost all other serious chronic illnesses in children. Girls 

are around 10 to 12 years old, while guys are around 12 to 14 years old. According to the 

Juvenile Diabetes Research Foundation, It affects as many as 3 million Americans. As 

per the above discussion, it is a serious medical concern in the world. The medical 

profession has done a lot of study into how to cure this condition. 
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1.4.2  Type-2 Diabetes (NIDDM) 
 
 
Type 2 which is the body's insulin resistance alias Non-Insulin Dependent 

Diabetes Mellitus. If we talk about this, our body does not produce or utilise insulin well 

in this type. Age doesn't matter for this type of diabetes anyone can be affected, including 

youth. This kind of diabetes is more common among middle-aged and elderly people. 

This is frequently seen in patients. 

 
 
 
1.4.3 Gestational Diabetes 

 
 
Some women get this kind of diabetes while pregnant. After birth, this kind of 

diabetes normally goes away. However, if you've had gestational diabetes, you're more 

likely to get type 2 diabetes later in life. It's conceivable that type-2 diabetes develops 

during pregnancy. 

 
 
 
1.5  Project Overview  

 
 
On diabetes data, there has been a lot of ML research. especially using the Pima 

Indian Diabetes dataset from the UCI repository. ML algorithms for post-diagnosis 

treatment have aroused a lot of interest, including forecasting blood glucose levels to 

adjust insulin dose and using to forecast by association rules. the prevalence of specific 

illnesses in diabetes patients. However, unlike both of these approaches, we use a dataset 

that is not restricted to a specific religion but to a specific type of diabetes, and our 

objective is to train a model to forecast the emergence of this form of diabetes using the 

patient's prior medical records, not to monitor diabetic individuals. Using subject test 

results, forecast diabetes diagnoses from non-diabetic instances, we principally used 

these supervised ML classifiers : Logistic Regression, DT, RF, Naive Bayes, SVM, KNN, 

XGB. Developing a strong prediction model was not straightforward, despite the fact that 

this is not a well-known difficult topic for physicians. Next, To forecast diabetes, we 

utilised the same base classifiers, However, the features were alterations in test findings 

across subsequent same types of testing for an individual. This method holds the potential 
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of predicting whether or not someone is at risk for diabetes before any test results indicate 

they do. SVM, RF, KNN and XGB classifiers gave interesting results. Surprisingly, To 

do this, it was required to deliberately embed absent properties to get over 90% accuracy 

in diabetes prediction. And we achieved it for the XGB classifier after hyper parameter 

tuning. The fact that variations in test results over time might predict diabetes with 

roughly 80% accuracy without utilising data from the previous time period preceding 

diagnosis as diabetic was of particular interest. Another component that was explored 

was whether oversampling of minority class instances would increase the classifiers' 

prediction accuracy. The oversampling technique employed was the Synthetic Minority 

Oversampling Technique (SMOTE), which generates synthetic cases using a closest 

neighbour approach. and the oversampling strategy also enhanced overall prediction 

accuracy (using XGB and SVM). 

 
 
 
1.6 Thesis Outline 

 
 
There are six sections in this dissertation. First chapter provides an introduction, 

while the subsequent chapters thoroughly discuss the recommended techniques. 

Chapter 1 This Chapter discusses background, motivation, problem statement, 

objectives, and importance. Aside from this chapter, there are six others in the thesis: 

Chapter 2 This chapter looks at the various studies and related work carried out in order 

to get the required information about the diabetes detection using ML algorithms. 

Chapter 3 This chapter tells about the dataset and ML techniques that we have used to 

achieve the proposed work. In the first section of this chapter we will discuss the dataset 

thoroughly and in the next section we will discuss all the ML techniques and optimization 

techniques  that we have used in this research. 

Chapter 4 This section provides a brief summary of the hardware and software tools 

utilised in the proposed work. In this section, we will also discuss our performance 

measures, framework of this study and methodology. 

Chapter 5 This chapter deals with results and discussions of the proposed study.  It also 

elaborates on model classification performance using a variety of evaluation measures. 

Chapter 6 This chapter summarises the works and provides conclusions. The future 

scope is also discussed so that further improvement can be done. 
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CHAPTER 2 
 
 

RELATED WORK 
 
 
 
 

Data science has recently acquired popularity in predicting the probability of 

diabetes disease. Various toolkits and algorithms have been investigated and developed 

by researchers. These toolkits and algorithms demonstrate the immense potential of this 

study subject. A significant number of researches has been conducted in diabetes 

prediction. Many algorithms have been proposed to use ML to automate diabetes 

prediction. The suggested model relies mostly on the most well-known diabetes 

prediction algorithms discovered via our survey. This chapter presents a survey of studies 

dealing with diabetes prediction in humans. And also we will discuss the insights that we 

have found out from the literature review. 

 
 
 
2.1 Literature Review 

 
 
This literature evaluation serves as a solid foundation for future work on this 

project. And also It will tell us about all the previous studies that have been done on this 

topic. 

A. S. Alanazi et al. (2020) [1] presented a model in which the author combined 

two ML algorithms which were SVM and RF to predict diabetes. They collected diabetic 

patients data from the Security Force Primary Health Care. The data was carefully 

checked for missing or empty values. The data was deemed to be clean enough to move 

forward. The author concluded the article by saying, "The capacity of data science is to 

expedite early diabetes diagnosis." Diabetes may be diagnosed using ML techniques such 

as SVM and RF. According to the data, the RF algorithm has a predicted rate of 98% and 

a precision of 100%�´� 

N. E. Costea et al. (2021) [2] offered a comparison of three ML algorithms: SVM, 

Naive Bayes, and RF. By putting their diabetes prediction abilities to the test on two 

publicly available databases: Pima Indians and Diabetes Dataset 2019. The goal of his 
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study is to examine different ways to acquire improved accuracy by analysing the 

performance of the algorithms using different measures. They determined that the SVM 

and RF achieved an accuracy of 80%. 

D. Dutta et al. (2021) [3] investigated the key aspects of diabetes using three 

algorithms: Logistic Regression, SVM, and RF. Also discovered what are the key 

elements in the development of diabetes, In fields of application where data comprising 

dozens or even hundreds of factors are accessible, factor and feature identification has 

become the subject of major study. Similarly, the author focused on the most important 

characteristics to determine if a person may get diabetes in the future. The article 

concluded by stating that "RF is the best model for estimating diabetes," with an accuracy 

of roughly around 84 percent." 

P. Sonar and K. Jaya Malini [4] presented model construction using classification 

approaches like DT, ANN, Naive Bayes, and SVM. The purpose of this study is to 

develop a system that can better predict a person's mellitus vulnerability. The study 

concluded with the observation that DT models provide precisions of 85 percent, Naive 

Bayes models provide precisions of 77 percent, and SVM models provide precisions of 

77.3 percent. "SVM are really good when we have no notion about the data," the author 

stated in the research. Even with unstructured and semi-structured content kinds like text 

and images. The disadvantage of the SVM approach is that various essential parameters 

must be accurately specified in order to produce the best classification results for each 

particular scenario. The DT is simple to grasp and govern. There seems to be volatility in 

DT, which means that little modifications to the data model of the ideal DT can produce 

enormous changes. They're usually wrong. Naive Bayes is a robust algorithm that 

manages missing values by disregarding the probability estimate process. Concerned 

about how inputs are prepared. When the quantity of training datasets is increased, there 

is a risk of bias. Artificial Neural Network makes accurate predictions and is simple to 

apply. Dealing with massive data and complicated models is difficult. It takes a long time 

to process." 

S. K. Reddy et al. (2021) [5] utilised the PIMA Indians Dataset to show two 

models: RF and KNN. The developers of the suggested system employed supervised 

learning of ML techniques and parameter adjustment utilising optimization approaches 

to get accurate diabetic outcomes. The accuracy of both models is 78.4 percent and 80.8 

percent, respectively. 
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N. Mohan et al. (2020) [6] introduced the SVM technique and used it to predict 

diabetes. In this paper, the actual output of SVM kernels on diabetes dataset for diabetes 

detection is novel. This article compares the results of SVM kernels.  The classifier is 

constructed using four different SVM kernels, and the accuracy of its predictions is 

determined using a testing set. Four kernels are used to test the SVM: linear, polynomial, 

sigmoid, and RBF. For various kernels, the efficiency of the SVM algorithm is 

investigated. For prediction, the strongest kernel is selected and employed. And the 

author claimed that the RBF kernel was the finest of the four. 

A. M. Posonia et al. (2020) [7] suggested a ML knowledge for diabetes 

forecasting, such as DT J48 computation. DT is amongst the most effective classifiers. 

There were 768 patient records in the dataset, each with eight key features and a target 

category with the outcome "Positive" or "Negative." Weka was used for the experiment, 

and the results reveal that DT J48 computation provides higher efficiency with less 

processing time. For the study, the author used the Pima Indians Diabetes Dataset. The 

planned research task is 91.2 percent efficient. 

G. A. Pethunachiyar (2020) [8] developed SVM models with different kernels 

and stated that SVM is the most often used approach in diabetes patient prediction. It 

assesses the performance of SVM kernel functions based on their accuracy level. The 

SVM with Linear Kernel outperforms the other two kernel functions, according to the 

results. The SVM with Linear Kernel yielded 100%, the SVM with Radial Kernel 

function achieved 95%, and the SVM with Polynomial Kernel gave 90% for the supplied 

sample group. 

V. Mounika et al. (2021) [9] proposed ML methods such as diabetes were 

predicted using logistic regression and RF classifications. The same algorithms were used 

to revamped the PIMA Indians dataset. For the PIMA dataset, RF often delivers the 

maximum accuracy. While employing the two independent learning algorithms, all of the 

algorithms achieved good results for specific metrics such as accuracy, sensitivity to 

recall, and so on. They compared all of the classifier predictions, and the study concluded 

that RF and Logistic Regression were 95 percent and 97 percent accurate, respectively. 

M. A. R. Refat et al. (2021) [10] presented various ML models to predict the 

diabetes and found out that XGB has 100% accuracy and apart from that also concluded 

that RF and LSTM model has second highest accuracy 92.3%.  

H. Abbas et al. (2019) [11] used ML to predict the continued prospects of NIDDM 

using data from the San Antonio Heart Study. To create the forecasting models, they used 
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SVM and ten factors that are universally acknowledged in the research as significant 

important predictors of diabetes. They used 10-fold cross-validation to fit the classifier 

and a retain dataset to verify it because the data was unbalanced in terms of class labelling. 

The validation accuracy in this study was 84.1 percent, with a mean recall rate of 81.1 

percent across 100 iterations. The latest results might help identify groups at high risk of 

developing NIDDM in the upcoming times. The investigation concluded with the 

observation that employing SVM attained an accuracy of 84 percent. 

K. Drisset al. (2020) [12] proposed a method based on three major steps: cleaning, 

modelling, and narrative. The first step is to do an imputation technique to eliminate 

missing data. The KNN method is then used to categorise patients. Two metrics, the F1 

score and the ROC curve, were employed to predict the performance of the suggested 

strategy. The F1 score and ROC curve clearly distinguish diabetes and non-diabetic 

patients. Author chose k's value 11 in KNN technique for better results, and the study 

concluded with the statement that employing KNN produced the greatest F1 score of 83 

percent. 

J. Ma et al. [13] suggested several ML methods. To create a diabetes prediction 

model, the author employed six traditional ML methods, including logistic regression, 

SVM, DT, RF, boosting, and NN. The author used data from the UCI ML Repository, 

which was acquired by direct questionnaires from Sylhet Diabetes Hospital patients in 

Sylhet, and endorsed by a physician. The author tuned the parameters of each model to 

achieve a balance of accuracy and complexity. According to the testing error, RF, 

boosting, and NN outperformed logistic regression, SVM, and DT. The author ended by 

stating that the NN of the test dataset reaches 96 percent accuracy, making it the best 

model among these models for predicting diabetes. 

K. Vijiya Kumar et al. (2019) [14] developed a model that provides the RF 

approach to reliably diagnose diabetes in a person. RF technique is a type of ensemble 

method that is often used for regression and classification issues. The exactness is higher 

when compared to other techniques. The proposed model offers the best diabetic 

predictive performance, and the data showed that the prediction system is capable of 

forecasting the diabetes condition effectively, efficiently, and, most significantly, 

accurately and instantaneously. The author used PIMA Indians dataset and ended by 

saying that RF algorithms were investigated and assessed on several measures throughout 

this paper. 
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L. V. R. Kumari et al. (2021) [15] provided many ML models, and the goal of this 

study is to develop a much more accurate early sign of diabetes by employing a range of 

ML algorithms. By constructing models using patient information, ML approaches 

increase diabetes diagnosis. This paper uses methods such as Naive Bayes, KNN, 

Logistic Regression, and RF. Both have various levels of precision. According to the 

author's results, the KNN model has 78.57 percent accuracy, 87 percent precision, and 72 

percent specificity. The logistic regression model has a 72 percent accuracy rate, an 84 

percent precision rate, and a 63 percent specificity rate. The Naive Bayes model has a 71 

percent accuracy rate, an 81 percent precision rate, and a 60 percent specificity rate. The 

RF model has a 76 percent accuracy rate, an 84 percent precision rate, and a 67 percent 

specificity rate. Among them, the study concluded that the KNN algorithm delivers an 

accuracy of 78.57 percent. 

S. Ghane et al. (2021) [16] discussed numerous ML models and recommended 

ML algorithms that assist predict diabetes, including KNN, SVM, DT, RF, Light XGB 

Machine (LGBM) and Adaboost. All of these algorithms are constructed utilising the 

Pima Indian Diabetes dataset and numerous characteristics such as glucose, skin 

thickness, insulin, age, and so on that aid in the detection of diabetes. We trained our 

models and found that LGBM outperformed all others, with an accuracy of 89.85 percent 

and an AUC of 0.95. As a result, LGBM is a more effective algorithm for identifying 

diabetics from non-diabetics. and concluded with the remark that the Neural Network has 

the highest accuracy of 82.54% for practice fusion dataset and for pima indians dataset 

DT has the highest accuracy of 72.6%.  

P. S. Kohli et al. (2018) [17] described and applied a variety of ML models and 

classification methods, each with its own advantage, on three distinct sickness databases 

(diabetes, heart disease, and cancer) available in the UCI repository for prediction and 

diagnosis. To select attributes for each dataset, reverse modelling using the p-value test 

was utilised. The study's results support the hypothesis of utilising ML to detect diseases 

early on. The paper concluded that for the PIMA Indians dataset, Logistic Regression 

achieved the highest accuracy of 82.46 percent. 

R. Akula et al. (2019) [18] showed several ML models and discovered that all 

techniques except Naive Bayes had very poor accuracy. As a result, they took it one step 

beyond and merged all of the methods into a weighted mean or softer polling ensemble 

classifier, in which each model contributes to a simple majority in assessing whether or 

not a patient has diabetes. The Ensemble learning on Practice Fusion is 85 percent 
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accurate. By far the most new method in this area is our ensemble technique. We are 

confident that the weighted mean ensemble approach not only performed well in overall 

metrics, but also aided in the recuperation of faulty forecasts and precise NIDDM 

prediction. Our precise innovative model can serve as a warning to people to seek medical 

attention as soon as possible. The study concluded by stating that the RF model, with an 

accuracy of 98 percent, is the best model across all models on the Early stage diabetes 

risk prediction dataset. 

B. S. MURTHY et al. (2021) [19] showed various ML models and they conducted 

a large-scale investigation on diabetes datasets using ML methods such as DT Classifier 

and Logistic Regression. To choose the best forecasting algorithm, both methods are 

investigated and contrasted using a variety of criteria, including recall, accuracy, 

precision, specificity, and sensitivity. Following the execution results produced in this 

study, it is clear that Logistic Regression provides more accuracy than DT Classifier. As 

a result, it is possible to infer that Logistic Regression is the best diabetes prediction 

algorithm and that it aids in the provision of appropriate medicine. Finally, the article 

concluded that the SVM is the best model among all models, with an accuracy of 78.2 

percent on PIMA Indians datasets. 

M. Rady et al. (2021) [20] offered a machine learning-based solution to the 

problem. On a data set of 521 individuals, they used eight methods. The outcomes are 

compared in order to determine the optimal algorithm for this assignment. The techniques 

utilised were from a variety of families, including logistic regression, SVM-linear and 

nonlinear kernel, RF, DT, XGB, KNN, and naive bayes. The results demonstrate that RF 

has a distinct edge, with an accuracy of 98 percent after utilising 20 percent for testing 

and 80 percent of the dataset for training, and determined that the RF model obtained 98 

percent accuracy. 

A. Mir et al. (2018) [21] presented many models with the purpose of constructing 

a classifier method to forecast diabetes utilising Naive Bayes, SVM, RF, and the Simple 

CART method using the WEKA tool. The study sought to offer the best model for 

diabetic illness prediction based on effective process findings. Each method's 

experimental findings on the data were explored. With highest accuracy, the SVM was 

demonstrated to be the most efficient in forecasting malignancy. The article has 

demonstrated that SVM had the highest accuracy of any classifier, at 78.2 percent. 

M. A. Sarwar et al. (2018) [22] shown and analysed many healthcare models and 

research. For the experiment, a dataset of a patient's medical record is acquired, and 6 
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major ML algorithms are applied to the data. The efficiency and correctness of the 

algorithms utilised are compared. A comparison of the various machine learning 

algorithms used in this study shows which model is most suited for diabetes forecasting. 

This study use machine learning approaches to aid physicians and practitioners in the 

early identification of diabetes. Finally, the author concluded that SVM with KNN 

achieved a highest accuracy of 77 percent. 

R. Priyadarshini et al. (2014) [23] created multiple models and used the concept 

of customised advanced learning machines to categorise individuals as diabetic or 

non-diabetic based on past supplied data, enabling medical practitioners in deciding if 

someone is diabetic or not. It also discusses and analyses the use of two standard ML 

techniques, back propagation neural network and modified Extreme learning machine, as 

binary classifiers to the diabetes prediction issue. These two methods are applied on the 

same type of multi - class classification classification datasets, and the study attempts to 

draw some conclusions based on training and testing results. The data were taken from 

the University of California, Irvine's learning repository. 

From the literature review we have found out that most used models in diabetes 

prediction are RF, SVM and DT. In all studies we found out that these models are 

performing very well in predicting diabetes. And most of the authors use PIMA Indians 

dataset for their study. 

 
 
 
2.2 Insights From Literature Review 

 
 
In this survey, Various factors have been listed and each factor has used a dataset. 

We have taken 23 studies for this survey. We found that different authors used different 

datasets which are Security Force Primary Health Care, PIMA Indians, Sylhet Diabetes 

Hospital San Antonio Heart Study (SAHS), Practice Fusion, Early Stage Diabetes Risk 

Prediction. And authors also used different models which are RF, SVM, Naive Bayes, 

Logistic Regression, DT, KNN, Boosting, MLP, LSTM, Neural Network and ANN. and 

all the research that we have taken is in the range of 2014-2021. All the details about 

datasets and techniques used are given in the Table 2.1 below. 
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Table 2.1. Datasets and Techniques 

SN Dataset Techniques Used 

1 Security Force Primary Health Care RF and SVM 

2 PIMA Indians RF, NB, LR, SVM, DT, KNN and ANN 

3 Sylhet Diabetes Hospital RF, DT, KNN, SVM, LR, NN 

4 San Antonio Heart Study (SAHS) SVM 

5 Practice Fusion, PIMA Indians KNN, SVM, DT, RF, Boosting, NN, NB 

6 Early stage diabetes risk prediction NB, SVM, KNN, DT, RF, LR, Ada Boost 

Below Table 2.2 country vs number of studies that are taken to conduct this survey 

is shown. Here we took most of the studies from India which are in majority after that the 

United Kingdom is in second place and from other countries we took just one research 

paper.  

Table 2.2. Country Vs Number of Studies taken  

SN Country Number of Studies 

1 Saudi Arabia 1 

2 Romania 1 

3 Canada 1 

4 India 14 

5 Spain 1 

6 UK 2 

7 China 1 

8 USA 1 

9 Egypt 1 

We may simply deduce from the below table 2.3 which tells us about the 

frequency of the classifiers. RF is the most favoured approach among researchers for 

predicting diabetes. 
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Table 2.3. Frequencies of Classifiers 

SN Techniques Names Used in Papers Frequency 

1 RF 
[1], [2], [3], [5], [6], [9], [10], [13], [14], 
[15], [16], [17], [18], [20], [21], [22] 16 

2 SVM 
[1], [2], [3], [4], [6], [8], [10], [11], [13], 
[16], [17], [18], [20], [21], [22] 15 

3 Naive Bayes [2], [4], [15], [18], [20], [21], [22] 7 

4 Logistic Regression [3], [9], [10], [13], [15], [17], [19], [22] 8 

5 DT 
[4], [7], [10], [13], [16], [17], [18], [19], 
[20], [21], [22] 11 

6 KNN 
[5], [10], [12], [15], [16], [18], [20], 
[22], [23] 9 

7 Boosting [10], [13], [16], [17], [18], [20] 6 

8 MLP [10] 1 

9 LSTM [10], [16] 2 

10 Neural Network [13], [18], [23] 3 

11 ANN [4], [10] 2 

 
Figure 2.1 Dataset Vs Frequency 
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From the above image we can see that PIMA Indians Dataset is a widely used 

dataset for diabetes prediction. 

 

Table 2.4. Maximum Accuracy vs Model Name 

SN Model Name Maximum Accuracy 

1 RF 98% [1] 

2 SVM 100% [8] 

3 Naive Bayes 82% [4] 

4 Logistic Regression 97% [9] 

5 DT 96.6% [10] 

6 KNN 84.6% [10] 

7 Boosting 100% [10] 

8 MLP 88.5% [10] 

9 LSTM 92.3% [10] 

10 Neural Network 96.2% [13] 

11 ANN 88.5% [10] 

In above Table 2.4 the maximum accuracy achieved by each algorithm is given. 

Here we can see that SVM and Boosting technique is performing well for diabetes 

dataset. 

This chapter provides an overview of ongoing research and focuses on recent 

advances in ML that have had a substantial influence on the detection and diagnosis of 

diabetes. This evaluation provides a thorough assessment of the techniques, approaches, 

characteristics, and shortcomings. Finally, this chapter focuses on the advantages and 

disadvantages seen in present research work within each category as a source of 

inspiration for future advancements in diabetes illness prediction.  
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CHAPTER 3 
 
 

DATASET AND TECHNIQUES USED 
 
 
 
 

This chapter tells about the dataset and ML techniques that we have used to 

achieve the proposed work. In the first section of this chapter we will discuss the dataset 

thoroughly and in the next section we will discuss all the ML techniques and optimization 

techniques  that we have used in this research. 

 
 
 
3.1 Dataset Used 

 
 
This section deals with the brief description of the dataset that we have used in 

the proposed work. 

In this study we have used ML classification models for predicting whether a 

patient has diabetes or QRW��:H� KDYH� WDNHQ� WKH� ³8&,�0/�5HSRVLWRU\¶V� 3LPD� ,QGLDQV�

'LDEHWHV�'DWDVHW´�>��@�ZKLFK�FRQVLVWV�RI�����URZV�DQG���DWWULEXWHV��$WWULEXWHV�DUH�JLYHQ�

below in the image. Where the first eight attributes are independent variables and the last 

RQH�QDPHG�µ2XWFRPH¶�LV�'HSHQGHQW�YDULDEOH��,Q�)LJXUH�����ZH�KDYH�VKRZQ�WKH�KHDG�RI�

our data. 

 
Figure 3.1  Head of our dataset 

The diabetic patients classification is given in the figure below. We developed 

ML models for diabetes prediction. But the dataset was not balanced. Nearly 500 classes 
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are marked as 0 which stands for not diabetic and 268 marked as 1 stands for positive 

(diabetic). 

 
Figure 3.���&RPSDULVRQ�RI��³2XWFRPH´�DWWULEXWH�LQ�GDWDVHW 

 
 
 
3.1.1 Data Pre-processing 

 
 
The most important step is data Pre-processing. Data Pre-processing is performed 

to increase the quality and efficacy of the mining results. When utilising ML Techniques 

on a dataset, this strategy is required for accurate findings and effective prediction. It 

entails eliminating values that are missing or inconsistent.  

 
 
 
3.1.2 Data Normalisation  

 
 
Following data pre-processing, we do max min normalisation. Min Max is a 

method of data normalisation that is comparable to Z score, decimal scaling and standard 

deviation normalisation. It helps with data normalisation. The data will be scaled from 0 

to 1. This standardisation makes the data easier to understand. It's used to scale numbers. 

Following that, we divided the data into training and testing sets. 
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3.1.3 Data Balancing Using SMOTE 
 
 
To manage the unbalanced classification in PIMA Indians data, we combine 

oversampling and under sampling utilising SMOTE. Following that, we fit our model to 

the balanced sampled data and analyse its performance on the testing set to compare the 

various models. After balancing the dataset with SMOTE, the dataset distribution is as 

shown below. 

 
)LJXUH������³2XWFRPH´�FODVV�LQ�GDWDVHW�DIWHU�XVLQJ�6027( 

 
Figure 3.4 Smote applied on the dataset 
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Following is the snapshot of the SMOTE for balancing the data. Earlier 

µ2XWFRPH¶�DWWULEXWH�ZDV�LQ�UDWLR��������7KHQ�ZH�XVHG�6027(�DQG�FKDQJHG�LW�WR�D�UDWLR�

of 50:50. 

 
 
 
3.1.4 Hyperparameter Tuning 

 
 
We can see hyper parameter tuning as a machine learning tool in which each 

model includes a set of dials that we may adjust to control how it performs. Changing 

these settings has the potential to improve or degrade model performance. This is known 

as hyperparameter tuning. 

 
 
 
3.2 Insights From the Heatmap 

 
 
We found there is the highest correlation between the outcome and glucose. This 

is obviously an overwhelmingly contributing factor in patients with diabetes. The BMI 

and skin thickness also have a strong correlation indicating that the two are closely 

connected in terms of body fat content. We know from basic biology that insulin regulates 

the usage of glucose in your body and the correlation between the 2 reflects that here as 

well. 

 
In the below figure, the scatter plot is drawn for diabetes in function of BP and 

Age and Blood pressure. Where red dots determine the patient has diabetes and blue dots 

tell the patient has no diabetes. From the plot we can get insights that there is less 

probability of diabetes in age less than 32. 
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Figure 3.5 Heatmap of dataset 

 
Figure 3.6 Blood pressure vs diabetes in function of BP and Age 
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3.3 Techniques Used 
 
 
In this study, various ML classification techniques are used by us. All the 

algorithms used in this study are described below. 

 
 
 

3.3.1 Logistic Regression 
 
 

It is an algorithm that comes under supervised ML. It is used when we have 

dependent variable as categorical and we predict the probability of the target variable. 

+HUH� WKH� GHSHQGDEOH� YDULDEOH� ³2XWFRPH´� LV� FDWHJRULFDO�� 7KHUHIRUH� ZH� XVHG� ORJLVWLF�

regression. For example there are only two cases in which either the patient has diabetes 

(1) or patient has no diabetes (0). Here we use sigmoid function for model building. We 

can define the sigmoid function using the following expression [31].  

ܻ� ൌ ���Ȁሺ�൅ ̰݁ െ  ሻ�     (3.1)ݔ

Here Y is the outcome of the addition of weighted variables. It depends on output 

value, if it is greater than 0.5 then the answer is 1 otherwise 0.  

 
 
 
3.3.2 K-nearest Neighbours 

 
 
It is an algorithm that comes under supervised ML used to solve classification 

problems easily. Main ideology behind KNN is, It thinks that similar things exist in 

adjacent areas. That means they are near to each other. Basically we deal with distance 

in KNN, there are lots of ways to calculate distance like Manhattan, Euclidean, Hamming 

distance, Minkowski distance, Kullback-Leiber (KL) divergence, BM25 etc.  

 
 
 
Algorithm 
 
 
1. First we have to load the data, after the data loading We have to initialise k according 

to the chosen number of neighbours.  

2. Then in the dataset for every sample we have to do the following steps :  
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a.  First we have to find the euclidean distance among the given sample and 

current sample from the data.  

b.  Then we have to add these distances, index of the sample to a collection in 

ordered form.  

3. Then we have to sort the distances in ascending order for knn.  

4. After that we chose the first K entries from the pool of distances.  

5. Then we are left with the labels of the selected K entries.  

6. At the end we have to return the mode of the K labels.  

 
 
 
3.3.3 Decision Tree 
 
 
It is a classification technique that is used for supervised ML. It is mainly used when we 

have categorical variables. DTs have a tree-like shape in which each inner node is for 

testing on the attribute, and each branch is for the result of the test, and each node which 

is in leaf holds a class name.  

 
 
 
3.3.4 Random Forest 

 
 
It is a ML classification algorithm which is based on many DT. Using it we can 

predict for which observation belongs to which class. In this technique we have to take a 

big number of DT that work as an ensemble. And each DT has its own decision, using all 

these DT we will take the highest frequency of decision as an answer of the RF [33]. It is 

the most powerful technique of ML because we used multiple decision trees here to train 

our model. 

 
 
 
3.3.5 Naive Bayes 

 
 
It is based on a probabilistic ML model which is used for classification tasks. The 

base of the classifier is based on the Bayes theorem.  

ܲሺܺȀܻሻ �ൌ �ܲሺܻȀܺሻ כ ܲሺܺሻȀܲሺܻሻ�     (3.2) 
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+HUH�3�;�<��LV�WKH�SUREDELOLW\�RI�$¶V�KDSSHQLQJ�LI�%�KDV�DOUHDG\�KDSSHQHG���;�LV�

the hypothesis and Y is evidence. The assumption is that all the features are independent 

[36]. 

 
 
 

3.3.6 Support Vector Machine 
 
 
It is also known as SVM, it is a system that separates the guarded machine. In this 

process we create a hyperplane in the N space that separates all the categories and clearly 

separates the data points. Basically hyperplanes are decision-making limits that help to 

separate data points. Data points on different sides of the hyperplane are divided into 

different classes. The points near the hyperplane separate the classes known as supporting 

vectors and affect the position and position of the hyperplane [32].  

 
 
 
Algorithm  
 
 
1. First select the hyper plane by calculating the length among the planes and the data.  

2. If length among the classes is high then the probability of wrong assumption is low 

and vice-versa.  

3. At the end select the class which has the most margin.  

�݊݅݃ݎܽܯ ൌ �݁ܿ݊ܽݐݏ݅݀�ݐ݊݅݋݌�݁ݒ݅ݐ݅ݏ݋݌� ൅  (3.3)  ݁ܿ݊ܽݐݏ݅݀�ݐ݊݅݋݌�݁ݒ݅ݐܽ݃݁݊�

 
 
 
3.3.7 Gradient Boosting 

 
 
In general it is Adaptive Boosting which is a famous ensemble method. It is an 

iterative process which generates a powerful classifier which has lots of weighted 

classifiers which are complemented for each other. All base learners trained on various 

subsets which are taken from the original dataset. The crux over this technique is that at 

each loop more importance is given on examples which were classified wrongly in the 

previous loop. The value of importance is countable by a weighted average that is given 

to all occasions in the training reproduction.  
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CHAPTER 4 
 
 

EXPERIMENTAL SETUP 
 
 
 
 

This section provides a brief summary of the hardware and software tools utilised 

in the proposed work. In this section, we will also discuss our performance measures, 

framework of this study and methodology. 

 
 
 
4.1 Hardware Used 

 
 
The suggested work is based on ML techniques, which revolves on classification, 

only a computer system is needed as a hardware tool for implementation. The model is 

implemented and executed on an LAPTOP with the minimum hardware parameters listed 

be 

Ɣ System Type  Windows 10, Macintosh 

Ɣ Processor  Core i3 processor 

Ɣ RAM   4GB 

Ɣ Hard disk  500GB 

 
 
 
4.2 Software Used 

 
 
All ML models were implemented using Anaconda Navigator and Jupyter 

Notebook. 

Python 3.6 Python is a general-purpose programming language that is interpreted and 

object-oriented. It is an open source language that has become one of the most popular 

due to its brief, simple, and large library support. It offers excellent code readability and 

a simple syntax. Python has many packages for diverse purposes; some of the packages 

we utilise in our work are numpy, pandas, scikit learn, seaborn, matplotlib rtc. 
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4.3 Framework of Our Work 

 
 
Above is the Framework that we have used in our project. First of all we collected 

our data online then preprocessed it and normalised it and then balanced our dataset. After 

that we did a training and testing split, then we performed ML techniques on it, and at the 

end we compared the result and each technique on the basis of accuracy. 

 
Figure 4.1. Framework 
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4.4 Methodology Used 
 
 
Here, we will discuss the methodology used to implement the proposed work. We 

have a dataset in the form of Comma Separated Value of PIMA Indians datasets which 

is taken from UCI repository. These are the steps that we have taken to implement the 

diabetes prediction using ML. 

1. First of all we did a survey on the previous paper and found out which are the best 

ML techniques that have been used for diabetes prediction in previous studies and 

what are the popular datasets. 

2. After that we listed down all popular techniques and datasets for our further study. 

3. Then we imported all the necessary libraries such as numpy pandas and other ML 

libraries that are used in this study.  

4. After that we uploaded the PIMA Indians dataset..  

5. Then we did pre-processing on the dataset to handle missing data and to remove 

anomalies.  

6. After that we tried to understand the data and patterns and did data analysis. 

7. Then the dataset is not balanced so to balance it we used Synthetic Minority Over-

sampling Technique (SMOTE). In which we create an artificial minority class for 

the unbalanced dataset to make it balanced. 

8. After that we splitted data in a ratio of 80:20 respective Training set and Test set 

data.  

9. Then we tried to train our model using training dataset with various ML 

techniques. 

10. After that first we checked accuracy in the original dataset by using all the ML 

techniques and then we checked for the modified data the same. 

11. After that we did hyperparameter tuning in our model and tried to increase the 

accuracy. Only for KNN, RF and XGB, because we obtained high accuracy in it. 

12. After that we compared the accuracy of all the algorithms.  

13. At last we compared the result for RF and XGB with hyper parameter tuning. 
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CHAPTER 5 
 
 
 

RESULTS AND DISCUSSION 
 
 
 
 

This chapter defines the arrangement applied during the experiments. The major 

and unique elements of the arrangement were discussed as part of the dissertation work 

progress. Here we evaluated the performance of the suggested ML techniques. The results 

are contrasted, as is the examination of the without and after smote models. In the full 

explanation of the results, the features, benefits, and shortcomings of the proposed model 

and diabetes prediction are examined. The following are the findings from our qualitative 

and quantitative method analyses:  

In table 5.1, compares maximum accuracy before smote without hyper parameter 

tuning to maximum accuracy before optimization. We can plainly observe that after 

performing hyper parameter tuning to all ML algorithms, their accuracy rose. 

Table 5.1 Comparison table for accuracy before smote without/with optimization 

SN ML Technique Used Accuracy before 

smote without 

optimization 

Accuracy before 

smote with 

optimization 

1 KNN 72.07 77.94 

2 Logistic Regression 76.62 84.05 

3 DT 66.88 84.05 

4 RF 74.02 88.40 

5 Naive Bayes 74.02 85.50 

6 SVM 77.92 84.05 



 

30 

 
Figure 5.1 Comparison of accuracy before smote for normal and optimised ML algorithm  

In figure 5.1, we created grouped bar chart for clear visualisation of accuracy of 

all the techniques and it is clearly shown here that for RF we achieved the highest 

accuracy of 88.40 percent. Which we achieved after optimization of our model before 

smote. 

Here in this method we encountered a challenge that our dataset was not properly 

distributed and also it is not properly balanced. So to make it a balanced dataset we used 

WKH�VPRWH�WHFKQLTXH�DQG�EDODQFHG�RXU�GDWDVHW�RQ�WKH�EDVLV�RI�µ2XWFRPH¶�DWWULEXWH�LQ�D�

ratio of 50 is to 50, which was earlier nearly to 65:35. 
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Table 5.2 Comparison table of accuracy after smote without/with optimization 

SN ML Technique Used Accuracy after 
smote without 
optimization 

Accuracy after 
smote with 
optimization 

1 KNN 77.94 89.65 

2 Logistic Regression 84.05 81.81 

3 DT 84.05 89.65 

4 RF 88.40 88.50 

5 Naive Bayes 85.50 80.68 

6 SVM 84.05 85.22 

After balancing our dataset we again compared the results of our models after 

smote with optimization and without optimization. Table 5.2 compares highest accuracy 

after smote without hyper parameter tuning to before and after optimization. Except for 

logistic regression and naïve bayes, we can plainly observe that accuracy rose following 

optimization for all ML techniques. 

 
Figure 5.2 Comparison of accuracy after smote for normal and optimised ML algorithm  
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In figure 5.2, we constructed a grouped bar chart to easily visualise the accuracy 

of all approaches, and it is apparent that for KNN and DT, we reached the maximum 

accuracy of 89.65%. Which we accomplished after optimising our model and balancing 

our dataset with smote. We also noted that after employing smote, the accuracy of our 

models rose, and we got the maximum accuracy using the RF method of 88.40 percent, 

which was before 74.02 without optimization. 

After performing optimization in both "dataset before smote" and "dataset after 

smote," we compared the results of only the optimised part, which was the crux of this 

research. Experimentally, we discovered that the algorithms on balanced dataset worked 

exceptionally well, outperforming previous studies in this field using ML, and we also 

achieved maximum accuracy using KNN after using smote and optimising our model. 

Table 5.3 Comparison table for datasets before and after optimization and smote 

SN ML Technique Used Performance before 

smote with optimization 

Performance after 

optimization smote 

1 KNN 77.94 89.65 

2 Logistic Regression 84.05 81.81 

3 DT 84.05 89.65 

4 RF 88.40 88.50 

5 Naive Bayes 85.50 80.68 

6 SVM 84.05 85.22 

 

 Above in table 5.3 we can clearly see the comparison among all techniques with 

optimised models before and after smote. and for the same we have also given 

visualisation by grouped bar graph in figure 5.3. 
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Figure 5.3 Comparison of accuracy among optimised ML algorithm before smote and after 

smote 

 After all these optimizations we also tried hyper parameter optimization in well 

performed techniques which are KNN and RF. We tried to tune our parameters using 

different techniques. 

 In KNN we change the value of k and try to check on which value of k we are 

achieving the higher value of accuracy. So as a result we found that at k = 4 we have 

found the maximum value of accuracy which is near to 90% for our test data. and k=4 

comes out as a hyper parameter for our model, and the mean KNN score for our test data 

and training data is 85.93% and 87.08% respectively. Which is shown in below figure 

5.4. 
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Figure 5.4 Comparison of training and testing score for KNN 

After KNN we tuned our RF model using GridsearchCV optimization, and as a 

result we found the hyper parameter as 'max_depth': 8, 'max_features': 7, 

'min_samples_split': 2, 'n_estimators': 500. Applying all these parameters we increased 

our accuracy for RF nearly 89.21% which was earlier 88.5 percent. 

 Then we used XGB Classifier and tuned it as well using GridsearchCV 

optimization and after Fitting 10 folds for each of 720 candidates, totalling 7200 fits we 

have found these hyper parameters {'learning_rate': 0.1, 'max_depth': 5, 

'min_samples_split': 0.1, 'n_estimators': 100, 'subsample': 1.0} and using these hyper 

parameters we achieved accuracy of 90.13 percent. Which is the best accuracy among all 

the techniques that we have used. 

 In figure 5.5 we can clearly see that the comparison between RF and XGB 

classifier after hyper parameter tuning as a result we can say that among all the ML 

models XGB boost after hyper parameter tuning is performed well 
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Figure 5.5 Comparison of RF and XGB after parameter tuning 

 

In this section, we have clearly seen all the comparisons and our results that we have 

found from our study.  
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CHAPTER 6 
 
 

CONCLUSION AND FUTURE WORK 
 
 
 
 

After concluding results and discussion over the proposed approach this part 

manages summary, final conclusion and potential future work in this topic.  

 
 
 
6.1 Summary 

 
 
Diabetes identification early and actively is one of the most significant health 

concerns confronting the entire planet. The idea of this research is to develop an 

appropriate prediction model for diabetes prediction that is based on a ML method. As 

we discussed, diabetes is a chronic disease and we should consult a doctor in time 

whenever we see symptoms of diabetes in our body. In this paper we implemented six 

classification techniques which are logistic regression, DT, RF, SVM, KNN and Naive 

Bayes to predict diabetes on two datasets. Out of one is modified using SMOTE and 

another one is original. And then we compared the result of all classification techniques 

together, We also used bagging technique. also we found out that RF with ensemble 

bagging technique gives the highest accuracy of 81.74%. and there is no improvement in 

model after using SMOTE except for the bagging classifier in which achieved the highest 

accuracy. In future research I would like to say that we can also use ANN and other deep 

learning  techniques to predict diabetes. 

 
 
 
6.2  Threats to Validity 

 
 
All models identified by step by step literature search, and we take models which 

are available in the verification research. Other powerful things include the size of the 

research sample, possible composition, confirmation of the occurrence of diabetes, and 

more data on individual property. However, some drawbacks of our research need to be 
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mentioned. Furthermore, our data had some limitations regarding the availability of 

variables, so we made an effort to provide all the variables and meanings used as closely 

as possible. To address the inconsistencies, we used SMOTE, which gave similar results. 

Next, we use glucose concentration that does not discard itself. We cannot say this strikes 

our conclusions. We know that glucose is an important predictor of diabetes. Using data 

from only verified cases we were able to avoid false positives in the remaining group as 

diabetes will be unchanged for months to years. 

 
 
 
6.3 Validation of Prediction Techniques 

 
 
Retrieval models returned vary widely in the type and number of predictions, age 

range, model type, time of follow-up, and result of outcome. Three recent step by step 

reviews represents a comprehensive overview of the research that improved these models 

or validated specific models. 

All reviews also showed that most of the models have never been verified by 

outsiders. Our research has now examined the effectiveness of highly developed 

techniques for predicting future diabetes in outsiders and shows that many normal 

techniques do good to identify those at more risk for diabetes and that extended 

techniques perform slightly better. In general, the performance of a guessing technique 

decreases when it is used in a validated database. 

 
 
 
6.4 Conclusion 

 
 
Regardless of the absence of ample proof in the research literature, most of the 

dataset attributes may not have a clear correlation. It must be recognised early to enable 

effective cure, and ML and Deep Learning have changed research into prognosis for early 

phase diabetes. To ensure effective treatment, diabetes must be identified initially, and 

ML and deep learning have turned research into risk prediction for early phase mellitus. 

Researchers are enthusiastic about experimenting with various classification methods and 

introducing new models to improve accuracy of diabetes prediction. With the same vision 

the frequency of usage of ML techniques and accuracy of all ML and deep learning 
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classifiers used in the past years were examined in this research. The accuracy of these 

ML approaches was between 82 to 100 percent. The maximum accuracy obtained for the 

Deep Learning algorithms was 96.2%. In the future, the non-used classifiers might be 

used in other datasets in a combined model to improve the accuracy of diabetes mellitus 

prediction. The study's findings might aid health-care practitioners in diagnosing diabetes 

early and making better clinical decisions regarding diabetes treatment, perhaps saving 

lives. Despite the fact diabetes can be predicted with great accuracy.  

 
 
 
6.5 Future Scope 
 
 

The proposed approach, together with the recommended ML classification 

algorithms, may be useful in the prediction or diagnosis of various diseases in the near 

future. The study work may be changed and enhanced for diabetes prediction analysis, 

including a few more ML techniques. As future work, the missing data is totally learnt 

using meta-heuristic methods. For future work, the algorithms are programmed to be 

capable of learning missing data prediction. Furthermore, the study may be expanded for 

diabetes prediction by gathering data from various locations across the globe and 

producing a more precise and conventional, discriminating framework. The work can be 

changed and enhanced in order to automate the diabetes analysis. 

Following that, we will focus on identifying other parameters in the dataset that 

might predict diabetes in an earlier stage, and we will also try the deep learning techniques 

in this field so that we can detect diabetes in the early phase with higher accuracy.  
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