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ABSTRACT :

Routing strategies in DTN is basically to choose a suitable node to carry forward the message

copies for the successful transfer of message to the destination node. The routing decision,

whether to transfer the data to the node encountered or not can be taken as a multilabel

classification problem. We have used five multilabel classification techniques for finding the

optimum technique for this task on Zebranet UTM-1 data for PRoPHET Routing and Epidemic

Routing. The techniques used are Ensemble chain classifiers (ECC), CC(Chain classifiers),

BR(Binary relevance), Label Power-set problem transformation and OneVsRest. We have used 7

classifiers as the base learners like XGBoost, AdaBoost, Random Forest, Naive Bayes , Decision

Tree, k-NN and MLP. The library used for parameter optimization of the classifiers are hyperopt

library and GridSearchCV. Ensemble chain technique with XGBoost classifier on PRoPHET

routing data outperformed all the techniques for the PRoPHET and epidemic routing with an

accuracy score of 96.1% and Jaccard score of 92.08%.
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CHAPTER -1 INTRODUCTION

There have been massive development in the routing strategies of Delay Tolerant Network over

the period of time. The most well known algorithm follow the flooding-based or store-carry

forward based strategies for the purpose of routing in DTN. Routing is the effective decision

making when a node encounter new node in it’s region and have to decide whether to forward a

copy of message to that node or not, with the probability that it will reach a destination node. The

Authors in the past few years have applied machine learning to determine the best suitable node

in a region to share the message copies so that message has the higher probability to reach the

destination node. The overall focus is to reduce the overhead and increase the message delivery

rate while optimizing the buffer.

In this work we have chosen Naïve Bayes, Decision Tree, k-NN classifiers which have been used

earlier in the previous work [27]. We have tried to implement XGBoost, AdaBoost, Random

Forest and MLP classifiers in order to compare the results with the already used techniques.

XGBoost and AdaBoost are the Gradient Boosting Algorithms while Random-forest is a

Bagging and Bootstrapping based algorithm. Bagging is the technique in which multiple D-Trees

are produced in parallel and they altogether form the base learners. Boosting have weak learners

with high bias as their base learners, whose prediction accuracy is just a little bit high than the

random guess. But all weak learners have some important feature that can be helpful in

prediction. Boosting technique generates a strong learner by integrating the qualities of weak

learners. As in bagging the decision trees are built in a parallel manner, on the other hand

boosting form the trees in a sequential manner so that the errors encountered in the previously

generated tree are reduced in the subsequent trees.

We have used advance classifiers XGBoost, AdaBoost and Random-Forest in order to compare

their performance in the Zebranet UTM 1 dataset for PRoPHET and Epidemic protocol. We have

used all the classifiers with the multi-label classification algorithms like Ensemble chain

classifiers, chain classifiers, Binary Relevance, Label power-set and OneVsRest. The overview

of all the classifiers and multi-label methods have been described in chapter -6.
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Chapter 2: DTN (Delay Tolerant Network)

There have been rapid development in the technologies from the past few years. With these rapid

development the new communication systems are required like delay tolerant networks. DTN is

a network architecture which deals with the problem of end to end connectivity in a dynamic

communication system. DTN deals with solving the problem of lack of continuous network

connectivity between the nodes in a network in a dynamic or mobile environment. Over the years

many routing protocols have been introduced in support of DTN. So the researchers should try to

introduce solutions in order to support emerging network based applications like IOT (Internet of

things) applications where DTN techniques can be useful to provide delay tolerant support.

DTN routing protocols are based on Store-Carry-Forward strategy. Suppose a data was lost at a

node between the source and its destination during the message transmission, then the message

can be stored or saved and then forwarded when the disrupted or disconnected node rejoins the

network. The fundamental principle of DTN to forward the data from source to destination is

store-carry and forward. Therefore, to route the data from source to destination DTN uses Store-

Carry-Forward strategy. In Store-Carry-Forward strategy, an intermediate mobile nodes is

required to store message or information that needs to be transmitted until it reestablishes a

connection or finds a suitable node in the path to forward the message or information towards the

destination [16].

However, maintaining the established connection is not enough but the exchange of data and the

protection of data received by the receiving entities is also important. The received data must be

understood by the receiving entities. Although many DTN routing protocols have been

introduced for DTN networks, but with the advancement in the technologies and introduction of

new network based applications like IOT, and drones, the DTN routing protocol has still been

useful. So it is required that we should develop a reliable, robust and feasible routing protocol for

these new network based applications.

Some of the key features of DTN which varies from traditional networks are as follows:

 Low data rate

 Disconnection

 Limited resources
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 Limited longevity

 High latency.

These important features are the reasons for the different and hybrid proposals schemes for DTN

architectures and emerging routing protocols. Now we have defined the metrics for the

performance evaluation and the criteria of DTN classification.

2.1 DTN Classification

Delay Tolerant networks or (DTN) are the mobile or dynamic networks that are unable to have

continuous connectivity or end-to-end synchronous path [10]. Different DTN strategies were

introduced to deal with the problem of continuous end to end connection. The features of DTN

vary from the traditional Ad Hoc networks. Therefore, the researchers introduced new routing

protocols can be helpful in providing the needful support to overcome DTN challenges such as

long-delay delivery, transient connection and mobility. We have classified the DTN existing

schemes into 3 main categories as following:

 Network topology (Deterministic, Stochastic and Coding Based)

 Routing Strategy (Social and Opportunistic)

 Replication and Semantics (Multicast, Unicast and Anycast)

Fig-1: DTN classification
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2.1.1 Classification of Network topology

On accessibility of information basis about the topology of network. We classify DTN protocols

into coding-based schemes, stochastic and deterministic [8]. In the deterministic category, the

schemes made the assumption that info about the network topology is known in advance.

The second category is Stochastic. When the behavior of the communication network is random

then the Stochastic Routing protocol is used. This depends on the decisions related to the suitable

scenario for forwarding of data. The result differs from sending to any contacts within network to

using info like mobility patterns or history data.

The Coding based approach encrypts a multiple original messages or data into one 1 single

message with the help of linear combination. This process is called network coding. Another

approach id to encrypt one original message into a large number of messages or blocks of codes

and this process is called erasure coding. These methods will be helpful in retrieving the original

data even when there is loss of subset of code blocks.

2.1.2 Classification of Routing strategy

This class divides the DTN based solutions into opportunistic-based and social-based on the

basis of routing strategy. In Social-based protocols, social metrics like, social similarity,

betweenness community, centrality, etc. are used by each node for the selection of relay nodes in

order to pass the message forward. These metrics describes the proximity and common interest

between nodes. On the other hand, in Opportunistic-based routing protocols, selection of relay

nodes is done on the basis of parameters like mobility patterns, historic data of the nodes

connecting the endpoint, and the chances of connecting the end point.

2.1.3 Classification of semantic and replication

The division of class depends on the message copies amount injected by the starting node in the

network either multiple copies or single. Besides this, classification is based on the delivery

semantics like, unicast, anycast and multicast. Firstly, it’s on the starting node that whether it

sends a single and only copy of the data, or it sends multiple copies, therefore the chances of a

message reach the endpoint is higher. Depending on the quantity of replicas, DTN routing

protocols utilizes network semantic for the delivery of the message. In the Multicast-based
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technique we send the data to a collection of needy receivers. On the other hand, unicast-based

transmission is based on the delivery of the data to exclusive endpoint. There are basically two

methods for choosing the end point node which are “Utility Forwarding” and “Naive

Replication”. The Naïve replication method depends on the replication methodology for

achieving a successful delivery with the use of multiple message copies. On the other hand,

utility forwarding depends on utility metric to succeed encountered node for achieving an

efficient and successful forwarding by the use of single copy of message [2]. In anycast

technique, the anycast endpoint of the message initialization of data cannot as it may change later

and endpoint can be any node within the network.

2.2 DTN solution’s performance evaluation

There are many criterias of evaluating the performance of a DTN solutions. Performance metrics

can be classified into 3 basic categories:

 Effectiveness metrics

 Delivery metrics

 Resource metrics

DTN routing algorithms should be developed taking into mind these performance metrics. The

developed protocol should increase delivery ratio, decrease the transmission delay and cost,

optimize resource allocation and increase data effectiveness. We will discuss about these

evaluation factors and we will relate the evaluation factors with IOT features and the issues faced

to achieve efficiency.

2.2.1 Delivery metrics

Delivery metrics is an important performance factor in DTN. Hence we describe 3 important

delivery parameters and they are delivery cost, delivery latency and delivery ratio. Delivery ratio

is the ratio of produced data that efficiently reach their endpoint node. Delivery latency defines

latency between the time data was produced and the message reach its final destination. Deliver

cost is the measurement of the amount of copies generated for routing of a single message. It is

evident that the multiple copies based routing protocol will cost higher than single copies one.
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2.2.2 Effectiveness metrics

Here the factors affecting the effectiveness of DTN are security, coverage and data. Security

effectiveness implies that before a message reaches its unique destination, a message or data can

traverse to an arbitrary or a random route. So security is the main concern in DTN and many

researchers have worked to analyze access control, anonymity, privacy, etc. Coverage is the

percentage of relevant destination nodes that hold a replica of data till TTL (time to live) metric

of the concerned data is expired. Data effectiveness is the ratio of data traffic produced when

multicast messages efficiently reach the destination node.

2.2.3 Resource metrics

An important issue related to smart objects in general IoT applications and mobile devices in

DTN is the limitation of resources. These resources are generally memory, bandwidth and

battery. Hence, we now provide two main parameters of resource allocation efficiency.

Energy: This is the measurement of the energy dissipated in order to deliver the message

successfully. The energy consumed is totally depended upon the amount of copies generated and

the amount of messages that are delivered to the final endpoint node.

Overhead: Resources metrics like memory storage and Bandwidth are also the main factors or

parameters for the evaluation of DTN strategies. Overhead is the measurement of the ratio

between the total number of message transmission needed for the delivery to the messages

delivered.

2.3 Literature Review on DTN

The following table shows the survey of the researchers. Some researchers focused on the

Design issues while other focused on the taxonomy of various routing protocols. Zhang [8] does

the categorization a significant number of unicast routing algorithm introduced till 2006 on the

basis of their mobile model. Deterministic strategy permits to send data forward having

knowledge of upcoming topology of network. The routing schemes that comes under this class

are modified shortest path, space time, and tree-based. On the other hand, stochastic strategies

does not have knowledge of upcoming network status. Therefore, no prior forwarding can be

done. Following are some of stochastic strategies: epidemic and randomized flooding, coding-
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based, controlled- movement-based, model-based, and history-based. Likewise, Shen et al. [6]

classified Delay tolerant network routing protocols in DTN into forwarding type and flooding

type techniques simultaneously. In flooding strategy every node has a multiple instance of copies

and sends them to a group of nodes for a single message. Whereas in Forwarding technique

needs apriori inf0 of the network for selection of optimized paths In addition to flooding and

forwarding routing strategies D’zousa & Jose [3] published another strategy based on using

special device in their paper. In this Approach, additional device either stationary or mobile are

used to effect communication network. JS and Abraham [1] classified routing strategies into 2

main categories: forwarding and replication. Khabbaz et al. [4] gave a broad view about DTN

design challenges. Formerly, authors classified forwarding strategies introduced from 2007 to

2010 into resource allocation-based, encounter-based, probabilistic, opportunistic, network

coding-based, delegation and spray-and-wait and vector-based, load-balancing based.

Year Ref Paper Overview

2006 [8] •Mobility and topology-based classification ( deterministic, stochastic & coding-

based classification)

•Survey of unicast DTN schemes up to 2006

2008 [6] •No taxonomy

•Classification in Flooding and Forwarding

2010 [3] • special device-based, history-based, & flooding-based Classification

2010 [5] •Classification on the basis of Architectural layer

•Taxonomy of DTN till 2010

•DTN design problems

2012 [1] •Classification on the basis of Routing strategies

•DTN issues analysis

2012 [4] •Cooperative DTN routing protocols

•Taxonomy of DTN between 2007 and 2010

2012 [2] •Taxonomy between 2006 and 2010

•Utility forwarding and Naïve Replication Classification

•Classification on Delivery semantic
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2013 [9] •Classification of social based routing

•Positive and negative social properties

•Taxonomy between 2007 and 2011

2016 [7] •Classify on the basis of network primitives and message replication

•Protocols- Pure Opportunistic, dissemination and social based

2018 [33] •“Fcns: a fuzzy routing-forwarding algorithm exploiting comprehensive node

similarity in opportunistic social networks”.

2019 [29] •Discussion on Spray-and-wait and finding new Metric for finding the suitable

node based on QON(Quality of node)

•Adaptive Spray-and-wait or QON-ASW.

2019 [30] •Delivery probability-based ASW.

2019 [31] •“A motion awareness based routing algorithm for delay tolerant network”.

2021 [32] •“An adaptive multiple spray-and-wait routing algorithm based on social circles

in delay tolerant networks”.

Table 1: Classification and discussion of related work
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CHAPTER -3 DTN ROUTING

Routing signifies different routes that data bundles take on their way to a target destination. In

other words we can say data travelling on the internet over delay tolerant network used by

mobile or other digital communications. Researchers developed several routing protocols and

algorithms. Some of them are listed below.

3.1 EPIDEMIC ROUTING

This algorithm is based on the concept of replication. It comes under the category of flooding

based scheme.

 In this algorithm each node transmits and share the copy of its message to newly

discovered node.

 Again this newly discovered node do the same thing with its messages .

 There are different types of epidemic routing protocol like Epidemic with immunity table,

Epidemic with encounter, Epidemic with TTL, P-Q epidemic.

Advantages:

 Little to no reliance on special nodes.

 Low delays

 Simplicity

Challenges:

 This algorithm requires boundless buffer size.

 Limitless energy to give high deliverance rate.

 All those intents and purposes this conditions are difficult to be applied .
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3.2 PRoPHET ROUTING PROTOCOL

In Prophet routing protocol [22] delivery predictability is defined as estimate probabilistic

metric i.e.

 P(node_A, node_B), at each node a for each destination node b. whenever two nodes

meet in the network scenario it swaps the summary vector which consist of delivery

predictability values.

 After swap process, all nodes updates their own delivery predictability in the summary

vector.

 A low predictability value is assigned to the node if the contacts between two nodes are

very rare or no contact exists between two nodes.

 If the nodes are meet regular interval then it delivery predictability is very high.

 The transitivity property of Prophet routing protocol state that if node_A regularly meets

B and node_B regularly meet node_C, then C is appropriate node for A, hence A marks C

delivery predictability value as high in the summary vector.

Challenges:

 The messages reaching the destination node might be corrupted due to the malicious

path nodes.

 The likelihood of the messages to be aborted is high as there are too many nodes in the

path of source to destination.

 There might be a situation that few messages are dropped due to TTL expiration and

congestion of buffer.

3.3 SPRAY ANDWAIT ROUTING

SAW is the mixture of replication based routing and direct transmission and forwarding based

routing protocols. The high deliverance rate of replication based(Epidemic) and resource

utilization feature of forwarding based technique helps SAW to perform better. SAW works in

two phases.

a- First, at the spray phase: let the source node have message M, then for each message M, N

number of copies are transferred to N adjacent nodes or relay nodes.
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b- Second phase is the wait phase in which each of the source node will keep a copy of M until

the target node is achieved or TTL is expired. The N constant is to be defined at the

beginning of the simulation.

Advantages: SAW has the benefit or both replication-based and flooding based routing

techniques.

Challenges:

 The nodes with the high metric value, might not be able to transfer the message forward

to the other relay nodes due to it’s poor ability which in turn result in message dropping

and hence reducing the message delivery rate.

 Suppose the connection between the nodes is for a very short duration, so considering

only the high metric value and not considering the connection time between the nodes

may result in the unsuccessful transfer of messages from one node to another. The

connection time should be long enough such that the messages are transferred

successfully between the nodes. If connection time is not enough then even the selection

of nodes on high metric value can face the message delivery rate reduction.
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CHAPTER 4: DTN with Machine Learning

The focus of this work is to optimize the routing task in DTN with the help of machine learning

to decrease the overhead and choose a best node in the network to forward a message. This

implementation of machine learning in DTN Routing will help us solve the various scenarios of

a DTN like entering of the new nodes in DTN, excluding or removal of a node from the network

and for nodes involved or working in different time[41]. The use of machine learning will help

us determine or predict the pattern or behavior of delay tolerant network and help us choose the

node to transfer message accordingly.

Machine learning have various methods which can be used for the routing purpose of DTN.

Machine Learning is a branch of artificial intelligence which has the capability of self-learning

and improving the performance of the model with the help of without hard coding the results.

The model learns with the help samples i.e. data or observations to find the patterns in our data

which are basically helpful for defining the decision boundaries. The machine learning

algorithms which are commonly used are supervised, unsupervised and reinforcement learning.

Supervised machine learning approach is applied for the labelled dataset. This approach is

applied on the observations or data which are labelled or data classified in classes. The model is

trained based on the observations of this data and exploring a pattern from this data and the

trained model is used to predict the test data which is usually the data which is not trained on the

model. The model is used to forecast the future predictions. The inputted dataset with labels

given to the model is called as training data, which in turns create an inferred function which is

finally used to predict the outcomes of the nontrained or new unseen data. The predicted output

can then be compared to the expected output for the unseen data and different evaluation metrics

can be calculated with the help of that and modify the model with the help of back-propagation.

Random forest is an example of supervised learning.

In unsupervised learning the data in dataset need not be labelled or categorized in classes.

Unsupervised learning finds or explore a hidden pattern from the dataset instead of predicting the

output. Clustering and association are the further divisions of unsupervised learnings. K-means

clustering is an example of unsupervised learning.
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Reinforcement learning consists of the models which make use of the estimated errors which

are passed as the penalties or rewards to the model to train them. The quantity of error

determines whether the penalty is high or low or the reward is low or high. If the estimated error

is low, then reward is high and penalty is low and if the estimated error is high, then the reward

is low and penalty is high. The models in reinforcement learning requires reward feedback as

reinforcement signal which is helpful in determining which action is best .

The performance of the model can be calculated with the help of different evaluation metrics like

F1-score, confusion matrix, AUC-ROC, Root Mean Squared error, Log Loss, etc. The evaluation

metrics used in this work will be discussed in the further chapters.
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Chapter 5: Literature Review of Machine Learning with DTN Routing:

The work of applying machine learning techniques to solve the DTN routing issues have been

addressed by many authors [15], [16], [17], [18], [19]. A lot of experimentation has been done in

this approach. The routing in the DTN can make use of the mobility patterns in the DTN as most

real life DTNs follow kind of periodic repetition or pattern for example movement of a vehicle

from one point to another on the daily basis. The temporal and spatial data while transferring the

messages from one node to another was proposed in [15]. In [15] the author used DTN routing

framework which was based on Bayesian classifier for routing. The mobility traces from a public

transport bus network were used for the simulation of a real world vehicular DTN network,

which infers that the basic single copy forwarding technique which utilizes this framework can

perform much better than the gradient based single copy technique by the margin of 25% in

context to delivery ratio.

In [16] the author implemented the classification mechanism on the two commonly used DTN

routing epidemic and spray-and-wait for the performance evaluation on Seattle buses. The

classifier used was Decision Tree classifier. The performance in SAW after applying the

classification mechanism improved due to the fact that the fewer number of copies were

forwarded by identifying the more suitable nodes. In case of the epidemic routing after applying

the classification mechanism the overhead was reduced without having an adverse effect the

chances of message delivery. The use of limited copies had resulted in the increase of delivery

delay. Multi-copy routing scheme was also used which demonstrated that the real world traces

faced the greater overhead as compared to the simulated environment because of the dynamic

distribution of nodes.

[17] discussed the machine learning concept and techniques to solve the routing issue in delay

tolerant space networks. The routing algorithm used is Contact Graph Routing and the machine

learning concepts applied are Bayesian learning and Reinforcement learning. The author

described CGR, Naïve Bayes classification, and CGR in this paper.

In [18] the algorithm based on Q-Routing was used for packet routing. In Q-routing, the machine

learning based technique- reinforcement learning was used along with every node of the network.

The nodes used the local communication to collect the correct information on the basis of which
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the correct routing decisions are made which result in decrease in delivery time. The 36-node,

dynamically connected network with varying network load experiment demonstrate that Q-

routing algorithm outperforms the non-adaptive algorithms like precomputing the shortest path.

Q-Routing algorithm doesn’t require the traffic pattern or topology of the network in advance.

The performance for a particular network traffic configuration can degrade or fail if the traffic

changes. The solution of this issue can be the optimization if the routing scheme on the basis of

the past behavior of the network hoping that the improved routing configurations will work fine

in the future dynamics of the network. Other solution is that the configurations of static routing

scheme are optimized on the large dynamic scenarios of the network. Machine learning

techniques can be another solution, which can make use of the pattern of the past network

patterns to train the model on it and improve the routing decisions in order to reduce the delay

and overhead in the future network pattern. [19] makes use of Softmin routing scheme. In this

approach, the algorithm makes use of the previous network matrices to find the edge waits.

[27] presents the DTN implementation with machine learning which used multilabel

classification scheme such as Ensemble of Chain Classifiers, Label Powerset, Chain Classifiers

and One-versus-All. The classification algorithm used are KNN, Naïve Bayes and D-TREE. The

routing protocols used are epidemic and prophet. Evaluation metrics used for the performance

evaluation are jaccard similarity score, hamming loss , zero-one loss and F-1 score.

[26] presents the epidemic and prophet routing algorithms in DTN which uses machine learning

in order to predict the neighbour nodes. These neighbour nodes are predicted on the basis of

delivery status of the history messages using machine learning techniques. IBR-DTN Bundle

protocol implementation is used to get the real world data of the network. The emulator used was

CORE(Common Open Research Emulator). The classification algorithms used are K-Nearest

Neighbors, Naïve Bayes, Decision Tree, and multi-label methods such as Ensemble of chain

classifiers, label powerset, etc.

[28] presents the improved routing algorithms for interplanetary DTN. The most popular routing

algorithms for opportunistic and deterministic DTN are PRoPHET ( Probabilistic Routing

Protocol using History of Encounters and Transitivity ), SAW (Spray-and-Wait), RAPID

(Resource Allocation Protocol for International DTN) and DTLSR (Delay Tolerant Link State

Routing ). CGR (Contact Graph Routing) is a well known algorithms in the field of
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interplanetary networks. CGR utilizes the contact time and distance information of the network.

This paper works on the router based on machine learning techniques like Reinforcement

learning and Bayesian learning in order to make the improved routing decisions of CGR. This

paper also discussed about CGR, Naïve Bayes classification.

References Machine Learning Method Routing Protocol

[15] Bayesian Classifier Gradient based single copy

[16] Decision Tree Epidemic, Spray-and-wait

[17] Naïve Bayes Classifier,

Reinforcement

Contact Graph Routing

[18] Reinforcement Learning Q-Routing

[19] Reinforcement learning Softmin Routing

[27] KNN, Naïve Bayes, Decision Tree,

multilabel classification methods

Bundle protocols, Epidemic,

PRoPHET

[26] KNN, Naïve Bayes, Decision Tree,

multilabel classification methods

PRoPHET, Epidemic

[28] Reinforcement learning, Bayesian

Learning, Naïve Bayes

Classification

Contact Graph Routing

Table 2: Literature Review of DTN Routing with Machine Learning
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Chapter -6 Algorithm Development:

In this work we have proposed the usage of Bagging and gradient boosting techniques for

improving the writing decisions in DTN routing protocols. The focus of this work is to optimize

the routing task in DTN with the help of machine learning to decrease the overhead and choose a

best node in the neighboring network of a node to forward the message copies. Machine learning

have various methods which can be used for the routing purpose of DTN. Machine Learning is a

branch of artificial intelligence which has the capability of self-learning and improving the

performance of the model with the help of without hard coding the results. The model learns

with the help of samples i.e. data or observations to find the patterns in our data which are

basically helpful for defining the decision boundaries. This implementation of machine learning

in DTN Routing will help us solve the various scenarios of a DTN like entering of the new nodes

in DTN, excluding or removal of a node from the network and for nodes involved or working in

different time. The use of machine learning will help us determine or predict the pattern or

behavior of delay tolerant network and help us choose the node which is suitable to carry the

message forward accordingly.

In accordance with the trained model, we classify the nodes in the path that constitutes the best

possible path to the target node. We make the assumption that the behavior of each node

conforms to a periodic pattern that can be predicted which depends on a various characteristics

like the set of surrounding nodes, length of the connection time between two nodes, the buffer

capacity, the data rate and so on. This time span is known as an epoch, and it is divided up into

several time slices. We are determining, with regard to a message, if the message has been sent

to the ��ℎ node, where i falls within the range [0,numNodes]. Therefore, what we have here is a

single multi-label classification issue that has been broken down into many binary classification

problems. In addition, it assigns classes to each label separately, excluding the interdependency

factor of the labels of the output. The performance problem of multilabel classification may be

solved using machine learning using Ensemble Classifier Chains (ECC), which also takes

interdependence into consideration

The machine learning algorithms which are mainly used for the purpose of classification task are

described below.
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6.1Classifiers applied to DTN:
6.1.1 DECISION TREE:

Decision Tree or D-Tree is a supervised learning algorithm which can perform the regression and

classification task. D-Tree based models are trained on the data features and predict the output on

the basis of the simple decision rules. D-trees are simple and flexible. Simple because the

complexity of using the D-Tree is logarithmic. D-Trees are capable of handling the categorical as

well as numerical data. D-Trees might have the problem of high variance which can lead to

overfitting of the model.

6.1.2 XGBoost (Extreme Gradient Boosting):

It is an ensemble ML technique based on D-Tree which utilizes the gradient boosting framework.

XGBoost is a supervised learning approach which can be used for classification and regression

task. Structured or table data upto medium size, shows the best result on applying the D-Tree

based algorithms while for medium to large datasets, ANN shows the best result in terms of

prediction problems. XGBoost algorithm has evolved from the Decision Tress over the period of

time.

Fig 2: Evolution of XGBoost from D-Tree [35]
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Fig 3: Evolution of XGBoost from D-Tree

The basic architecture of Gradient Boosting Algorithms differ from other boosting algorithms in

the way that here loss function optimization is done instead of increasing misqualified branches

weights. XGBoost provides the support for cross validation, cache optimization, parallel

processing, tree pruning and can take care of outliers and missing values. XGBoost has the

feature managing the memory efficiently for big datasets to tackle RAM exceeding problem.

Features of XGBoost:

XGBoost is an ensemble machine learning technique which provides an efficient solution to use

the prediction qualities of multiple machine learning models instead of a single machine learning

model because there are several cases where using only one machine learning model may not

give satisfactory results. The ensemble of the models are basically called the base learners which

can be from one learning algorithms or more than one learning algorithms. The two most popular

ensemble learners are Bagging and Boosting which are most widely used with D-Trees. Other

than D-trees other statistic models can also be used . Bagging and Boosting are helpful in

reducing the variance in the base learners. The result of ensemble techniques is a single model

which have the collected power of all models.

Bagging is the technique in which multiple D-Trees are produced in parallel and they altogether

form the base learners. Suppose there is a dataset and we divide this into two randomly. Now,

these randomly split datasets are used to produce two models by training on the D-Tree. D-Trees

have high variance due to the fact that when we try to fit these models, the results would be

different. Bagging is helpful in decreasing this variance because the sample data is given to the

base learners with sample and the final result will be the average of result of all learners.

Boosting: Boosting have weak learners with high bias as their base learners, whose prediction

accuracy is just a little bit high than the random guess. But all weak learners have some

important feature that can be helpful in prediction. Boosting technique generates a strong learner
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by integrating the qualities of weak learners. Now the final strong learner is able to reduce the

bias as well as variance.

As in bagging the decision trees are built in a parallel manner, on the other hand boosting form

the trees in a sequential manner so that the errors encountered in the previously generated tree

are reduced in the subsequent trees. Every subsequent tree learns from the previously generated

tree and update the residual error and the next tree in the sequence learns from the updated

residual errors.

Boosting make use of less number of splits as compared to bagging where trees are expanded to

the maximum level because the trees with lesser splits are highly interpretable and the trees with

higher splits can cause the problem of overfitting. The optimization can be done like determining

the tree depth, the learning rate of the gradient boosting, n_estimators, min_child_weight,

reg_lambda, subsample, colsample_bytree, gamma, etc.

6.1.3 AdaBoost:

AdaBoost is another ensemble based Boosting algorithm in which make use of the boosting

technique to integrate the powers of the weak learners and as a resultant generate a strong learner.

In AdaBoost algorithm, the D-Tree is known as Decision stumps because the decision tree have

only one split.

STUMP

Fig 4: Decision tree with AdaBoost
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The procedure of boosting is that, first a model is trained on dataset, then a second model is

trained to reduce the bias, variance, errors in the first model and the process continues until the

prediction results are correct or the residual errors are minimum. AdaBoost is commonly

associated with the Decision Tree. Suppose we have a dataset and on that dataset we have

applied kNN, Decision trees and linear regression. The accuracy score of all the 3 models came

out to be 70%, 85% and 65%. Here we see that the accuracy score of the models is different on

same dataset. This is where Boosting is applied and power of all three models is integrated

together to predict the results and the accuracy score will be average of the results of these

models.

The AdaBoost algorithm firstly allocate the same weights to all the data points and the model is

trained and the predicted output is generated. Now the datapoints which are wrongly predicted

are given the higher weights in comparison to the correctly predicted data points. These data

points with higher weight have priority in the subsequent model. This process keeps on repeating

unless the errors are minimized or the classification is done correctly.

6.1.4 Random Forest:

As discussed above in Decision Trees article, the D-Tree looks simple and flexible but it may

have the high variance problem due to its greedy nature of algorithm which makes our model

overfit. Variance is calculated in a different manner for both the classification problems and the

regression problems.

In regression problems, the actual variance is calculated which is the variance of the true output

from the predicted output and if the expected outputs of the tree is too far from the predicted

output then the tree is said to be overfitted as it has high variance. While in classification

problems, high generalization error is calculated and if this error is high then we can say that the

model is overfitted as it doesn’t performs well on the test dataset.

Bagging is the technique which is used to reduce the variance problem and thus preventing the

overfitting of model which is described above. Bootstrapping is a part of the bagging technique

which is used to make the multiple copies of data with replacement. We can also call it as

resampling method of data.
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Random Forest is used to solve the issue of high variance as in this we are training a forest of

Bagged D-Trees instead of single D-Tree. Random Forest has all the benefits of the D-Trees and

is also capable of handling different type of datasets without preprocessing. Random Forest

chooses a subset of features randomly instead of all features for the splitting task. Therefore the

Tree will be different as algorithm will evaluate less number of outputs.

6.1.5 KNN:

KNN stands for K nearest neighbors which is used to classify a new case on the basis of the

similarity measure. Similarity measure is the distance functions which can be Manhattan distance,

Euclidean distance and Minkowski distance. The new case is classified to the class to which

most of it’s K nearest neighbors belongs to. The K nearest neighbors are calculated using the

distance function. When the value of K is 1, that means the new case is classified to nearest

neighbor’s class.

Euclidean, Manhattan and Minkowski distance functions are only applicable for continuous

variables. Hamming distance can be used for the categorial variables. There can be datasets

which have the mix of categorical and numerical values. This issue is solved by the

standardization of numerical values in the range of 0 to 1.

Euclidean distance = �=1
� (�� − ��)2� (1)

Mahattan distance = �=1
� |�� − ��|� (2)

Minkowski distance = �=1
� |�� − ��| ��

1
� (3)

In General the K value between 3 and 10 have been optimal for the majority datasets. But the K

value can be optimized by the analyzing the dataset or by the method of cross-validation.
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6.1.6 GAUSSIAN Naive Bayes:

Naïve Bayes is a bayes theorem based supervised ML algorithm. Naïve base can be used for the

complex problems of classification when the input dimensionality is large. Bayes theorem is the

calculation of the conditional probability. Gaussian Naïve Bayes is the Naïve Bayes classifier

which is used for continuous data and the data distribution is Gaussian normal distribution.

Fig 5: Gaussian Normal Distribution[36]
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Chapter -7 Implementation:

We have chosen basically seven classifiers to be part of our implementation for the task of

classification namely k-NN, D-Tree, Naïve Bayes, XGBoost, ADABoost, Random

ForestRandom Forest is chosen as we want to include one Bagging and Bootstrapping technique

where as XGBoost and AdaBoost are taken in order to cover the Gradient Descent Boosting

techniques. Since we have Labelled data so we can use supervised learning techniques. The

models are build using the multilabel classification techniques namely: ONEVsREST, Binary

Relevance, Label Powerset, Chain and Ensemble Chain classifiers. The model is trained such

that it finds out the suitable node to transmit the message copies to enhance the capability of the

node in finding the best nodes in the region to transmit the message copies to reach the

destination node.

7.1 Environment setup:

 ONE Simulator(The Opportunistic Network Environment) for the simulation task.

 DTN2

 Zebranet UTM-1 mobility traces

 The reports generated from the simulation are stored in excel which are used as data.

 In this implementation we have used PRoPHET message delivery report, Epidemic

Message delivery report, PRoPHET Node location report and Epidemic Node Location

Report.

We have to write a script file and change the configuration file in order to get the message

delivery report and node location report or we can directly apply ML techniques on the already

generated report.

7.2 Data Preprocessing:

The Node location dataset and the message delivery report dataset generated with the Zebranet

UTM1 mobility traces is preprocessed to get the features and data in the required format so that

the models can be build using that.
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7.2.1 Node location data preprocessing:

The node location dataset for PRoPHET and Epidemic is as below. The features in the Node

Location Dataset are time, node x and y. the primary goal is to derive the region code for every

node. K-Elbow visualizer is used to find the optimum value of k. K-Elbow visualizer is run from

3 to number of nodes in the simulation. The optimum value of k comes out to be 5 which is used

as the number of clusters.

Node location dataset has following features (time, node, x, y) from which cluster_labels are

found and these are renamed as region code so the final output label is (node, region)

Fig 6: Node location data and derived features from Node location data

7.2.2 Message Delivery Report data preprocessing:

(time, ID, size, hopcount, delivery Time, fromHost, toHost, remainingTtl, isResponse, path)

The preprocessing of the message delivery report involves the unpacking of tuple, assigning all

data entries with a time-slice-index by choosing a random epoch size ( we have chosen 400),

dropping some of the columns like hopcount, deliveryTime, remainingTtl, isResponse, size and

unpack the “fromHost”, “toHost”, “path” and “ID” to the accepted format. Now these columns

are formatted in the suitable format. Now all the entries of the messages are grouped in an epoch

to produce the node that visit in the time of that epoch. “deliveryStatus” column is created to

point out whether the message reached the destination node or not. Then the datasets are merged

together to associate the “deliveryStatus” and “regioncode” with the source node and destination

node. Now the final output label columns are produced.
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Fig 7: Final Output data labels after Preprocessing

After preprocessing the dataset is split into the testing and training datasets. The optimum test

size can be chosen with the experimentation. We have chosen the test_size to be 0.15.

7.3 Optimizing the parameters for the classifiers:

7.3.1 Decision tree: No parameter optimization

7.3.2 KNN: Can check with different values of k, the optimized value came out to be 1.

7.3.3 Gaussian Naïve Bayes: No parameter optimization is done

7.3.4 XGBoost: Parameter Optimization is done using the hyperopt library.

The best XGBoost hyperparameters for PRoPHET are :

 colsample_bytree: 0.833674390498152

 gamma: 0.15237568804619786
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 learning_rate: 0.610283668841475

 max_depth: 70.0

 min_child_weight': 0.0

 reg_lambda: 0.25588301860187623

 subsample: 0.6016287987826826

The best XGBoost hyperparameters for Epidemic are :

 colsample_bytree: 0.8422726512110625

 gamma: 0.9486058704052276

 learning_rate: 0.12804497937652803

 max_depth: 46.0

 min_child_weight: 0.0

 reg_lambda: 0.4218240114269855

 subsample: 0.7638303806137278

7.3.5 AdaBoost: Parameter Optimization is done using the hyperopt library.

The best AdaBoost hyperparameters for PRoPHET are :

 learning_rate: 0.1

 n_estimators: 198

The best AdaBoost hyperparameters for Epidemic are :

 learning_rate: 0.1

 n_estimators: 198

7.3.6 Random Forest: Parameter Optimization is done using RandomizedSearchCV.

The best Random Forest hyperparameters for PRoPHET are :

 bootstrap=True

 max_depth=100, max_features=auto
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 min_samples_leaf =1

 min_samples_split=2

 n_estimators=800

The best Random Forest hyperparameters for Epidemic are :

 bootstrap: True

 max_depth: 100

 max_features: 'auto'

 min_samples_leaf: 1

 min_samples_split: 2

 n_estimators: 800

7.3.7 MLP Classifier: Parameter Optimization is done using GridSearchCV. MLP classifier is

used believing that it will perform better but the results are not as expected.

Best parameters found for MLP classifier in case of PRoPHET are:

 activation: relu

 alpha: 0.05,

 hidden_layer_sizes: (50, 100, 50)

 learning_rate: 'constant'

 solver: 'adam'

Best parameters found for MLP classifier in case of Epidemic are:

 activation: relu

 alpha: 0.05

 hidden_layer_sizes: (50, 100, 50)

 learning_rate: 'adaptive'

 solver: 'adam'
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7.4 Evaluation Models:

DTN routing with machine learning can be considered as multilabel classification problem which

can be divided into many problems involving binary classifications. The multilabel classification

methods used are:

7.4.1 OvR (OneVsRest):

OneVsRest or OvR is a multi-class strategy and can be used for the multilabel classifications as

well. OVR can be imported from the sklearn.multiclass. OVR is also referred to as One-vs-all as

this technique fits 1 classifier per class. Since only one classifier is the representative of a

particular class so it makes OvR highly interpretable, and the class information can be extracted

properly.

7.4.2 Binary Relevance:

The technique of dividing the classification of routing decisions problem into many problems

such that one classifier generates the result as whether a relay node is part of the cluster of nodes

in a path or not is said to be Binary Relevance method [14]. Binary Relevance is a method which

makes use of problem-transformation method to solve multilabel classification problem. Here the

one classification task having multiple output results has been split into multiple classification

task.

Multilabel classification algorithms are developed taking into account the interdependency of the

binary outputs. Binary Relevance is somewhat same as OvR as in this classifies the labels in an

independent manner and without considering the interdependency of the binary outputs.

7.4.3 Classifier Chains:

Classifier chains[13] (CC) is another technique which is used for the multilabel classification

task. In this chains of binary classifier is used and the predicted output of the previous classifiers

is taken into consideration for the subsequent classifier prediction. The classifiers count is

considered to be same as the number of classes. The binary label relevance of the prior steps

would have an effect on the subsequent classifiers result. This may give different accuracy in

different ordering of label. So the label order sequence can be an issue in the Classifier Chains

model.
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7.4.4 Ensemble chain Classifiers:

The ECC is same as the chain classifiers while removing the dependency on the label order of

the chains by randomization of the label order and creating multiple chains[27]. This solves the

propagation of the errors from the previous steps in the upcoming steps[13]. The binary

classifiers alone are not called as the multilabel classifiers, that’s why ensemble refers to as the

ensemble of multi-label classifiers as it uses multiple classifiers in random label order[12].

7.4.5 Label Powerset:

Other than Binary Relevance, Label power-set method is also problem transformation method

[20, 21,12]. Label Powerset is also used for the task of multilabel classification. The

methodology behind the Label Powerset is to merge multiple labels into one single label and turn

the problem to the single-labelled-classification task. The single-label or atomic-label subsets is

formed from the multi-label problem’s labels and this subset contains all the unique subset of

labels. In this way Label power-set takes into consideration the interdependency of all the labels.

The possibility of the subset of labels may be high, so this might create an issue. So [22]

introduced pruned problem transformation (PPT) and [23] introduced HOMER to deal with this

issue.

7.5 Evaluationmetrics :

Evaluation metrics for the validation of the mutli-label classification are Jaccard Similarity

Score[24], Hamming Loss[24], F-1 score[25] and Zero-one loss[24]. These are the metrics we

have used for validation of our models OvR, Binary relevance, Label power-set, Chain classifiers

and Ensemble Chain Classifiers.

7.5.1 Jaccard similarity score:

Jaccard similarity score is defined as the 2 label-sets intersection size divided by the two label-

sets union size. Score 1 in jaccard is considered to be optimium score and score zero(0) to be

worst. The jaccard similarity score of the PRoPHET and EPIDEMIC for various models is

shown in below table.
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Fig 8: Jaccard similarity score for PRoPHET

Fig 9: Jaccard similarity score for Epidemic

7.5.2 Hamming loss:

Hamming Loss is represented by the equation 4 as ��(�, ℎ � ). Here m is observed label sets,

ℎ � is resulted label which is predicted by classifier, � is 1 for true and 0 for false. Hamming

loss determines the ratio of labels that are classified incorrectly. Lower hamming loss value

represents higher model accuracy.

��(�, ℎ � ) = 1
� �=1

� [��� ≠ ℎ� � ] (4)

Fig 10: Hamming loss for PRoPHET
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Fig 11: Hamming loss for Epidemic

7.5.3 Zero one loss:

Zero-one loss is represented by the equation 5 �� �� �, ℎ � . Here m is observed label sets,

ℎ � is resulted label which is predicted by classifier, � is 1 for true and 0 for false. Zero-one

loss will give the whole predicted output as incorrectly predicted for even one incorrectly

predicted label. Lower Zero-one loss value represents higher model accuracy.

��(�, ℎ � ) = [�� ≠ ℎ� � ] (5)

Fig 12: Zero-one loss for PRoPHET
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Fig 13: Zero-one loss for Epidemic

7.5.4 F1-score:

F1 score is defined by equation 8. It is the weighted average of recall and precision. The

precision and recall score are calculated by ��, ��, ��, and ��.

 ��: true positives count.

 ��: false positives count.

 ��: true negatives count.

 ��: false negatives count.

��������������−��� = �=1
� ����

�=1
� (���+���)�

(6)

�����������−��� = �=1
� ����

�=1
� (���+���)�

(7)

�1����� −�����−��� = 2 × 2×��������������−��� × �����������−���
��������������−��� + �����������−���

(8)
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Fig 14: F-1 score for PRoPHET

Fig 15: F-1 score for Epidemic
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Chapter 8 Results:

The resultant graphs for PRoPHET and Epidemic are compared below:

8.1 Jaccard Similarity Score:

Fig 16: Jaccard similarity score graph for PRoPHET

Fig 17: Jaccard similarity score graph for Epidemic
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8.2 Hamming Loss:

Fig 18: Hamming loss graph for PRoPHET

Fig 19: Hamming loss graph for Epidemic
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8.3 Zero-one

Loss:

Fig 20: Zero-one loss graph for PRoPHET

Fig 21: Zero-one loss graph for Epidemic
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8.4 F1-score:

Fig 22: F1-score graph for PRoPHET

Fig 23: F1-score graph for Epidemic

The results above show that Ensemble technique with XGBoost classifier using prophet gives

best result.

Jaccard similarity score = 0.919344 (Ensemble-XGBoost-Prophet) > 0.869136 (Ensemble-

XGBoost-Epidemic)

Hamming loss = 0.033493 (Ensemble-XGBoost-Prophet) < 0.063007(Ensemble-XGBoost-

Epidemic)

Zero-one loss= 0.208134 (Ensemble-XGBoost-Prophet) > 0.047297(BR- Gaussian NB-Epidemic)

F1-score= 0.943043 (Ensemble-XGBoost-Prophet) > 0.913397(Ensemble-XGBoost-Epidemic)
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Chapter-9 Conclusion:

In this work we have two popular DTN routing protocols with the aim to find a suitable node to

carry forward the messages in order to decrease the network and increase the message delivery

rate. The task of finding the suitable node for transmission of copies is done with the help of

machine learning. The task of The Machine Learning techniques used are OneVsRest, Chain

classifiers, Ensemble Chain classifiers, Label Power-set transformation and Binary Relevance.

The Classifiers used in the work are XGBoost, AdaBoost, kNN, Naïve Bayes, Decision tree,

Multilayer perceptron and Random Forest. The results shows that the Ensemble technique with

XGBoost classifier as the base classifier gave the best results for PRoPHET as compared to

Epidemic. Decision Tree also shows some good results. The parameters are optimized for

XGBoost, Random Forest, MLP, and AdaBoost. The value of k in k-NN is set to 1. The number

of clusters came out to be 5 as ideal for PRoPHET and Epidemic data. The XGBoost classifier

for ensemble based multi-label classification for PRoPHET gave Jaccard score as 0.920819, F-1

score as 0.944785, hamming loss as 0.032297 and zero-one loss as 0.196172.
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