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ABSTRACT 

 

 

 

 

 
The deaf and mute community has a great difficulty articulating their thoughts and 

opinions to everyone else; sign language is their most eloquent means of 

communication, but the general public is unaware of sign language, making it 

difficult for the mute and deaf to communicate with others. To address this 

communication gap, a system that can accurately convert sign language gestures to 

speech and likewise in real-time is required. 

This work proposes Effi-CNN, an image Sign Language Recognition (SLR) 

system. Our system uses transfer learning with EfficientNetB2 as the basic model 

to transform sign gesture photographs to words. We've also created a system that 

translates hand movements into text instantaneously. 

We evaluated our on eight publically available datasets, including the Massey 

University gesture dataset, ArSL2018 dataset, MNIST-ASL dataset, and others.  

Comparing our results to state-of-the art algorithms, the experimental findings 

show that our technique is more successful. The results show that our Effi-CNN 

surpasses most of current existing solutions, and it has the ability to categorise a 

large number of gestures with a low rate of error. 
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CHAPTER 1 

INTRODUCTION 

Because not everyone can hear or speak, such persons rely on unique communication 

techniques rather than their voices to engage with society. People with hearing and speech 

problems utilise hand gestures and accompanying actions, called sign language (SL) to 

communicate their intended ideas[1]. SL is a set of movements organised by Structure, 

grammar, semantics, pragmatics, and morphology. SL is the natural mode of communication 

for those who are deaf or mute [2]. 

There is no common SL, and SLs have developed organically as different groups of people 

interact. Different countries and regions use different SLs, and almost every country has an 

official SL [3]; examples include the India SL (ISL), Arabic SL (ArSL), American SL 

(ASL), and so on. Even in nations where the spoken language is the same, the sign 

languages utilised differ, for example, British SL and ASL. 

Figures 1.1 and figure 1.2 show how the ASL alphabet 'Q' appears similar to the Indian SL 

alphabet 'U.' (ISL) [4], [5]. Most linguistic characteristics, such as grammatical structure, 

change between SLs, just as they do between spoken languages [6]. Even the simplest 

alphabetical representation as illustrated in figure 1 might change from one SL to the next, 

including the shape of the sign and how it is executed [3]. The datasets for this investigation 

were picked from three distinct SLs. 

Over 430 million people (43.2 crore adults and 3.4 crore children), or 5% of the world's 

population, require rehabilitation to overcome their "disabling" hearing loss. By the year 

250, every tenth individual may be at danger of hearing loss [7]. In underdeveloped 

countries, children with hearing loss and deafness are seldom educated, while adults with 

hearing loss have a higher chance of being unemployed or being in lower paying jobs.  
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Figure 1.1: Signs for fingerspelling of English alphabets in the ASL [4] 

 

 

Figure 1.2: Signs for fingerspelling of English alphabets in the ISL [5]. 
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Most people who can hear well are unaware of the gestures in SL, making interaction with 

others who have hearing and speech impairments difficult [8]. Researchers from all over the 

world have helped to develop numerous technologies that can help these people integrate 

into society while also overcoming communication gaps. In research and development, focus 

has been placed on the introduction of methodological tools for identifying the position, 

shape, and movements of a finger, wrist, arm, and forearm, as well as facial expressions. 

RADAR waves [9], speakers [10], EEG sensors [11] - [14], Wi-Fi modules [15] - [18], RF 

waves [19], and other technologies have also been employed in SLR systems for the same. 

The VBT, which employs cameras and image processing algorithms, is an AI-based solution 

to sign gesture identification problems. As a default technique of recording indicators, 

several researchers have employed a single camera. The signer's hand is segmented from 

gesture photos using techniques such as edge-based active contours [20], frame subtraction 

[21], wavelet transform [22], and others. RGB-D sensors, such as Microsoft Kinect [23] - 

[26], have been used by certain researchers to collect spatial information of the signer's hand 

and body. The jump motion sensor [27], [28] is another gadget discussed in the literature 

that records hand gestures on a 3D axis. The 3D information of the signer's hand and body is 

created from the precise photographs. This information may be used to determine a variety 

of important metrics, such as hand direction, wrist orientation, and joint angles. 

Wearable technologies with sensors including Flex Sensors, Motion Processing Units, and 

pressure/contact sensors have been used for SLR in real-world conditions like strong 

illumination and complex backdrops in SBT. These sensors are a promising alternative since 

they are inexpensive, lightweight, and have the ability to process data on a low-power device 

such as an Arduino microcontroller. However, as the amount of expressions in a system 

grows, the possibilities of one of them being identical to another grow as well, potentially 

affecting the system's identification accuracy. 

Certain aspects of SLR which must be considered are: 

Processing Time: In practical application, the processing time taken for gesture recognition 

is essential for better user experience. In our system, we have developed a real-time 

application to capture gesture input using webcam and perform some pre-processing on the 

RAW image before sending it to pre-trained CNN model for classification.  

Skin Tone Impact: In our application, the RGB picture obtained from the camera is 

transformed using the HSV filter in the pre-processing step to extract just human skin 

coloured regions from the image. However, humans have a broad range of skin tones, and 

different skin shades absorb light in a different manner, impacting gesture detection 
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accuracy. As a consequence, for successful segmentation in varied lighting circumstances, 

different HSV values were necessary. 

Impact of Intense Body Movements: The system's recognition rate is restricted during the 

real-time gesture detection process by the frame rate of the camera in question, which is 

typically 24-30 fps on a laptop webcam. If sudden motions are performed, acquired images 

may become blurred as a result of motion artefacts, resulting in a deformed image that is 

worthless for identification. 

Background and lighting conditions: In picture classification tasks, both background 

colour and illumination circumstances are critical. It is simpler to remove the hand segment 

from a picture if the backdrop is uniformly coloured and does not match the signer's skin 

tone. The algorithm may fail to segment the hand region from the picture if any skin-color 

items are present in the ROI. 

Photographs acquired in low-light environments have more noise than photos taken in well-

lit settings. As a result, edge detection and segmentation are poor, resulting in lower 

identification accuracy. 

The majority of gestures are classified as static or dynamic depending on whether the signer 

moves his or her arms. The topic of our paper is the identification of static gesture 

indicators. One of the most significant issues with SL gestures is that the appearance of one 

gesture might well be identical to that of another in terms of fingers flexion and wrist 

positioning, making the two signals appear identical when performed. Because of the 

ambiguity, poor classification and low accuracy are possible outcomes. Another issue is the 

dependency on signers. Differences in the capturing of values can be noticed by repeating 

the same sign numerous times since an individual cannot keep all of his or her hands/fingers 

in the same position. 
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CHAPTER 2 

PRIOR WORK 

Some of the existing work in literature in the domain of SLR using vision based techniques are 

shown in table 2.1. 

Table 2.1. Some existing VBT for SLR 

Ref. Methodology Conclusion Data

set 

[29] In this paper, authors have performed data 

augmentation by flipping, rotating (0o-30o), and 

brightness changes on the images. Then image 

features were extracted using pre-trained CNN 

models ResNet50, MobileNet-V2 architectures, and 

a combination of the two. 

Trained for less epochs, 

leading to reduced 

performance. Accuracy 

increase observed by using 

combination of both 

models. 

ArSL 

2018 

[38], 

[39] 

[30] To overcome issue with classes contain different 

sample sizes, they used Synthetic Minority 

Oversampling Technique, after which their model’s 

accuracy increased. After normalisation and 

standard scaling, custom CNN model with 7 

convolution layers was used for classification. 

Synthetic oversampling 

works better than minority 

oversampling, and minority 

under-sampling, 

showcasing advantages of 

using data augmentation. 

ArSL 

2018 

[31] 

After image pre-processing and data normalisation, 

the data was passed to a CNN model with 4 

convolution layers. Compared to system trained on 

reduced size database, using the complete database, 

and training for more epochs, the testing accuracy 

increased to 97.6%, however this significantly 

increased the training time by almost 9 times. 

Increasing the number of 

layers in the CNN model 

increased the significantly, 

however the number of 

images used for the training 

process didn’t had such a 

large impact on the model’s 

performance.  

ArSL 

2018 

[32] After resizing images to 32*32, data augmentation 

using horizontal flipping of the images, data 

normalisation, and removing noisy images, 20,227, 

and 12,480 images were used for training and 

testing respectively of two custom CNN models 

with different layers. 

 

In their implementation, 

they only used 20,227 for 

the training set, had they 

used about 40,000 images 

from the overall set, then 

their overall accuracy might 

increase from 96.6%. 

ArSL 

2018 

[33] To overcome the imbalanced number of images in 

classes, they used only 1000 randomly selected 

images from each class before performing data 

augmentation and normalisation. The data was then 

classified using EfficientNetB4 based CNN 

classifier trained for 30 epochs. 

Their system took 10 hours 

to train the model which is 

considerably high, still they 

attained accuracy of 95%, 

which is low compared to 

other models in the study. 

ArSL 

2018 

[34] They used pre-trained VGG16 model for feature 

extraction from the images before passing it to fully 

connected dense layers of the CNN. GridSearchCV 

was used to find optimal values for 

Considerably low accuracy 

of 94.33% was achieved on 

this dataset compared to 

other models for the same. 

ArSL 

2018 
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hyperparameters tuning. 

[35] They used Sobel operator to find ‘absolute gradient 

magnitude’ of the images for segmentation of the 

input images before passing to a 3 different transfer 

learning based models, out of which VGGNet 

achieves the highest classification accuracy. 

Freezing weights of the 

pre-trained models led to 

model not being trained for 

the actual dataset, leading 

to  97% accuracy. 

ArSL 

2018 

[36] Initially they resized the images to 28*28, and then 

applied Gabor filter with 4 different sizes and 4 

different orientations to obtain spectral 

representations, which were then passed to a CNN 

classifier for recognition. 

Usage of Gabor filters 

increased the dataset by 

factor of 16, which led to a 

high recognition accuracy 

of 99.05 on this dataset. 

ArSL 

2018 

[37] After under-sampling to equalize the number of 

images per class, they performed data 

augmentation before passing it to pre-trained 

VGG16, and ResNet152 models, and trained for 

100 epochs with the original weights frozen.  

Even though attained 

validation accuracy of 

99.6%, it increased by only 

0.1 percent from epoch 60 

to 100. 

ArSL 

2018 

[40] 

 

 

 

 

After image pre-processing, data augmentation, and 

standard scaling, the data was passed to a 

VGGNet16 model for training the model. The 

authors only trained their model for very few 

epochs due to fact the pre-trained model’s 

converged very rapidly.  

Their model underperforms 

for ‘0’, ‘N’, ‘W’ gestures, if 

the model were trained for 

more epochs, it might have 

improved the classification 

accuracy. 

Mass

ey 

[50], 

[51] 

[41] 

 

 

 

In this paper, a pre-trained GoogLeNet architecture 

trained on the ILSVRC2012 dataset has been used 

for sign gesture classification. 

 

Scalability remains concern 

as model has validation 

accuracy of 98% with 5 

letters, 75% with 10 letters. 

Mass

ey 

[42] 

 

 

 

 

 

The input data was passed to 3 models: A custom 

CNN model, pre-trained VggNet16 model, and 

Inception-V3 model. It was found that the pre-

trained models outperform the custom CNN model 

by about 4%. Further by using data augmentation 

accuracy increased by about 3.5%.  

The selected features from 

the fused set resulted in 

high recognition accuracy 

of 99.63%. 

 

 

Mass

ey 

[43] 

 

 

 

 

 

 

Single Shot Multibox Detector to detect and crop 

hand region was used before background 

subtraction on cropped image. 10 different sets of 

random background images were added to make 

the classifier more robust. The pixel values were 

then rescaled to be in 0-1 range, and passed to a 

Wide Residual Network (WRN) classifier. 

The performance increase 

of pre-trained WRN over a 

baseline CNN model 

further signifies the merits 

of pre-trained models 

trained over large datasets.  

 

Mass

ey 

[44] 

 

 

 

 

 

In this paper, multi-channel CNN based feature 

fusion technique is used as classifier. The input 

image is passed to one pipeline of the CNN as it is, 

and a Gabor filter is applied to the image before 

passing it to the second CNN pipeline for feature 

extraction. 

The proposed ensemble 

model for feature extraction 

removes high frequency 

spatial dependencies and 

improves performance. 

 

Mass

ey 

[45] 

 

 

 

 

 

 

 

 

 

 

They used Media-pipe hands API to extract co-

ordinates of 21 joint points on the hand of signer. 

Then distances between the sets of these joint 

points were calculated for a total of 190 distance 

vectors, similarly 210 angle vectors were calculated 

by using the relative distance between the joint 

points. Also, angle based vectors were also 

calculated to fetch the orientation of the hand. All 

these feature vectors were then passed to a SVM, 

and a light Gradient Boosting Machine (GBM) for 

training and classification. Testing accuracies of 

Their system achieves per 

sample recognition time of 

only 14 ms, which is highly 

adequate for a real-time 

SLR system given that their 

system also achieves high 

recognition accuracy of 

99.39% on this dataset, and 

respectively high 

accuracies on 2 more ASL 

datasets. 

Mass

ey 
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 99.39%, and 97.80% were obtained for SVM, and 

GBM respectively. 

[46] 

 

 

 

 

 

 

 

They used a RCNN based model to detect hand 

region in image, from which 5 different regions 

were cropped out. After this, and Gaussian, and 

Salt-and-pepper noise were added to the images in 

4 different varying proportions. The original image, 

cropped images, noise-added cropped images were 

passed to 3 different Restricted Boltzmann 

Machines, whose outputs were fused for final 

output generation. 

Multi-channel data fusion 

and multiple 

transformations of each 

image results in high 

accuracy 99.31%. The 

drawback with their system 

is that it was run for 10,000 

epochs, and the high design 

complexity.  

Mass

ey 

[47] 

 

 

 

YCbCr based hand region segmentation and 

Convex Hull Algorithm based hand shape detection 

for image cropping was used before passing to a 

CNN classifier. 

Hand region segmentation 

reduces useless features, 

training time, as well as 

increases accuracy. 

Mass

ey 

[28] 

 

VGG16 for classification, GridSearchCV for 

optimal hyperparameters tuning. 

Model has lower 

recognition accuracy. 

Mass

ey 

[48] 

 

 

 

 

 

After cropping and resizing images based on skin 

segmentation, they have used Local-Binary-Pattern 

(LBP), and Histogram-of-Oriented-Gradients 

(HOG) as feature extractor, and CNN, SVM as 

classifier. They ran multiple combination of these 

classifiers and feature extractors. 

The HOG-LBP-SVM 

model provides better 

accuracy than the CNN-

SVM and other models, but 

increases complexity. 

 

Mass

ey 

[49] 

 

 

 

 

The authors propose a SLR system based on CNN 

models built using transfer learning from image 

multiple classifier systems. The input images will 

be resized, background subtraction, and convex 

hull algorithm for image processing will be used. 

Only a model is proposed 

for future implementation 

and does not include any 

implemented model for the 

same. 

Mass

ey 

[52] 

 

 

 

 

In this paper, sign images were acquired from 

video feed, and after pre-processing to extract hand 

region and converting the RGB image to HSV, 

CNN model was used for training and classification 

purpose. 

Their model converges in 

only 5 epochs with a high 

learning rate of 0.1, with 

high accuracy of 98.55%. 

 

ASL[

54], 

[55] 

[53] 

 

 

 

 

 

 

In this paper, the authors have used same technique 

as in [52], however by using a different 

configuration of the CNN layers, they manage to 

achieve better test accuracy on the dataset. They 

further evaluated their model’s performance on 2 

more datasets, as shown. 

 

Increasing number of 

epochs to 100 allowed them 

to get increased accuracy of 

99.41% on dataset [54], 

99.48% on dataset [56], and 

99.38% on their own 

synthetic dataset [57]. 

ASL 

[54],

[55] 

ASL 

[56] 

ASL 

[57] 

[58] Human skin colour based hand portion 

segmentation using HSV values was done before 

passing the images to a SVM classifier for training 

and classification. The system works on mobile 

phone which allows it to be available to masses for 

the purpose of real-time SLR. 

However, accuracy of the 

system is only 80-90 

percent for different 

alphabets, which makes it 

inadequate compared to 

other systems in our study. 

ASL 

[58] 

[59] 

 

 

A Region Proposal Network was used for ROIs in 

the image then pooling was used to bring all those 

segments to same size, before passing to classifier.  

Attention based model 

reduces processing load and 

increases accuracy by 5%. 

ASL 

[65] 

 

[60] 

 

 

 

 

 

 

After converting the RGB images to grayscale, and 

using Canny edge detector for edge detection[61], 

the converted image was passed to multiple feature 

extractors including HOG, LBP, PCA, and 

ORB[62] feature detector which produces a 32-

dimension feature vector. After converting these 

features to a bag-of-words [63] model, multiple 

Combination of PCA with 

multi-layer-perceptron 

(MLP) classifier achieved 

highest classification 

accuracy. 

ASL 

[65] 
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 machine learning based classifiers were used.  

[61] 

 

 

 

 

 

They used multiple CNN based classifiers using 

transfer learning methods. It was found that the 

pre-trained models offer much better classification 

accuracy than custom CNN models, with ResNet50 

model achieving highest accuracy. 

A finding of this paper was 

that the performance of 

InceptionNet was lower 

than compared to baseline 

CNN model, and Resnet50 

outperformed VGG16. 

ASL 

[65] 

 

 

 

 

[62] 

 

 

 

 

After resizing, image was broken down into smaller 

patches. These patches were passed to Vision 

Transformer (ViT) encoder consisting of attention 

layer and MLP. The output of this layer was then 

passed to another MLP for final classification. 

Due to low accuracy of 

80.6%, this model cannot 

be considered to be an 

adequate. 

 

ASL 

[65] 

 

 

 

[63] 

 

 

 

 

In this paper, image resizing to 50*50 pixels, data 

augmentation using Gaussian noise adding and 

image rotation was performed. The images were 

then passes to a CNN model with 4 convolution 

layer for training and classification. 

Excellent accuracy of 

99.89%, but per image 

recognition time of 0.236 

seconds makes it unsuitable 

for a real-time system. 

ASL 

[65] 

 

 

 

[64] 

 

 

 

 

In this paper, transfer learning model for gesture 

classification was tested using VGG16 model with 

and without Bimodal Distribution Removal (BDR). 

It was found that use of BDR leads to significant 

improvement in recognition accuracy. 

Only 9% images from the 

dataset were used for 

training, and they got 68% 

accuracy.  

 

ASL 

[65] 

 

 

 

[42] 

 

Combination of VggNet, Inception-V3 were used 

for this dataset too. 

99.02% accuracy on dataset 

[65]. 

ASL 

[65] 

[36] 

 

Gabor filters with CNN 

 

99.9 accuracy on MNIST 

dataset. 

MNI

ST 

[66] 

 

 

 

 

Image data was passed to two pre-defined models 

with and without augmentation. It was observed 

that lowest accuracy was obtained by LeNet, 

accuracy increased by 6.74% in the CapsNet model 

fed with original dataset, while accuracy increased 

by another 6.62% using augmented data. 

Data augmentation used 

during training process 

resulted in improved 

performance of the system. 

 

 

MNI

ST 

[72] 

[67] 

 

 

A custom CNN model was proposed with 3 

convolution layers, and ran for 10 epochs over the 

training set. 

The system was evaluated 

using only 10 images, 

which is insignificant. 

MNI

ST 

[68] 

 

 

 

 

In this paper, numeric data from xls files of the 

dataset were converted to PNG files, and then 

passed to two models: MobileNet, InceptionV3. 

These models were trained and then the trained 

model was used for SLR on a smartphone.  

Average recognition time 

for a gesture was about 

2.42 seconds, which is not 

suitable for real-time 

system. 

MNI

ST 

[69] 

 

 

 

 

In this paper, Particle Swarm Optimisation (PSO) 

was used to optimise the parameters that affect 

classification accuracy of CNN based image 

classifier. Use of PSO results in accuracy of 

99.53%. 

Time required for the 

system to run for all the 

combinations of parameters 

is quite long, and not 

scalable for large datasets. 

MNI

ST 

[70] 

 

This model uses a CNN classifier incorporating 7 

convolution, and 2 dense layers for SLR. 

The model’s accuracy is 

low. 

MNI

ST 

[71] 

 

 

 

In this paper, discrete wavelet transform was used 

to extract features from the images, to be classified 

by the CNN module. 

 

Using wavelet transform to 

extract low level features 

from images results in high 

accuracy. 

MNI

ST 
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The following are some of the key takeaways from the preceding table: 

1) Transfer learning is an excellent strategy for solving the SL classification issue since 

it gives improved performance as well as reduced training time because these models 

have already been trained for greater performance on much bigger classification 

problems in the same category. 

2) When pre-trained model weights are frozen, the models tend to be less accurate on 

the given task since they are more generalised. 

3) Using RoI segmentation from an image improves classification accuracy and reduces 

training time by removing undesirable features from the data. 

4) Oversampling strategies for adjusting for uneven numbers of entities increase 

performance in classes with unequal numbers of entities. 
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CHAPTER 3 

PRELIMINARY 

Transfer learning[73] utilizing customized pre-trained EfficientNetB2[74] based 

CNN[75], [76] architectures was utilised to detect Sign language gestures[77]. In the 

sections that follow, the design of these components is explained. Also mentioned below 

is thorough information regarding the techniques and Python libraries that we employed 

in our suggested implementation, such as OpenCV[78], Keras[79], TensorFlow[80], and 

others. 
 

3.1 Sign Language: Hand signals, body posture, and facial expression are all used in 

this method of communication. It is the Deaf and Hard-of-Hearing community's primary 

mode of communication. Static gestures, which are invariant to motion throughout the 

duration of the gesture, and dynamic gestures, which are concentrated on movement, are 

two types of SL gestures. As illustrated in figure 3.1, a type 0 sign is a two-handed 

dynamic gesture in which both hands are active. Signs can be executed with one both 

hands, they can be static or dynamic, and additional categorizations of signs are 

available. Only the primary hand performs motion in the Type 1 sign, which is a two-

handed dynamic sign.  

 

3.2 Convolutional neural networks 

They're amongst the top popular deep learning algorithms for analysing visual images. 

CNN needs less pre-processing than other image categorization approaches. CNN is a 

feed-forward artificial neural network composed of several neural network layers, each 

with numerous neurons. The network learns feature extraction filters that are typically 

hand-modelled in other paradigms. The four types of processes in a CNN are 

convolution, pooling, flattening, and completely connected layers. The convolutional 

layer commonly captures low-level properties such as colour, edges, and gradient 

direction. To minimise the feature space of the convolved features, a pooling layer is 

utilised. This procedure reduces the amount of processing time required to work with the 

data by reducing dimensionality. 
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Figure 3.1: Systematic representation of Hierarchy of SL gestures[81] 

 

It also has the advantage of maintaining dominant traits, which are immutable in terms of 

positioning and rotation, throughout the model training process. Following the processing of 

the input image, higher-level attributes can be used for classification. The image gets 

flattened into a one-dimensional vector as a result of this. The flattened output is sent into a 

CNN fully connected layer, which assigns labels to the features obtained by the 

convolutional/pooling layer. After training with SoftMax[82] classification, the model may 

give a likelihood of identification of objects in the image. 

 

3.3 Transfer Learning 

Transfer learning for imagery categorization is based on the idea that if a system is 

developed on a big and varied dataset, it may be used as a general model of the visual world. 

This is important for a wide range of reasons, including: 

 Useful Learnt Traits: The models have learned to recognise generic elements from 

images after being trained on millions of photos in thousands of categories. 

 State-of-Art Performance: The models achieved cutting accuracy and tend to excel in the 

visual identification task for which they were designed. 

 Simple to Use: The model weights may be obtained for free, and many libraries support 

easy APIs for directly obtaining and utilising the frameworks.. 

 This technique also has the advantage of requiring substantially less data and time. 
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3.4 EfficientNet 

CNNs are usually designed with a fixed resource cost and then scaled up when 

additional resources become available to achieve better accuracy. Traditional model scaling 

procedures, on the other hand, are notoriously unreliable. Some models have a depth scale, 

while others have a width scale. To obtain better results, some models simply employ 

higher-resolution pictures. This approach of arbitrarily scaling models needs manual 

adjustments and a large number of man-hours, with limited or no efficiency gain. 

EfficientNet uses a simple yet effective method called compound coefficient to scale 

up models. Rather than arbitrarily expanding width, depth, or resolution, compound scaling 

raises each parameter using a specified group of scaling factors. The researchers 

behind efficient developed 7 models[B0 to B7] with varying sizes that outperformed and 

outperformed most CNNs[83]. 

The architecture of EfficientNetB2 is shown in figure 3.2, figure 3.3. 

 

  

 
Figure 3.2: Contents of modules in EfficientNetB2 [83]
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Figure 3.3: Architecture of EfficeintNetB2[83] 
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CHAPTER 4 

PROPOSED WORK 

4.1 PROBLEM STATEMENT 

 
 

We typically communicate our ideas, emotions, and facts through vocalisation. 

However, not everyone is endowed with the ability to vocally share our views with 

others. The deaf and mute community has a difficult time conveying their feelings and 

perspectives to others; sign language is their most expressive mode of communication, 

but the general public is unaware of sign language, therefore the mute and deaf have 

difficulty connecting with the bulk of the people. A technology that can correctly 

translate sign language motions to speech and conversely in real-time is required to 

resolve these communication challenges. While there are ways for consistently and 

accurately transcribing written and verbal language to SL instantaneously, the same 

cannot be said for translating SL to textual and/or vocal formats. Existing systems either 

don't provide bidirectional communication, aren't real-time, have limited identification 

accuracy, or need stable environmental circumstances. Some systems need the purchase 

of extra hardware, such as pricey sensors, which raises the price. As a result, we created 

a vision-based SLR system that recognises objects in real time and with great accuracy. 

 
4.2 PROPOSED SOLUTION 

 
 

Our system is made up of the following components: EfficientNetB2 is the pre-trained 

model. To get the final categorization results, we added some custom layers after the 

original model. To get the best performance out of the system, certain settings were 

tweaked. To get at the final architecture, several design considerations are made. More 

detailed decisions are made on the pre-trained model, optimization strategies, and hyper-

parameters to test and analyse. The resulting model has about 340 layers, and more than 8 

million trainable parameters. 
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We also created a real-time SLR application as part of this research.  The OpenCV 

library was used to retrieve images from webcam video feed. When the application is in 

prediction mode, three windows emerge during runtime, as seen in figure 4.1, 4.2. The 

first window is the photo capture window, which contains a fixed 192*192-pixel 

rectangle in which the user must perform the signs. The cropped picture is converted to 

HSV and presented in the preview window using user given parameters during program 

execution by utilising the trackbars in third window after taking the picture from the 

designated region, shown as stacked window in figure 4.1. The program then stores the 

modified image and feeds it to the CNN model that has already been trained to classify it. 

The network is trained with augmented data from many ASL datasets used in the study. 

Finally, the anticipated character appears in the image capture window's preset region. A 

third control panel with track bars, as illustrated in figure 4.2, is used to change the HSV 

threshold for skin colour based feature extraction during runtime. This is necessary since 

skin colour seems varied and appears to be of different hues in different lighting 

circumstances. Figure 8 shows a data flow diagram demonstrating the real-time system's 

working. The data flow diagram depicting the training process of the system is shown in 

figure 4.4, while the data flow of real-time SLR system is shown in figure 4.3. 

 

 

Figure 4.1. Some output images of first two windows of application from the runtime. 
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Figure 4.2. HSV parameters control trackbars window. 

 
Figure 4.3. Data flow of real-time SLR system. 
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Figure 4.4. Data flow for training process of proposed model. 
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CHAPTER 5 

EXPERIMENTS AND RESULTS 

In this section, we describe the SLR datasets that we have included in our 

implementation, and implementation details. 

 

5.1. Datasets  

Our experiments are carried out on eight different Sign languages datasets, 

including 6 datasets of ASL and one dataset each of ArSL, PSL. Details about these 

datasets is shown in table 1. For all the datasets, if the train and test sets were not 

already in segregated form, then the data was split in 80-20 ratio for training-test sets 

respectively. After this, for all the datasets, the training set was split into 95-5 ratio for 

training and validation data respectively.  Overview of details of all the dataset used is 

present in table 5.1. 

a) The MNIST[72] dataset is divided into train-test files containing grayscale images, 

CSV files of ASL hand gestures represent a label (0-25) as a one-to-one map for 

each alphabetic letter A-Z (excluding 9 = J and 25 =Z which require motion).Each 

image is 28 pixels in height and 28 pixels in width, for a total of 784 pixels in total. 

Each pixel has a single pixel-value associated with it, indicating the lightness or 

darkness of that pixel, with higher numbers meaning darker. This pixel-value is an 

integer between 0 and 255, inclusive.The training data set, (train.csv), has 786 

columns. The first column, called "Id", is the image identification number. The 

second column, called "label", is the hand gesture that was shown by the user. The 

rest of the columns contain the pixel-values of the associated image.The number of 

repetitions for each sign is not the same, but varies a lot, as shown below: 

MNIST test_set contents: A : 331 ,B : 432 ,C : 310 ,D : 245 ,E : 498 ,F : 247 ,G : 

348 ,H : 436 ,I : 288 ,K : 331 ,L : 209 ,M : 394 ,N : 291 ,O : 246 ,P : 347 ,Q : 164 

,R : 144 ,S : 246 ,T : 248 ,U : 266 ,V : 346 ,W : 206 ,X : 267 ,Y : 332  
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MNIST train_set contents: A  : 1126, B  : 1010, C  : 1144, D  : 1196, E  : 957, F  : 

1204, G  : 1090, H  : 1013, I  : 1162, K  : 1114, L  : 1241, M  : 1055, N  : 1151, O  

: 1196, P  : 1088, Q  : 1279, R  : 1294, S  : 1199, T  : 1186, U  : 1161, V  : 1082, W  

: 1225, X  : 1164, Y  : 1118 

 

b) PSL[58] dataset contains 640*480 resolution images of 37 classes of Urdu words, 

with each class containing between 39-50 images each. After splitting into 

training, test, and validation sets, each class ended up having between 30-40 

images for the training set, and between 8-10 images for each class of the test set. 

The images in the dataset are of cropped hand regions containing hand gestures 

only. These gestures were performed in front of uniform coloured background, and 

in slightly variable lighting conditions, with varying distance from the camera. 

Some images also contain shoulder and arm regions of the signer in addition to the 

hand. The number of signers involved in creation of the dataset have not been 

explicitly mentioned in the article, but from observation it can be assumed that 

only 1 person was involved in creation of the entire dataset. Some sample images 

from this dataset after cropping are shown in figure 5.1. 

 

Figure 5.1: Sample images from the PSL dataset [58]. 

 

c) ArSL2018[38] dataset contains 64*64 resolution images of 32 classes of Arabic 

words, with each class containing between 1293-2114 images each. The images in 

the dataset are of cropped hand regions containing hand gestures only. These 

gestures were performed in front of uniform coloured background, and in slightly 

variable lighting conditions, with varying distance from the camera. Major changes 

in hand orientation w.r.t. the camera are present in the dataset. Some sample 

images from this dataset after cropping are shown in figure 5.2. 
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Figure 5.2: Sample images from the ArSL2018 dataset. 

 

d) Massey[50] University gesture dataset contains 64*64 resolution images of 26 

classes of English alphabets, and 10 classes for numbers 1-10, for a total of 36 

classes. The images in the dataset are of cropped hand regions containing hand 

gestures only. These gestures were performed in front of uniform coloured 

background, and in well-lit conditions, with slightly varying distance from the 

camera. The images have varying resolution with image height varying 

approximately between 300-600 pixels, and image width varying approximately 

between 190-300 pixels. Some sample images from this dataset after cropping are 

shown in figure 5.3. 

 

Figure 5.3: Sample images from the Massey university dataset. 

 

e) In dataset [65], the training data set contains 87,000 images of ASL, which are 

200*200 pixels. There are 29 classes, of which 26 are for the letters A-Z and 3 

classes for SPACE, DELETE and NOTHING. The test data set contains a mere 29 

images with 1 image for each class, due to this, the train data was split between 

train and test sets, after which each class contains 2400 images for training set, and 

600 images each for testing set. The images in the dataset are of cropped hand 
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regions containing hand gestures only. These gestures were performed in front of 

varying background conditions, and in variable lighting conditions, with varying 

distance from the camera. Major changes in hand orientation w.r.t. the camera are 

present in the dataset. Some sample images from this dataset after cropping are 

shown in figure 5.4. 

 

Figure 5.4: Sample images from the ASL dataset [65]. 

 

f) In dataset [54], the training data set contains 52,000 images of ASL, which are 

64*64 pixels. There are 26 classes for the alphabets A-Z. Each class contains 1750 

images for training set, and 250 images each for testing set. The images in the 

dataset are of cropped hand regions containing hand gestures only. These gestures 

were performed with slightly varying distance from the camera. Minor changes in 

hand orientation w.r.t. the camera are present in the dataset. In this dataset, the 

images were captured using camera and converted to black and white images using 

HSV skin colour based segregation. Some sample images from this dataset after 

cropping are shown in figure 5.5. 

 

Figure 5.5: Sample images from dataset [54]. 
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g) In dataset [56], the training data set contains 105,600 images of ASL, which are 

50*50 pixels. There are 44 classes for the alphabets A-Z. Each class contains 2400 

images in total, which contain 1920 images each for training set, and 480 images 

each for testing set. The images in the dataset are of cropped hand regions 

containing hand gestures only. These gestures were performed with slightly 

varying distance from the camera. Minor changes in hand orientation w.r.t. the 

camera are present in the dataset. In this dataset, the images were captured using 

camera and converted to black and white images using HSV skin colour based 

segregation. Some sample images from this dataset after cropping are shown in 

figure 5.6.    

 

Figure 5.6: Sample images from dataset [56]. 

h) The dataset [57] is identical in structure to dataset [54], except for presence of 

3500 images per class in training set, and 500 imager per class for testing set. 

Some sample images from this dataset after cropping are shown in figure 5.7. 

 

Figure 5.7: Sample images from dataset [57]. 
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Table 5.1: Details of the datasets used in our study 

 

Dataset Sign 

Language 

Type of dataset Vocabular

y size 

Number 

of 

Signers 

Total 

number of 

images 

ArSL[38] Arabic Grayscale Images 32 40 54,049 

Massey [50] American RGB Images 36 5 2,425 

[54], [55] American HSV-BW Images 26 1 52,000 

[56] American HSV-BW  Images 44 1 105,600 

[57] American HSV-BW Images 26 1 104,000 

PSL[58] Pakistani RGB Images 37 NA 1,509 

[65] American RGB Images 29 NA 87,000 

MNIST[72] American CSV file 24 NA 27,455 

Note:    NA -> data not provided by authors. 

 

5.2 Datasets Limitations 

1) In most of the cases, the whole datasets were recorded with the same background 

conditions at the same place. 

2) In the dataset's classes, there are insufficient orientation, posture, noise, lightning, 

and zooming variations. 

3) The number of signers involved in dataset creation were usually very low. 

4) In some datasets, the number of images differs from one class to another, e.g. in 

[38], [72]. 

 

5.3 Classification results and Performance Comparison 

Eight separate SL datasets were used in the evaluation process of our proposed 

model. The details of these datasets are present in methodology section. In the cases if 

train data set is very large, we have chosen to trim the train dataset to max 1000 

samples per class and the validation dataset to max 50 samples per class in order to 

reduce training time. All the images were resized to 50*50 pixels before feeding to the 

model. According to the results of the experiments, our proposed Effi-CNN model out-

performed almost other existing models in test accuracy. Performance of proposed 

model on the aforementioned datasets is as shown below, and comparison of Effi-CNN 

with the best approach in literature, and training time taken is presented in table 5.2. 

A) Performance on PSL dataset 
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On this dataset, we ran our model for 40 epochs, and got test accuracy between 

99.34% and 99.6% on different runs of the model. Training and validation metrics for 

the course are as shown in figure 5.8. The classification report of the model on this 

dataset is shown in figure 5.9. In [58], the authors have used SVM for classification, 

and obtained testing accuracy of 90% on this dataset. 

 

Figure 5.8: Training and validation performance of proposed model on PSL dataset. 

 

 

   Figure 5.9: Classification report on the test set for PSL dataset. 

 

B) Performance on  ArSL2018 dataset 

On this dataset, we ran our model for 40 epochs, and got test accuracy between 

98.66% and 98.92% on different runs of the model. Training and validation metrics for 

the course are as shown in figure 5.10. The classification report of the model on this 

dataset is shown in figure 5.11. Figure 5.12 shows the number of errors per class on the 

test set. Performance comparison of our proposed model with others existing systems 

on ArSL dataset is shown in figure 5.13. 

 

Figure 5.10: Training and validation performance of proposed model on ArSL dataset. 
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Figure 5.11: Classification report on the test set for ArSL dataset. 

 

 

Figure 5.12: Number of errors per class on the test set for ArSL dataset. 
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Figure 5.13: Performance of different models on ArSL dataset. 

 

C) Performance on  Massey University dataset 

On this dataset, we ran our model for 50 epochs, and got test accuracy of 

99.60%. Training and validation metrics for the course are as shown in figure 5.14. The 

classification report of the model on this dataset is shown in figure 5.15. Performance 

comparison of our proposed model with others existing systems on Massey university 

dataset is shown in figure 5.16. 

 

 

Figure 5.14: Training and validation performance of proposed model on Massey 

University dataset. 
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Figure 5.15: Classification report on the test set for Massey university dataset. 

 

 

Figure 5.16: Performance of different models on Massey University dataset. 

 

D) Performance on  ASL dataset[65] with 87,000 images 

On this dataset, we ran our model for 50 epochs, and got test accuracy of 

99.99%. Training and validation metrics for the course are as shown in figure 5.17. The 

classification report of the model on this dataset is shown in figure 5.18. Confusion 

matrix for the test set is shown in figure 5.19. Performance comparison of our proposed 

model with others existing systems on dataset [65] is shown in figure 5.20. 

 

Figure 5.17: Training and validation performance of proposed model on dataset [65]. 
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Figure 5.18: Classification report on the test set for dataset [65]. 

 

 

Figure 5.19: Confusion matrix for the test set on dataset [65]. 
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Figure 5.20: Performance of different models on dataset [65]. 

 

E) Performance on  ASL dataset [54] with 52,000 images 

On this dataset, we ran our model for 40 epochs, and got test accuracy between 

99.89% and 99.93% on different runs of the model. Training and validation metrics for 

the course are as shown in figure 5.21. The classification report of the model on this 

dataset is shown in figure 5.22. Performance comparison of our proposed model with 

others existing systems on dataset [54] is shown in figure 5.23. 

 

 

Figure 5.21: Training and validation performance of proposed model on dataset [54]. 
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Figure 5.22: Classification report on the test set for dataset [54]. 

 

 

Figure 5.23: Performance of different models on dataset [54]. 

 

F) A Performance on  ASL dataset [57] with 104,000 images 

On this dataset, we ran our model for 40 epochs, and got test accuracy between 

99.29% and 99.31% on different runs of the model. Training and validation metrics for 

the course are as shown in figure 5.24. The classification report of the model on this 

dataset is shown in figure 5.25, confusion matrix in figure 5.26. In [53], the authors 

have used CNN for classification, and obtained testing accuracy of 99.38% on this 

dataset. 

 

Figure 5.24: Training and validation performance of proposed model on dataset [57]. 
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Figure 5.25: Classification report on the test set for dataset [57]. 

 

 

Figure 5.26: Confusion matrix for the test set on dataset [57]. 

 

G) Performance on  ASL dataset [56] with 105,600 images 

On this dataset, we ran our model for 40 epochs, and got test accuracy of 

99.99%. Training and validation metrics for the course are as shown in fig. 5.27. The 

classification report of the model on this dataset is shown in figure 5.28. In [53], the 

authors have used CNN for classification, and obtained testing accuracy of 99.48% on 

this dataset. 
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Figure 5.27: Training and validation performance of proposed model on dataset [56]. 

 

 

 

Figure 5.28: Classification report on the test set for dataset [56]. 

 

H) Performance on MNIST dataset.  

On this dataset, we ran our model for 50 epochs, and got test accuracy between 99.94% 

and 99.98% on different runs of the model. Training and validation metrics for the 

course are as shown in figure 5.29. Performance comparison of our proposed model 

with others existing systems on the MNIST dataset is shown in figure 5.30. 

 

Figure 5.29: Training and validation performance of proposed model on MNIST dataset.  
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Figure 5.30: Performance of different models on the MNIST dataset. 

 

Table 5.2: Performance analysis and comparison of our system on all the datasets 

Dataset Accuracy Best Accuracy in 

literature 

Training 

epochs 

Training time 

MNIST[72] 99.94 – 99.98 99.90 40 12 min, 24 sec 

PSL[58] 99.34 – 99.60 90.00 40 26 min, 48 sec 

ArSL[38] 98.66 – 98.93 99.05 40 44 min, 33 sec 

Massey[50] 99.60 – 99.63 99.63 50 24 min, 8 sec 

[65] 99.99 99.89 50 59 min, 11 sec 

[54] 99.89 – 99.93 99.41 40 33 min, 12 sec 

[56] 99.99 99.48 40 59 min, 54 sec 

[57]  99.29 – 99.31 99.38 40 36 min, 31 sec 

 

For the real-time system, on an 'AMD A8-7410 APU with Radeon Graphics Quad Core 2.2 

GHz system with 4 GB DDR-3 RAM' the processing delays were found to be within an 

acceptable limit of 0.01 seconds, which is sufficient for a real-time system. It's worth 

mentioning that only one CPU core is active during the runtime, with about 30 percent load.
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CHAPTER 6 

CONCLUSION AND FUTURE SCOPE 

This paper presents a SLR system for vision-based .A deep learning-based Effi-

CNN model using transfer learning with EfficientNetB2 as the base model is used for 

vision-based static gesture classification. The suggested vision-based system does not 

require any external equipment, such as Kinect sensors, making it more practical to use. 

This study's ability to recognise unique SL signs with good recognition performance 

over state-of-the-art methodologies is a remarkable addition. This work's performance is 

evaluated using eight publicly available SL datasets, compared to other state-of-the-art 

methodologies, the Effi-CNN model either outperforms or achieves competitive results. 

By evaluating the probability of a class as mostly likely, the model attempts to 

categorise the input image based on patterns learned during training. We must continue 

to build future work that incorporates all punctuation marks and all sorts of joint letter 

representation in order to appropriately translate hand-sign-spelled words and sentences 

into written language. This research, on the other hand, will serve as a starting point for 

SLR researchers. The system can be used to translate sign language and non-sign 

language communication, as well as for human–computer–machine interface and robot 

control. Our current study focuses on static gesture detection; however, we hope to 

recognise dynamic sign language movements using video frames, which will be a 

difficult effort.  

Furthermore, our current strategy is based on a clearly defined zone of interest. If 

object detection was applied to locate the hand region, which is required for practical 

applications, there would be no requirement for a predetermined ROI. For a better 

experience, if the system's text output can be translated to voice utilising a text-to-

speech tool like Google's Cloud Text-To-Speech. 
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thoughts and ideas to others; Sign Language (SL) is their most expressive mode of 

communication, but the majority of the general population is illiterate in SL; as a 

result, the mute and deaf have difficulty communicating with the rest of the world. 

A device that can reliably translate SL gestures to voice and vice versa in real-time 

is required to overcome this communication barrier. The current solutions are not 

real-time, have poor recognition accuracy, and need static environmental 

conditions. Some systems might need additional hardware components, such as 

expensive sensors, which boost the cost. The current methods allowing silent people 

to communicate their thoughts to others may be divided into two categories: 

systems based on computer vision and systems based on electrical sensors, each 

with its own set of benefits and drawbacks. In comparison to previous state-of-the-

art approaches, we offer a Convolution neural network (CNN) based SLR system 

with many layers that gives great accuracy of 99.89%. Overall, we believe the study 

will serve as road map for future research in the domain of SLR. 
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Abstract- The deaf and mute population has a difficult time conveying their 

thoughts and ideas to others; sign language is their most expressive mode of 

communication, but the general public is callow of sign language, therefore the 

mute and deaf have difficulty communicating with others. A system that can 

correctly translate sign language motions to speech and vice versa in real-time is 

required to overcome this communication barrier.  

Effi-CNN, a vision-based Sign Language Recognition (SLR) system, is proposed in 

this paper. To convert sign gesture photos into words, our system employs transfer 

learning with EfficientNetB2 as base model. We have also developed a system 

which coverts sign gestures to text in real time. 

Our approach was evaluated on eight publically available datasets, including the 

Massey University gesture dataset, ArSL2018 dataset, MNIST-ASL dataset, and 

others.  Comparing our results to state-of-the art algorithms, the experimental 

findings show that our technique is more successful. The results show that our Effi-

CNN surpasses most of current existing solutions, and it has the ability to categorise 

a large number of gestures with a low rate of error. 
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