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ABSTRACT

With time, use of the internet has become very common among people, and thus the rise of

internet usage has given birth to a problem of cyberbullying. Cyberbullying can have a serious

impact on the psychological health of the person who is the victim of it. Hence, detection of

cyberbullying is required on the internet or social media. Much research has been done in the

field of detection of cyberbullying. Machine learning is one of the approaches that can be used

for automatic cyberbullying detection on online social media. Study on some of the papers

related to cyberbullying along with some of the NLP techniques and different models used for

cyberbullying detection tasks has been done . The graph, which is based on the papers reviewed,

shows that the tf-idf is mostly used either directly or with a combination of other techniques for

feature extraction in cyberbullying detection using machine learning.

Five different ML models are used for classification of tweet data as bully or non bully text.

Performance calculations of the model are done using accuracy and confusion matrix. Tf-IDF

feature extraction technique is used to convert text into vector form. Random Forest model

performs best followed by LR model. All the accuracy of the models are shown graphically also.
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CHAPTER 1: INTRODUCTION

1.1 OVERVIEW

Nowadays, the internet is easily accessible to all and most of us spend a large amount of time on

the internet through online education, online gamings, e-commerce, social networking sites etc.

With the increase of internet usage, the problem of cyberbullying also arises. Cyberbullying can

be detrimental to a person’s psychological health which can even make someone to commit

suicide. Hence, monitoring is required for cyberbullying detection on the Internet/Social media.

Many works have been done for the automatic cyberbullying detection using different

approaches. One of the methods for the automatic cyberbullying detection is by using supervised

machine learning techniques. Patterns used by bullies in their languages should be detected for

cyberbullying detection tasks, and ML learning can be useful for this pattern detection [11]. In

this supervised learning technique, we will have a dataset that is already labeled as bully or

non_bully text, which will be further used for training various classification models. Once the

training of an ML model with a given dataset is completed, the model is ready to predict the

result of given text.

Using automatic detection of cyberbullying, binary classification can be done on text from social

media to classify whether it is bully text or not. Multiclass classification is also performed in

cyberbullying detection., Talpur, B.A., et al [10] performed multi class classification based on

severity of cyberbullying . A dataset comprising a set of text data can not be directly used for a

classification task. First, we need to convert this text into an n-dimensional input vector and this

input vector can be given to different models for the classification of text. This text can be

converted into input vectors using various NLP techniques like BOW, TF-IDF etc . To develop a

successful ML model for detecting cyberbullying behaviour, various factors play a role, and the

features used in the task of cyberbullying detection are the most important factor [10]. In order to
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make our ML model recognize and classify our text for the cyberbullying detection task, text is

preprocessed and useful information is analysed from it [1].

1.2 RESEARCH QUESTION

1) What are the various models used for Automatic cyberbullying detection on text data.

2) What are the various featurization techniques used for Automatic cyberbullying detection

ML models.

3) Which models perform better in classification of bully and non bully text.

1.3  OBJECTIVE

1) To perform a study on various models used for cyberbullying detection on text data.

2) To find out the various featurization techniques used for cyberbullying detection which

uses ML models.

3) To implement a different ML model for cyberbullying detection on a dataset containing

text data.

4) To find the best model for cyberbullying detection task on a given dataset by comparing

the performance of all models.
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CHAPTER 2: BACKGROUND

2.1  FEATURE EXTRACTION TECHNIQUE

Text data can not be given directly as an input to classification models, we need to convert these

text into vector format, in order to accomplish this conversion from text to vector we need

feature extraction techniques. If the two texts are similar or closer to each other, then their

vectors should also be geometrically closer to each other, and if the texts are not closer or

dissimilar, then their vectors should not be geometrically closer to each other. Such properties

should be posed by n-dimensional input vectors. Some of the techniques used for feature

extraction in cyberbullying detection tasks are,

Talpur, B.A., et al [10] introduced a new input feature and combined it with twitter API features

and predicted features (gender,age etc) to create a n dimensional input vector. Hani , J., et al [11]

created an input vector by adding sentiment analysis feature with tf-idf, Muneer, A., et al[13]

uses tf-idf and word2Vec to get n dimensional input vectors from text. Shah, R., et al [9] uses tf-

idf technique for the feature extraction. Lepe-Faúndez, M., et al [14] uses various ways to create

input vectors for model using lexicon approach , combining lexicon with tf-idf, combining

lexicon with word embedding , combining lexicon with tf-idf and word embedding . Ali, W. N.

H. W., et al[15] uses n-grams bag of words technique for getting features from text.

2.1.1  Bag of Words (BOW)

In this technique we count the occurrence of words in  text, Let say we have three text

1) Text1:  Good boy.

2) Text2:  DTU is in delhi and delhi is good.

3) Text3:  He lives in delhi.

In order to convert these texts into vector using BOW
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Step1 : create a group of unique words from all the text.

Step 2: Now to convert text into vectors we will count the occurrence of unique words in a text.

The vector for Text2 “DTU is in delhi and delhi is good”, is 2102010110 as shown below.

Delhi occurs 2 times in text2, good occurs 1 time, He occurs 0 time and so on.

Fig 1. Vector representation of text using BOW

Generally a group of unique words to form vocabulary are large and text contains a limited

number of words , the vectors formed by BOW will be sparse in nature.

2.1.2  TF-IDF

It is the multiplication of term frequency with an inverse document frequency of the word.

Term frequency(tf) of a word is number of time word occur in documents divided by total

number of words in a documents and inverse document frequency(idf) of a word is log of

number of documents divided by number of documents containing that words.

Let say we have three documents

1) Doc1: Good weather

2) Doc2: Good morning

3) Doc3: morning is pleasant

To form a vector for document 1 , (tf * idf ) will be calculated for a group of unique words in all

documents.

tf(good)= (number of times good occurs in doc1)/(number of word in doc1) = ½
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idf(good) = log(number of document / number of document containing word good)

= log(3/2).

tf(morning) = (number of times morning occurs in doc1) / (number of words in doc1).

= 0/2  =  0

So while creating a vector for doc1, tf value will be 0 for all the other words which do not

contain in doc1, so the final vector of doc1 will have non zeros value for words containing in

doc1 only.

Fig 2. Vector representation of text using tf-idf.

2.2  CLASSIFICATION MODELS

Classification models are used to classify the data into various classes. Some of the classification

models used for cyberbullying detection are Ali, W. N. H. W., et al[15] uses SVC Linear and

Decision Tree model, Talpur, B.A., et al [10] uses Naive Bayes , SVM with RBF Kernel,

Random Forest, and KNN model , Shah, R., et al [9] uses Multinomial NB, Random Forest,
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Logistic Regression, SVC, and SGD model, Hani , J., et al [11] uses Neural network and SVM

model.

2.2.1  KNN Model

KNN is a classification algorithm in ML. In KNN model we find k nearest data points from our

query point. The class of the query point will be the class that belongs to the majority of points

among k points.

Fig. 3 KNN model

Above fig 3. Shows two classes of points one is red and other is blue, now we have a query point

and we want to find which class the query point belongs to, let suppose k=5 then we will

calculate the distance of data points from this query point and find 5 nearest data points. Out of

5 let suppose 3 points belong to blue class then because majority of points belong to blue class

then our query point will also belong to blue class.

2.2.2  Random Forest Model

Random Forest[7] is an ML algorithm based on the technique of supervised learning. RF uses an

ensemble method in which more than one classifier is combined. RF uses multiple Decision
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Trees on a different subset of the dataset. All these DT models predict a result and based on

majority voting final output is given.

2.2.3  Naive Bayes Model

NB is a classification algorithm in ML based on the concept of probabilities. In order to make a

classification of a point, probabilities of all the classes are calculated and whichever class has the

highest probability then the point belongs to that class.

CHAPTER 3: RELATED WORK

3.1  LITERATURE REVIEW

Alotaibi, M., et. al [1] proposed the automatic cyberbullying detection method by combining the

features of 3 different models of deep learning and these 3 models are transformer block, CNN,

and BiGRU. The proposed method classifies Twitter comments as offensive or not offensive.

The authors combined the three known datasets and then the performance of the proposed

method was measured. Seventy five percent of the data is selected as training data and the

remaining data is selected as test data. The proposed model gives an accuracy of 87.99%. Apart

from accuracy, the proposed method is also evaluated on four other different performance

metrics.

Khairy, M. , et al [2] presented a survey work on the Arabic content for the automatic

cyberbullying detection and abusive language. Authors analyse 27 studies on the contents which

are in Arabic , among which 10 are on cyberbullying detection and 17 are on detection of the

language which are offensive. In contrast to the definition of cyberbullying as a recurrent
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behaviour, all of the datasets used in the cyberbullying detection method were labelled with a

one post. Most of the datasets used are imbalanced, which has an impact on the classifier’s

performance.

Rosa, H. , et al [3] did a detailed review of twenty two studies on automatic detection of

cyberbullying and an experiment to validate current practices using feature engineering and two

datasets. The authors use a quantitative systematic review approach for the automatic detection

of cyberbullying.

Mozafari, M., et al [4] introduce a novel approach of transfer learning based on BERT to

improve the detection of hate speech system’s performance. BERT is an existing pre-trained

language model . This model addresses the issue such as insufficient amount of labelled data of

hate speech. 2 datasets which are available publicly are used by authors. Some biases while

collecting the dataset can be detected by the model is observed in the result.

Al-Ajlan, M.A. , et. al [6] proposed a novelty algorithm CNN-CB for cyberbullying detection

using convolutional neural networks. Proposed algorithm does not require feature engineering in

detection of Cyberbullying. Algorithm uses word embedding concept and it is performing better

than traditional approaches for Cyberbullying detection task.

Perera, A. , et al [8] presented a cyberbullying detection solution to find cyberbullying precisely

along with the themes/categories related to cyberbullying using natural language processing

(NLP) and supervised Machine Learning. Logistic Regression and SVM classifier is used in this

cyberbullying detection system. Besides Tf/Idf, n gram and profanity along with sentiment

analysis improves the system’s accuracy. Accuracy of the solution proposed by Authors is

74.50%. Sarcasm text is not detected as cyberbullying in this proposed solution.

Shah, R., et al [9] presented a cyberbullying detection system on the Twitter dataset. The

distribution of the dataset as non bully and bully text is equal. The Tf-idf method is used for

feature extraction. Different classification models are used for cyberbullying detection. As a

result, the authors found that Logistic Regression performed best among all classification

models, with an accuracy of 93% and precision of 91%.

17



Talpur, B.A., et al [10] developed a cyberbullying detection feature-based machine learning

model. Authors introduced a technique to create a new input feature. Along with the new input

feature, other predicted features and Twitter API features were used. The results of the model are

classified into multiple classes of non-cyberbullied, low, medium, and high levels. The model

gives an accuracy of 93%.

Hani , J., et al [11] proposed an approach for cyberbullying detection using ML. For extracting

the feature they have used sentiment analysis algorithm and tf-idf method. Classification tasks

are evaluated using NN (neural network) and SVM classifiers on different n gram language

models. Neural networks perform better than SVM. The accuracy of SVM with 4-gram is 90.3%

and the accuracy of a neural network with 3-gram is 92.8%. The size of training data is limited

for detecting patterns in cyberbullying, so to further enhance the performance of the model, a

larger data size is required.

M. Ahmed, et al [12] performed sentiment analysis on data from Twitter. Authors use 3 ML

models to classify the sentiment of a tweet into 5 categories.

Muneer,A., et al[13] has performed a comparative study of the model for cyberbullying detection

with a global dataset compiled with unique tweets from Twitter. Performance is compared using

seven machine learning models. Authors observe that performance of logistic regression

classifiers improve with the increase of data size .For extracting the feature, tf/idf and word2vec

are used. Among the seven classifiers, logistic regression performed best on the compiled global

data set. The F1 score of the LR model is 0.9280, and its accuracy is 90.57%.

Lepe-Faúndez, M., et al [14] proposed different models using hybrid approaches that combine

lexicons and machine learning for detection of aggressiveness in Spanish language. Five distinct

ways to construct different models are proposed, each with its own way of extracting features

from text. As a result, a hybrid model that uses lexicons provides the best results in the 3

language corpora of Spanish when compared to a model which does not use lexicons.
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Ali, W. N. H. W., et al[15] proposed a model based on machine learning for cyberbullying

detection using techniques like hyperparameter optimization , resampling and feature selection.

SVC Linear and Decision Tree are used .Word-n grams technique is used for feature extraction.

Eight various experiment setting were done to test the classifier , experiment setting like

classifier + smote +feature selection , classifier + hyperparameter optimization etc. When tested

using the x square test (feature selection) without any use of hyperparameter optimization and

resampling, the Decision Tree classifier outperforms the SVC Linear classifier is shown in the

result.

AlHarbi, B. Y., et al [17] presented a lexicon based approach for cyberbullying detection using

sentiment analysis. PMI, Entropy, and Chi-square are the three different lexicon approaches

used. A comparison is made among these three lexicon approaches to find which one is better for

cyberbullying detection in Arabic text. Among all 3 lexicon approaches, the PMI approach gives

the best results as compared to the remaining two approaches for cyberbullying detection in

Arabic.

3.2 SUMMARIZATION OF RELATED WORK

Below Table 1. shows various models and methods used for Automatic cyberbullying detection

tasks along with the results of these models. Apart from English text , the work on automatic

cyberbullying detection was done in some other languages also.

Table 1. Various Models used for cyberbullying Detection

Authors Models Method Used Result Language

1.
Alotaibi, M., et.

al [1]

Transformer

block , CNN

and BiGRU.

Combining

Features of 3 DL

models.

Accuracy

-87.99%
English
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2.
Hani , J., et al

[11]

SVM

and

Neural Network

Sentiment Analysis

,

N-grams

and

Tf-IDF method.

Accuracy

(SVM)

-90.3%

and

Accuracy

(NN) -92.8%

English

3.
Talpur, B.A., et

al [10]

NB,

SVM with RBF

Kernel,

Random Forest,

KNN.

New input feature ,

other predicted

features and Twitter

api features.

Accuracy

-93%
English

4.
Shah, R., et al

[9]

SVC,

Multinomial

NB,

Logistic

Regression,

RF and SGD.

TF-IDF.

Accuracy

(LR)

-93%

English

5.
Lepe-Faúndez,

M., et al[14]

22 different

Model

5 Approaches for

creating model

Lexicon,

WE_Lexicon,

TF_IDF_Lexicon,

WE_Lexicon_TF-I

DF,

and

Ensemble

approach.

Accuracies-

Mexican

corpus -

0.8431

Chilean

corpus

-0.892

Chilean-Mex

ican corpus-

0.8548

Spanish
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6.
Muneer,A.,

et.al[13]

Seven Different

ML Classifiers

TF-IDF

and

Word2Vec.

Accuracy

(Logistic

Regression)

-90.57%

English

7.
Perera, A. , et al

[8]

SVM

and

Logistic

Regression

TF-IDF ,

N-gram, profanity,

and sentiment

analysis.

Accuracy

-74.50%
English

8.
Al-Ajlan,M.A.,

et. al [6]
CNN-CB Word Embedding

Accuracy

-95%
English

9.
AlHarbi, B. Y.,

et al [17]
__

Sentiment Analysis

and

Lexicon

Approaches

PMI,

Entropy and

Chi-square.

Avg. F-score

for PMI

-81%

Arabic

10.
Ali, W. N. H.

W., et al [15]

SVC Linear

and

Decision Tree

Techniques

hyperparameter

optimization ,

resampling

and feature

selection.

N-grams, BoW.

Accuracy

using

default

parameter

(SVC

Linear)

-95.54%

English

The estimated numbers of some of the techniques used for featurization in the cyberbullying

detection task based on the papers we reviewed are shown graphically in fig 4. The graph shows
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that tf- idf is used more frequently as compared to other techniques followed by WE(Word

Embeddings) and N-grams in cyberbullying detection.

Fig 4. Graph for estimated no. of times featurization techniques used

CHAPTER 4: METHODOLOGY

Fig 5. General steps for cyberbullying detection
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4.1  DATASET

Dataset contains tweet data and the source of the data is from Kaggle[5]. Data is labeled as

suspicious , cyberbullying ( racism and sexism ), hate and suicidal.

In order to perform binary classification for cyberbullying detection, data which is labeled as

cyberbullying text is taken along with a sample of data which is not labeled as cyberbullying

text. Bully text is labeled as 1 and non bully text is labeled as 0. Below figure 6. shows the

sample of the dataset.

Fig 6. Sample of dataset.

Below fig 7. is graphically showing the distribution of bully text and non bully text after

cleaning and filtering the data.

Fig 7. Graph for distribution of data
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4.2  DATA PREPROCESSING

In data preprocessing step text is processed by using various ways

1) By removing any special symbols or character

2) By handling missing values

3) By removing url from text

4) Tokenizing the sentence into words

5) Converting  the string into lower case

6) Removing the stopwords

7) Stemming or lemmatization etc.

Special characters and symbols can be removed by using regex in python. Example of removing

special symbols using python library re is shown below.

text = re.sub(“ [special symbols] ”,” ”,text)

It will find these special symbols in a text and replace them with blank and this way special

symbols will be removed from the text.

Various libraries can be used to remove stopwords from text, one of the ways to remove

stopwords is by using nltk python library. Each word of a text is compared to a list of stopwords

which can be obtained by using nltk python library , if a word contains in a list of stopwords, it

will be removed from text. Finally stemming is performed on text using PorterStemmer which is

imported from nltk library. Below figure 8. shows the sample of data which is preprocessed.

Fig 8. Sample of Preprocessed data.
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4.3  FEATURIZATION

TF-IDF featurization technique is used to convert text into n-dimensional input vector.

TfidfVectorizer which is imported from sklearn python library is used to implement TF-IDF

technique. Data is divided into training and testing data using train_test_split which is imported

from sklearn python library. 28% of data is used as testing data and remaining data is used as

training data. Training data x_train contains text data which is converted into vector form and

stored in a X_v variable, Likewise x_test is testing data which contains text that is also converted

into vector form and stored in a Y_v variable. Now it can be fed as input to various classification

models. Tf-Idf technique for text to vector conversion is shown below in figure 9.

Fig. 9  Vector conversion using TF-IDF

4.4  TRAINING OF MODELS

The n-dimensional vectors are now given as input for training of classification models. The most

crucial step in the architecture of text classification is choosing the best classifiers[10]. Various

performance metrics such as accuracy, confusion matrix, log loss, F1-score, AUC, etc can be

used to compare the effectiveness of different models for the automatic detection of

cyberbullying tasks for a given dataset and can help to choose the best model. Five classification

models which are used for classification of bullying text are Decision Tree , Random Forest ,

Logistic Regression , KNN and Naive Bayes. Sklearn python library is used to train our models

with training data.
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Below figures shows the code snippet for training of models using sklearn python library along

with their accuracies on test data.

Fig 10. Training  and accuracy calculation of DT Fig 11. Training  and accuracy calculation of RF

Fig 12. Training and accuracy calculation of LR Fig 13. Training and accuracy calculation of KNN

Fig 14. Training and accuracy calculation of NB
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CHAPTER 5 : RESULTS

Fig 15.  graph for accuracy of the models

Among all the classification models, random forest classifier is giving best accuracy followed by
logistic regression for classification of bully and non bully texts. Accuracy and confusion
matrices are used to measure the performance of models on test data. Below table 2. Shows the
accuracy of all the models.

Table 2. Accuracy of the models

DT RF LR KNN NB

Accuracy 79.26% 83.46% 83.13% 70.41% 80.10%

Below figures are showing the confusion matrix of all the five models.
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Fig 16. Confusion matrix for DT Fig 17. Confusion matrix for RF

Fig 18. Confusion matrix for LR Fig 19. Confusion matrix for KNN
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Fig 20. Confusion matrix for NB

CHAPTER 6: CONCLUSION

As we are all aware, the problem of cyberbullying over the use of the internet in our time is

experienced by many internet/social media users. Cyberbullying is undesirable as it can have a

bad impact on the psychological health of those who are bullied. Therefore, an automatic system

for detection of cyberbullying should be implemented over the internet to control the problem of

cyberbullying. Work has been done in the area of automatic detection of cyberbullying with the

use of different feature extraction techniques, different ML and DL models, and even

combinations of models. Some papers in the area of cyberbullying detection are reviewed.

Different models and different methods are used for cyberbullying detection using machine

learning. Tf- idf technique is mostly used with or without using another technique for getting

input vectors from text in the task of cyberbullying detection, which uses an ML approach. Some

studies of Automatic cyberbullying detection show that logistic regression classifiers perform

better when compared to other ML classifiers.
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Five different ML models are implemented for classification of bullying and non bullying text on

a dataset consisting of tweets data. Random Forest model performs best with an accuracy of

83.46% followed by Logistic regression model with an accuracy of 83.13%. If the bullied text on

social media is automatically detected on time, it may help in reducing the activities of

cyberbullying on social network sites and can save many people from the negative effect of

cyberbullying.
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