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ABSTRACT

The line search methods are effective tool to solve nonlinear optimization problems.
A variant line search method namely interior point estimation method has been
effectively efficient to solve nonlinear constrained optimization problems. In this
report we will present an interior point estimation method that solves perturbed
Karush Kuhn Tucker conditions in a primal-dual optimization problem. At each
iteration of the interior point estimation method, the algorithmic process computes
the direction in which to be proceeded, and then calculates the suitable step length
along the search direction. In order to compute the search direction, interior point
estimation method utilizes Newton method and a merit function to decide a step
length that balances the conflicting situation of reducing the objective function with
satisfying the constraints. The proposed computation method is investigated on
some test problems and real world problems. Further numerical comparison with
existing methods shows that the computation process is efficient.

Keywords: Interior Point Method, Newton Method, Merit Function
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Chapter 1

Introduction

Line search methods start with a starting point and go through a sequence of
iterations to find the optimal point. The next point of iteration is calculated by the
addition of previous point and the direction in which to move multiply by a suitable
step length. Thus, line search methods follows the following iterative sequence to
obtain the optimal point of unconstrained optimization problem min{g(t) : t ∈ Rn}

t(k+1) = t(k) + α(k)d(k), k ∈ {0, 1, 2 . . .},

where d(k) is a search direction and α(k) ∈ (0, 1] is the step length along the direction
dk. Moreover, the step length α(k) is selected such that the function value at current
iteration should be less than or equal to the previous point. It may be possible that
if we are moving towards the search direction, where the function value does not
reduce then we shorten the step length until the following inequality satisfies

g(t(k) + αd(k)) ≤ g(t(k)) for all k ∈ {0, 1, 2, . . .},

where α is reduced step length.
Constrained nonlinear optimization problems can be found in a broad variety

of optimization problems. A line search technique known as interior point methods
(IPM) is commonly used to solve constrained nonlinear optimization problems.
Interior-point algorithms have been the main and most promising area of study
for optimization techniques because of its polynomial-time complexity. In 1884,
Karmarkar published a new polynomial-time algorithm after Khachiyan’s ellip-
soid method. IPM outperformed the ellipsoid process in terms of performance.
Karmarkar also argued that his method outperformed the simplex method. Interior-
point techniques were originally used to solve problems where feasible regions
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have nonempty interiors and the starting point was a feasible region’s interior point.
However, computing an interior-point of the feasible region is a difficult process,
and the feasible region’s interior can be an empty set.

The infeasible interior-point approach was introduced by Lustig, and it is an
interior-point algorithm in which the initial point is not a feasible point (IIPM).
Vanderbei introduced LOQO, a software package that applies a primal-dual interior-
point approach for general quadratic programming, in 1999. The function of Van-
derbei and Shanno covers both convex and nonconvex optimization problems.

The paper is organised as follows. In Section 3.1.1 , we give some basic defini-
tions. The description of the proposed algorithm is detailed in Section 4.1. Section
contains the details of the merit function 4.2. In Section 5.1, numerical results of
the proposed algorithm are shown and also, compare the results with the existing
methods.

1.1 Preliminaries and Notations

The following lists of notations used throughout the article.

• ∇x denotes the gradient operator.

• ∇xx denotes the Hessian operator.

• ‖x‖2 =

(
n
∑

i=1
|xi|2

)1
2

.

The following optimization problem is taken into consideration:

min f (x)

s.t. ci(x) ≥ 0, i = 1, 2, · · ·m,

}
(1.1)

where x = (x1, x2, . . . , xn)> is a vector of decision variables and the objective func-
tion f ( f : Rn → R) and the constraint functions ci (ci : Rn → R) are twice
continuously differentiable for all i = 1, 2, . . . , m.
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1.1.1 Basic Definitions

1.1.1.1 Local minimizer

Let Ω ⊂ Rn and a∗ ∈ Ω. A point a∗ is local minimizer of the function f : Ω→ R if
there exists ε > 0 such that whenever ‖a− a∗‖ < ε then

f (a) ≥ f (a∗) for every a ∈ Ω\{a∗}.

1.1.1.2 Global minimizer

Let Ω ⊂ Rn and a∗ ∈ Ω. A point a∗ is global minimizer of the function f : Ω→ R

if there exists ε > 0 such that

f (a) ≥ f (a∗) for every a ∈ Ω\{a∗}.

1.1.1.3 Descent Direction

Let ŷ ∈ Rn and d ∈ Rn. If there exists δ > 0 such that f (ŷ + αd) < f (ŷ) for all
α ∈ (0, δ), then d is a descent direction of f at ŷ. Alternatively,
Let ŷ ∈ Rn be a point and d ∈ Rn satisfying

〈d,∇y f (ŷ)〉 < 0.

Then d is a descent direction of function f at ŷ.

1.1.1.4 Convex Function

Consider C as a convex subset of Rn. Then the function f : C → R is convex if the
following inequality satisfy:

f (νy1 + (1− ν)y2) ≤ ν f (y1) + (1− ν) f (y2), for any y1, y2 ∈ C and ν ∈ [0, 1].

Alternatively,
A twice differentiable function f : Rn → R is convex, if and only if the hession
∇yy f (y) is positive semi-definite for all y ∈ Rn.

1.1.1.5 Feasible point

A point y is said to be feasible point for problem (2.1) if y ∈ F , where

F = {y : ci(y) ≥ 0, i ∈ {1, 2, · · · , m}}.

The set F is known as feasible set.
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1.1.1.6 Karush-Kuhn-Tucker conditions

If y∗ is a local minimum for problem (2.1), then the following necessary conditions
hold :

• ∇y f (y∗) + ∑m
i=1 λi∇yci(y∗) = 0, (Stationarity);

• ci(y) ≥ 0, i ∈ {1, 2, · · · , m}, (Feasibility);

• λi ≥ 0, i ∈ {1, 2, · · · , m}, (Nonnegativity);

• λici(y) = 0, i ∈ {1, 2, · · · , m}. (Complementarity slackness);

4



Chapter 2

Interior Point Method

2.1 Description of Interior Point Method

In this section, we first convert the inequality constraints into equality by intro-
ducing slack variables. Thereafter, a log-barrier problem is formulated and corre-
sponding to this barrier problem KKT conditions are derived. In order to solve KKT
conditions, Newton method is applied to find the search directions towards the
solution of KKT conditions.

Recall the optimization problem (2.1)

min f (x)

s.t. c(x) ≥ 0,

where c(x) = (c1(x), c2(x), · · · , cm(x))> .

Introducing the slack variables vector t = (t1, t2, · · · , tm) to make the inequality
constraints into the equality constraints

min f (x)

s.t. c(x)− t = 0,

t ≥ 0.

(2.1)

A log-barrier problem corresponding (2.1) is formulated in which nonnegative
slack variables are kept inside the log term

min B(x, t; µ)

s.t. c(x)− t = 0,
(2.2)
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where B(x, t; µ) = f (x)− µ ∑m
i=1 log(ti) and µ > 0 is the barrier parameter.

The Lagrangian function for barrier problem (2.2) is

L(x, t, λ; µ) = B(x, t; µ)− λ> (c(x)− t) . (2.3)

For µ > 0, the first order KKT conditions associated to the problem (2.2) are as
follows:

∇xL = ∇ f (x)−∇c(x)>λ = 0

∇tL = − µT−1e + λ = 0

∇λL = c(x)− t = 0,

 (2.4)

where T = diag(t1, t2 . . . , tm), e = (1, 1, . . . , 1)> and ∇c(x) denotes the Jacobian
matrix of the vector c(x).

Now, multiplying second equation of (2.4) by T, we obtain the following reduced
KKT conditions.

∇ f (x)−∇c(x)>λ = 0

−µe + TΛe = 0

c(x)− t = 0,

 (2.5)

where Λ is again a diagonal matrix with λi, i = 1, 2, · · · , m.

In order to solve (2.5), interior point method utilizes Newton method. Hence,
for a given µ > 0, Newton direction (∆x, ∆t, ∆Λ) at point (x, t, λ) is determined by
solving the following system for (2.5)

H(x, t) 0 −(A(x))>

0 Λ T
A(x) −I 0

∆x
∆t
∆λ

 =

∇c(x)>λ−∇ f (x)
µe− TΛe
−c(x) + t

 , (2.6)

where

H(x, t) = ∇xx f (x)−
m

∑
i=1

λi∇xxci(x) and A(x) = ∇xc(x).

On multiply the first equation of (2.6) by −1 and the second equation by −T−1,
we get the following system

6



−H(x, t) 0 (A(x))>

0 −T−1Λ −I
A(x) −I 0

∆x
∆t
∆λ

 =

σ
γ
ρ

 , (2.7)

where

σ = ∇c(x)>λ−∇ f (x),

γ = µT−1e− λ,

ρ = c(x)− t.

 (2.8)

We denote ρ and σ as the primal infeasibility and dual infeasibility respectively.
If ρ is zero at a point, then the point is primal feasible. Also, we refer p = (x, t) as
the primal variables. Consider the following measure

ν(p, λ) = max {‖σ‖2, ‖ρ‖2, ‖TΛe‖2} . (2.9)

A point (p, λ) is said to KKT point if ν(p, λ) = 0. Also, for a predefined accuracy
parameter ε if ν(p, λ) < ε, then we declare that point as a approximated KKT point.

From (2.7), we can eliminate ∆t by using the following expression

∆t = TΛ−1(γ− ∆λ).

Now resulting Newton system is[
−H(x, t) (A(x))>

A(x) TΛ−1

] [
∆x
∆λ

]
=

[
σ

ρ + TΛ−1γ

]
. (2.10)

The system (2.10) has unique solution, when the matrix H(x, t) is positive defi-
nite. In case of non positive definite, we perturb the Hessian matrix as Ĥ = H + rI,
where r > 0 is chosen so that the matrix Ĥ is positive definite. By solving the system
(2.10), we can easily find the direction ∆x, ∆λ and ∆t. The explicit formulas of the
search direction are

∆x = N−1
(
(A(x))>(T−1Λρ + γ)− σ

)
∆t = −ρ + A(x)∆x,

∆λ = γ + T−1Λ(−A(x)∆x + ρ),

 (2.11)
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where N = H(x, t) + (A(x))>T−1ΛA(x). If H is not positive definite, we re-
place it by Ĥ.

To find a solution of 2.4, the algorithm that we propose here starts from an initial
point

(
x(0), t(0), λ(0)); then, at the k-th iteration, it determines a search direction(

∆x(k), ∆t(k), ∆λ(k)) by 2.11 at
(

x(k), t(k), λ(k)
)

; lastly, it chooses a step length α(k)

and then finds the next iterate by x(k+1) = x(k) + α(k)∆x(k), t(k+1) = t(k) + α(k)∆t(k)

and λ(k+1) = λ(k) + α(k)∆λ(k), where the step length α(k) is detailed in the next
subsection.

2.1.1 Selection of step length

The proposed algorithm updates the iteration point at the end of each iteration by
??. When choosing the step length at every iteration, attention must be given so
that the vectors t and λ, stay positive across the iterations. For this positivity, we
choose the step length α at every iteration by the following standard ratio formula:

α = min

{
δ

(
max

i

{
−∆ti

ti
,−∆λi

λi

})−1

, 1

}
, (2.12)

where 0 < δ ≤ 1.

2.2 Merit Function

Over the last two decades, there has been a lot of study on merit functions for
constrained nonlinear programming. A merit function ensures that progress toward
a local minimizer and feasibility is made in tandem. This progress is accomplished
by shortening the steplength along the search directions specified by (8) as required
to decrease the merit function sufficiently. One possibility of the merit function can
be

Ψ1(x, β) = f (x) + β‖ρ(x, t)‖1 (2.13)

This merit function is exact, which implies that there exists a β0 such that, for all
β ≥ β0, a minimizer of (6) is guaranteed to be feasible and, under general conditions,
a local minimizer of the problem (2.1). Though exactness is a desirable property, the
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nondifferentiability of `1-norms can make mathematical calculations challenging.
The variety of the smooth merit function is defined as

Ψ2(x, β) = f (x) +
β

2
‖ρ(x, t)‖2

2 (2.14)

The merit function Ψ2 is studied by Fiacco and McCormick.
The `2 merit function (2.14) for problem (2.2) is

Ψβ,µ(x, ω) = f (x)−
m

∑
i=1

log(ti) +
β

2
‖ρ(x, t)‖2

2, (2.15)

where ρ(x, t) = t− h(x).

Theorem 1 shows that for large enough β′s the search directions defined by
(2.11) are descent directions for Ψβ,µ whenever the problem is H(x, t) is positive
definite.

Theorem 1 Let the matrix N is positive definite, Then there exist βmin ≥ 0 such that,
for each β > βmin the search directions (∆x, ∆t) are descent for the merit function
Ψβ,µ i.,e., [

∇xΨβ,µ
∇tΨβ,µ

]> [∆x
∆t

]
< 0.

Proof The gradient of merit function with respect to x and t are[
∇xΨβ,µ
∇tΨβ,µ

]
=

[
∇x f (x)− β(A(x))>ρ
−µT−1e + βρ

]
.

Now,[
∇xΨβ,µ
∇tΨβ,µ

]> [∆x
∆t

]
=−

(
∇x f (x)− µ(A(x))>T−1e

)>
N−1

(
∇x f (x)− µ(A(x))>T−1e

)
+ µe>T−1ρ +

(
∇x f (x)− µ(A(x))>T−1e

)>
N−1(A(x))>T−1Λρ

− β‖ρ‖2.

Now, two cases arise

1. When the term of the last expression

Γ = µe>T−1ρ +
(
∇x f (x)− µ(A(x))>T−1e

)>
N−1(A(x))>T−1Λρ

9



is negative then [
∇xΨβ,µ
∇tΨβ,µ

]> [∆x
∆t

]
< 0.

Hence (∆x, ∆t) is descent direction for the merit function Ψβ,µ.

2. If the term

Γ = µe>T−1ρ +
(
∇x f (x)− µ(A(x))>T−1e

)>
N−1(A(x))>T−1Λρ > 0,

then we set

βmin =
−
(
∇x f (x)− µ(A(x))>T−1e

)> N−1 (∇x f (x)− µ(A(x))>T−1e
)
+ Γ

‖ρ‖2 .

Hence, in this case, we can choose a β > βmin such that[
∇xΨβ,µ
∇tΨβ,µ

]> [∆x
∆t

]
< 0.

.

2.2.1 Selection of Barrier Parameter

Interior point method keeps changing the value of barrier parameter at every point
of iteration. Traditionally the value of barrier parameter is chosen as

µ = r
T>λ

m
, (2.16)

where r ∈ (0, 1).

We propose the following interior-point algorithm with a backtracking line-
search algorithm for the nonlinear optimization problem:

2.2.2 Algoritm 1

• Initialization
Give an initial point (x(0), t(0), λ(0)) such that t(0), λ(0) > 0.
Give the values of parameters r ∈ (0, 1) and 0 < κ < 1.

10



Give a value of the precision parameter ε > 0. Set k = 0.
•Main Steps
while ν(p(k), λ(k)) ≥ ε

µ(k) according to (2.16).
Calculate the search directions (∆x(k), ∆t(k), ∆λ(k)) by (2.11).
Set β = 10βmin to guarantee that (∆x(k), ∆t(k), ∆λ(k)) are descent for Ψ.
Choose step length α by the formula (2.12)
Set p(k+1) = p(k) + α∆p(k), λ(k+1) = λ(k) + α∆λ(k)

Find α(k) ∈ (0, α) such that the following Armijo condition satisfied

Ψη,µ(k)(p(k+1)) ≤ Ψη,µ(k)(p(k)) + α(k)κ
(
∇Ψη,µ(k)

)>
∆p(k).

Set p(k+1) = p(k) + α(k)∆p(k), λ(k+1) = λ(k) + α(k)∆λ(k)

• end while
• return minimum point x∗.

11



Chapter 3

Numerical Experiments

3.1 Numerical Implementation

In this part, we report some mathematical investigations for the proposed Algorithm
1(2.2.2). The programs are written in MATLAB R2020a and run on a machine with
an Intel Core i3 7020 2.30GHz CPU and 3.00GB RAM. We used the following value
of the parameters ε = 10−6, κ = 0.1, r = 0.01.

In the next part, we take some test problems to test the exhibition of the Algo-
rithm 1(2.2.2). Details of these test problems are described in Table 3.1.

3.1.1 Test Problems

3.1.1.1 Test 1

min (X1 + X2
2 − 7)2 + (X2

1 + X2 − 11)2

s.t. (X1 − 0.05)2 + (X2 − 2.5)2 − 4.84 ≤ 0,

4.84− (X1)
2 − (X2 − 2.5)2 ≤ 0,

X1, X2 ∈ [0, 6].

3.1.1.2 Test 2

Minimize 6(X1 − 10)2 + 4(X2 − 12.5)2,

Subject to X2
1 + (X2 − 5)2 ≤ 50,

X2
1 + 3X2 ≤ 200,

(X1 − 6)2 + X2
2 ≤ 37.

12



Table 3.1: Data for the test problems performed by the Algorithm 1.

Problem no. of variables (n) no. of constraints (m) iterations x∗ f (x∗)

Test 1 2 2 9 (2.2468, 2.3818)> 13.5898

Test 2 2 3 8 (6.9999, 5.9999)> 223.0011

Test 3 2 1 13 (0.9999, 0.9999)> 0.0000

Test 4 2 1 10 (0.9999, 0.9999)> 0.0000

3.1.1.3 Test 3

min (1− X1)
2 + 100(X2 − X2

1)
2,

s.t. (X1 − 1)3 − X2 + 1 ≤ 0,

−1.5 ≤ X1 ≤ 1.5,

−0.5 ≤ X2 ≤ 2.5

3.1.1.4 Test 4

min (1− X1)
2 + 100(X2 − X2

1)
2,

s.t. X2
1 + X2

2 ≤ 2,

−1.5 ≤ X1 ≤ 1.5,

−1.5 ≤ X2 ≤ 1.5

3.1.2 Real World Problems

3.1.2.1 Welded Beam Design Problem (WBDP) [13]

The aim of this problem is to minimize the expense of the welded beam when taking
into account constraints such as end deflection of the beam (δ), shear stress (θ),
bucking load on the bar (Pc), bending stress in the beam (σ), and side constraints.
Mathematically, this problem can be written as:
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Figure 3.1: Convergence of Algorithm 1 for Test1

min 0.04811X3X4(14.0 + X2)1.1047X2
1X2

s.t. θ(X) ≤ θmax

σ(X) ≤ σmax

X1 − X4 ≤ 0

P ≤ Pc(X)

δ(X) ≤ δmax

X1, X4 ∈ [0.1, 2] and X2, x3 ∈ [0.1, 10],


where

θ(X) =

√√√√((θ′(X))2 + ((θ′′(X))2 +
X2(θ′(X)(θ′′(X))√

0.25[X2
2 + (X1 + X3)2]

,

σ(X) =
6PL
X2

3X4
, δ(X) =

4PL3

EX2
3X4

,
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Figure 3.2: Convergence of Algorithm 1 for Test 2

Pc(X) =
4.013E

√
X2

3X6
4

36
L2

[
1− X3

2L

√
E

4G

]
where

θ′(X) =
P√

2X1X2
, θ′′(X) =

MR
J

M = [L + 0.5X2] P, R =
√

0.25X2
2 + 0.25(X1 + X3)2

J = 2
√

2 X2X1

(
X2

2/12 + 0.25(X1 + X3)
2
)

P = 6000lb, E = 30106psi, L = 14in, G = 12106psi, θmax = 13600psi, δmax =

0.25in σmax = 30000psi.
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Figure 3.3: Convergence of Algorithm 1 for Test 3

3.1.2.2 Weight of a Tension /Compression Spring Problem (WSP) [14]

The aim of this problem is to reduce the weight of a tension as much as possible with
the restrictions: minimum deflection, limits on outside, surge frequency, diameter,
shear stress (see Figure 5.7). The problem formulation is as follows:

min X2
1X2(2 + X3),

s.t.
X3

2X3

(71785X4
1)
− 1 ≥ 0,

1− 4X2
2 − X1X2

12566X3
1(X2 − X1)

− 1
5108X2

1

X3
2X3

(71785X4
1)
− 1 ≥ 0,

140.45X1

XX3x2
2
− 1

X3
2X3

(71785X4
1)
− 1 ≥ 0,

1− X1 + X2

1.5− 1
X3

2X3

(71785X4
1)
− 1 ≥ 0,

and X1 ∈ [0.05, 2], X2 ∈ [0.25, 1.3], X3 ∈ [2, 15].

16



1 2 3 4 5 6 7 8 9 10

Iterations

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000
Test 4

Figure 3.4: Convergence of Algorithm 1 for Test 4

3.1.2.3 Three Bar Truss Problem (TBTB) [14]

In this problem, three bars should be put as seen in Figure 5.9. The goal is to keep
the weight of the bars in this position as low as possible. This dilemma has the
following mathematical expression:

min (2
√

2X1 + X2)L

s.t. σ−
√

2X1 + X2√
2X2

1 + 2X1X2
P ≥ 0

σ− X2√
2X2

1 + 2X1X2
P ≥ 0

σ− 1
X1 +

√
2X2

P ≥ 0

0 ≤ X1, X2 ≤ 1.

The constants are L = 100cm, σ = 2KN/cm2 and P = 2KN/cm2.
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Table 3.2: Optimal value for WBDP of different algorithm and Algorithm 1

Method Author f ∗(x)

Interior-point method This paper 1.72485

Self-adaptive penalty approach Coello 1.74830

Constraint correction at constant cost Arora 2.43311

CPSO He and Wang 1.728024

Geometric programming Ragsdell and Phillips 2.38593

GA Deb 2.43311

Feasibility-based tournament selection Coello and Montes 1.72822

Modified PSO Ebehart 1.72485

Table 3.3: Optimal value for WSB of different algorithm and Algorithm 1.

Author Method f (x∗)

This paper Interior-point method 0.01266

He and Wang CPSO 0.01267

Ebehart Modified PSO 0.01266

Coello Self-adaptive penalty approach 0.01270

Belegundu Numerical optimization technique 0.01283

Arora Constraint correction at constant cost 0.12730

Coello and Montes Feasibility-based tournament selection 0.01268

18



Figure 3.5: Welded Beam Design

Table 3.4: Optimal value for TBTB of different algorithm and Algorithm 1.

Algorithm name optimal point optimal value

Cricket algorithm (0.7886, 0.4083) 263.8958

Bat algorithm (0.7886, 0.4082) 263.8958

Swarm optimization approach (0.7950, 0.3950) 264.3000

Mine blast algorithm (0.7885, 0.4082) 263.8958

Cuckoo search algorithm (0.7886, 0.4090) 263.9716

Artificial atom algorithm (A3) (0.7887, 0.4080) 263.8958

Interior-point method (0.7886, 0.4082) 263.8956
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Figure 3.6: Convergence of Algorithm 1 for Welded Beam Design Problem

Figure 3.7: Tension/compression string problem
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Figure 3.8: Convergence of Algorithm 1 for Tension string problem

Figure 3.9: Three Bar Truss Problem
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Figure 3.10: Convergence of Algorithm 1 for Three Bar Truss Problem
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Chapter 4

Conclusion

In this project, a system of perturbed KKT systems are solved with the help of
IPM. IPM utilizes Newton method to find the direction along which to proceed. A
merit function is used to take appropriate steplength along the search direction.
Hence, proposed algorithm gradually reduces ν(p, λ) as the iterations increase. The
efficiency of the proposed algorithims tested on some test problems and real worlds
problems. The numerical outcomes have shown that the proposed algorithm is able
to solve constrained problems and real-world problems efficiently.
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Chapter 5

MATLAB CODE (Test 1)

x = [x1; x2];
X = diag(x);
w = [w1;w2;w3;w4;w5;w6];
W = diag(w);
y = [y1;y2;y3;y4;y5;y6];
Y = diag(y);
e = [1;1;1;1;1;1];
I = diag(e);
I1=diag([1,1]);
f = (x1*x1 + x2 -11)*(x1*x1 + x2 -11) + (x1+x2*x2 -7)*(x1+x2*x2 -7);
x0 = [1;1];
w0 = ones(6,1);
y0 = 1./w0;
h1 = 4.84 - (x1 - 0.05)2 − (x2− 2.5)2;
h2 = x1 ∗ x1 + (x2− 2.5) ∗ (x2− 2.5)− 4.84;
h3 = x1;
h4 = x2;
h5 = 6− x1;
h6 = 6− x2;
h = [h1; h2; h3; h4; h5; h6];
grad f = gradient( f , x);
b = f − k ∗ (sum(log(w(1 : 6))));
gradbx = gradient(b, x);
gradbw = gradient(b, w);
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H1 = 0;
f ori = 1 : 6
H1 = H1− y(i). ∗ hessian(h(i), x);
end
H = hessian( f , x) + H1;
H0 = vpa(subs(H, [x; y], [x0; y0]));
A = vpa(jacobian(h, x));
sigma = grad f − transpose(A) ∗ y;
sgm = grad f − k ∗ transpose(A) ∗ inv(W) ∗ e;
sigma1 = subs(sigma, [x; y], [x0; y0])
gamma = k ∗ inv(W) ∗ e− y;
game = W ∗Y ∗ e;
game1 = subs(game, [w; y], [w0; y0])
rho = w− h;
rho1 = subs(rho, [x; w], [x0; w0])
S = b + (t/2) ∗ transpose(rho) ∗ rho;
gradSx = gradient(S, x);
gradSw = gradient(S, w);
N = H + transpose(A) ∗ inv(W) ∗Y ∗ A;
d1 = vpa(transpose(rho1) ∗ rho1);
d2 = transpose(game1) ∗ game1;
d3 = transpose(sigma1) ∗ sigma1;
mer1 = max([d1, d2, d3]);
count = 0;
f ori = 1 : 80
disp(′enteredin f orloop(numbero f iteration)i =′)
disp(i)
count = count + 1
xk = x0;
wk = w0;
yk = y0;
Wk = diag(wk);
Yk = diag(yk);
A1 = subs(A, x, xk);
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rho1 = subs(rho, [x; w], [xk; wk]);
sigma1 = subs(sigma, [x; y], [xk; yk]);
k1 = 0.01 ∗ (transpose(wk) ∗ yk)/(10)
sgm1 = subs(sgm, [x; w; k], [xk; wk; k1]);
gradbx1 = subs(gradbx, [x; k], [xk; k1]);
gradbw1 = subs(gradbw, [w; k], [wk; k1]);
gradSx1 = subs(gradSx, [x; w; k], [xk; wk; k1]);
gradSw1 = subs(gradSw, [x; w; k], [xk; wk; k1]);
H1 = subs(H, [x; y], [xk; yk]);
N1 = subs(N, [x; w; y], [xk; wk; yk]);
lambN = eig(N1);
pos = min(lambN);
i f (pos < 0)
N1 = N1 + (abs(pos) + 1) ∗ I1;
end
delx = k ∗ inv(N1) ∗ transpose(A) ∗ inv(W) ∗ e − inv(N1) ∗ grad f + inv(N1) ∗
transpose(A) ∗ inv(W) ∗Y ∗ rho;
delw = k ∗ A ∗ inv(N1) ∗ transpose(A) ∗ inv(W) ∗ e− A ∗ inv(N1) ∗ grad f − (I −
A ∗ inv(N1) ∗ transpose(A) ∗ inv(W) ∗Y) ∗ rho;
dely = −inv(W) ∗Y ∗ delw + gamma;
delx1 = subs(delx, [x; w; y; k], [xk; wk; yk; k1]);
delw1 = subs(delw, [x; w; y; k], [xk; wk; yk; k1]);
dely1 = subs(dely, [x; w; y; k], [xk; wk; yk; k1]);
d1 = [delx1; delw1];
db1 = [gradbx1; gradbw1];
ppp = transpose(db1) ∗ d1
pp3 = −transpose(sgm1) ∗ inv(N1) ∗ sgm1 + k1 ∗ transpose(e) ∗ inv(Wk) ∗ rho1 +

transpose(sgm1) ∗ inv(N1) ∗ transpose(A1) ∗ inv(Wk) ∗Yk ∗ rho1;
i f (transpose(db1) ∗ d1 < 0)
disp(′umhhbetaiszerohereandxkisin f easible′)
t1 = 0;
a1 = −(delw1./wk);
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a2=-(dely1./yk);
a3=max([a1 ;a2]);
a4=min([1,0.95/a3]) ;
xnew = vpa(x0 + a4 ∗ delx1);
wnew = vpa(w0 + a4 ∗ delw1);
ynew = vpa(y0 + a4 ∗ dely1);
bk = subs(b, [x; w; k], [xk; wk; k1])
bnew = subs(b, [x; w; k], [xnew; wnew; k1])
while(bnew > bk + a4 ∗ 0.01 ∗ ppp)
disp(′shorteningthestep′)
a11 = a4;
a111 = 0.05 ∗ a11;
xnew = xk + a111 ∗ delx1
wnew = wk + a111 ∗ delw1
ynew = yk + a111 ∗ dely1;
bknew = subs(b, [x; w; k], [xnew; wnew; k1])
bnew = vpa(bknew);
a4 = a111;
end
x0 = xnew;
w0 = wnew;
y0 = ynew;
else

if ( pp3¡0)
t1=0;
a1=-(delw1./wk);

a2=-(dely1./yk);
a3=max([a1 ;a2]);
a4=min([1,0.95/a3]) ;
xnew = vpa(x0 + a4 ∗ delx1);
wnew = vpa(w0 + a4 ∗ delw1);
ynew = vpa(y0 + a4 ∗ dely1);
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bk = subs(b, [x; w; k], [xk; wk; k1]);
bnew = subs(b, [x; w; k], [xnew; wnew; k1]);
while(bnew > bk + a4 ∗ 0.01 ∗ ppp)
disp(′shorteningthestep′)
a11 = a4;
a111 = 0.05 ∗ a11;
xnew = xk + a111 ∗ delx1;
wnew = wk + a111 ∗ delw1;
ynew = yk + a111 ∗ dely1;
bknew = subs(b, [x; w; k], [xnew; wnew; k1]);
bnew = vpa(bknew);
a4 = a111;
end
x0 = xnew;
w0 = wnew;
y0 = ynew;
else
disp(′nowcalculatebetaandxkisin f easible′)
t2 = pp3/(transpose(rho1) ∗ rho1);
t1 = 10 ∗ t2;
S = b + (t/2) ∗ transpose(rho) ∗ rho;
gradSx = gradient(S, x);
gradSw = gradient(S, w);
gradSx1 = subs(gradSx, [x; w; k; t], [xk; wk; k1; t1]);
gradSw1 = subs(gradSw, [x; w; k; t], [xk; wk; k1; t1]);
db2 = [gradSx1; gradSw1];
kkk4 = transpose(db2) ∗ d1
khg = pp3− t1 ∗ transpose(rho1) ∗ rho1
i f (transpose(db2) ∗ d1 < 0)
disp(′calculatedbeta′)
a1 = −(delw1./wk);

a2=-(dely1./yk);
a3=max([a1 ;a2]);
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a4=min([1,0.95/a3]);
xnew = vpa(x0 + a4 ∗ delx1);
wnew = vpa(w0 + a4 ∗ delw1);
ynew = vpa(y0 + a4 ∗ dely1);
Sk = subs(S, [x; w; t; k], [xk; wk; t1; k1]);
Snew = subs(S, [x; w; t; k], [xnew; wnew; t1; k1]);
while(Snew > Sk + a4 ∗ 0.01 ∗ kkk4)
disp(′shorteningthestep′)
a11 = a4;
a111 = 0.05 ∗ a11;
wnew = wk + a111 ∗ delw1;
ynew = yk + a111 ∗ dely1;
Snew1 = subs(S, [x; w; k; t], [xnew; wnew; k1; t1]);
Snew = vpa(Snew1);
a4 = a111;
end
x0 = xnew;
w0 = wnew;
y0 = ynew;
else
end
end
end
rho2 = subs(rho, [x; w], [x0; w0]);
sigma2 = subs(sigma, [x; y], [x0; y0]);
gamma2 = subs(game, [w; y; k], [w0; y0; k1]);
norm = transpose(rho2) ∗ rho2+ transpose(sigma2) ∗ sigma2+ transpose(gamma2) ∗
gamma2
SAI1 = vpa(subs(S, [x; w; k; t], [x0; w0; k1; t1]));
bar = subs(b, [x; w; k; t], [x0; w0; k1; t1]);
holdon
xlabel(′ Iterations′)
ylabel(′ν(p, λ)’,’interpreter’,’latex’)
title(’Test 1’)
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Dh(i) = norm;
plot(1:i,Dh(1:i),’b-’)
if (norm¡=0.00001)
disp(xk)
break
end
x0=xnew;
w0 = wnew;
y0 = ynew;
end
disp(x0)
f unval = subs( f , x, x0)
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