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Abstract 

Automated and quick fault detection has received quite a lot of importance and some 

comprehensive studies have been done because of interlinking of varieties of disturbances in 

the power system. It takes ideal sinusoidal signal as training data aiming to recognize the 

other different types of faults, it generally involves two problems, i.e., selection and matching 

between the training and the testing data. Many studies have either studied the two 

independently or only focusing on selection part with less focus on the matching part of the 

algorithm. In this paper we propose the algorithm of transfer subspace learning to address the 

problem of matching which is of considerable importance as how good be the selection if the 

matching to particular fault is not accurate it will not give desired results. In the experiment 

we calculate the projection matrix and maximum mean discrepancy matrix to identify the 

type of fault which has occurred. The experiment so performed on the industrial data verifies 

our experiment to be workable in the real world situations. 
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Chapter 1: Introduction 
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INITIALIZATION OF INPUT 

 

𝐼𝐹 𝐼𝑁𝑃𝑈𝑇(𝑖)  

=  𝑃𝐴𝑅𝑇𝐼𝐶𝑈𝐿𝐴𝑅 𝐹𝐴𝑈𝐿𝑇(𝑖) 

𝑈(𝑖, 𝑗)  =  1 𝑈(𝑖, 𝑗)  =  0 

COMPUTE DIMENSIONALLY REDUCED MATRIX 

CALCULATE PROJECTION MATRIX i.e. transfer subspace 

matrix 

CALCULATE MAXIMUM MEAN DISCREPANCY 

INITIALIZE INPUTS TO LSTM NETWORK 

TRAINED LSTM NETWORK 
INITIALIZE 

TESTING 

INPUTS 
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Figure 1: Flowchart of Algorithm 

1.1 Overview  

In power systems, fault detection and identifying the type of fault both have 

significant value & with more complex faults occurring the demand for new 

techniques to identify faults has been significantly boosted. Fault detection aims 

to recognize different types of faults under the following categories, e.g., Sag, 

Swell, Harmonics, transients. Fault detection & identification has been proven 

quite important in applications requiring human-machine interaction, e.g., in-

distribution stations, transmission stations, generating stations, consumer centres.  

 

With the advances in pattern recognition and machine learning techniques, many 

algorithms have been developed for fault detection. For example, Gaussian 

mixture model, neural network, support vector machine, supervised & 

unsupervised learning methods and deep neural networks. These approaches 

obtain satisfactory results but satisfactory is not enough in case of power system 

applications as one wrong can lead to a big enough loss (e.g. Loss of life) which 

would be very difficult to repay. We see that most of these algos are conducted on 

the assumption that the training and testing values are obtained from the same set 

of data. In practice however, since different faults are collected under different 

conditions, we have to cope with the cross-detection of faults, where   the 

classifier model trained in one fault is applied to another fault, and often leads to 

poor recognition performance. 

In fault detection in the power system, adaptation of control apparatus to the new 

environment is very important as there is a lot of variation among different types 

of faults & in cases of the same fault where the frequency is not fixed as a 

constant value but given a range of variation. Researchers have proposed many 

adaptation techniques, e.g., cepstral mean normalization, maximum aposteriori, 

joint factor analysis, vocal tract length normalization, maximum likelihood linear 

regression, to boost the system’s performance. Over the period of last year deep 

learning has been applied over large variation of applications e.g. speech & face 

recognition, image processing, traffic management, chat-bots etc. A very basic 

characteristic of deep learning neural network is that it can learn features from 

raw data & does not need much simplification. A common feature of the deep 

learning neural network is that it can learn high level invariant features of the 

fault data more efficiently, and they can obtain better recognition performance 

than traditional algorithms. 

All the methods discussed above requires a large number of training data, and do 

RESULTS 

END 
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not take into account the influence of the “bias” problem. Transfer learning has 

gained value in past few years & has started to be seen as an alternative to the 

above drawback posed by the above algorithm It stores the knowledge obtained 

from the source data and applies that knowledge to the target data. 

   Subspace learning or dimensionality reduction, plays an important role in 

recognition as in this algorithm the original high dimensional features are 

projected to lower dimensional feature space, where properties of the original data 

is preserved. Recent years have witnessed widespread interest in sub-space 

learning techniques. A variety of algos & methods have been used to represent 

high dimensional data few of them are principal component analysis, linear 

discriminant analysis, locality preserving projection, locally linear embedding, 

laplacian eigen-map. Despite the different methods developed over the years, they 

can be understood as methods of general graph embedding framework.  

We can see that in all the above cases that they have pre-assumed that both the 

training data & the testing data has been drawn from the same data sets or has 

identical set of values. In our case the major drawback of this is that the values are 

not at all constant it is variable i.e. it is variable as the frequency of the system is 

not fixed at a constant value rather it is variable in range of frequencies. To tackle 

this problem posed we employ the use of subspace-transfer learning algorithm in 

which the system tries to learn the common invariant features between training & 

testing data sets. However this cannot be employed or used for our case as it 

ignores the most important element of power system i.e. frequency as many faults 

like harmonics are majorly because of change in frequency of the system. 

In this paper we propose an algorithm based on subspace-transfer learning but the 

features to be selected are taken as an additional constraint for our problem. In 

this way the benefits of subspace-transfer learning is also incorporated without 

compromising on the features of different faults. In this approach we can learn a 

projection matrix (Proj) which maps the features of different types of frequencies 

on to a common subspace while the l2,1 norm is applied to Proj for selection of 

features. A regularization term is employed to maintain the geometric integrity of 

the data so that the recognition could be more accurate & precise.  

All the main observations that we can draw from the above discussion can be summarized 

as follows: 

➢ To deal with the changes in different data sets (based on frequency majorly) subspace-

transfer learning has been modified to incorporate the feature selection process as well. Its 

main purpose is to incorporate the shortcomings posed by variable frequency in basic 

subspace-transfer learning. 

➢ A regularization term is employed to maintain the geometric integrity of the data 

so that the recognition could be more accurate & precise 

 

1.2 Past Works 

In this section of the paper we have studied about the past development that have 

happened in the field of feature selection & subspace-transfer learning. We have not kept 

our outlook in the survey confined to the power system domain but have gone through 

various fields to get the oversight of all the developments & learn from shortcomings of 

the past. 
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➢ Feature Selection: It is one the most complex & important step to detect any type of 

fault. In this we try to see which features of the data most significantly denote the 

characteristics of the data & ignore the other less important features. Based on if the 

information is available or not feature selection can be divided into 3 categories i.e. 

supervised, semi-supervised & unsupervised. Of the 3 unsupervised is most difficult but 

in most practical cases unsupervised is the one which is seen. We focus our study to the 

unsupervised feature selection. Most of the traditional feature selection algorithms neglect 

the correlation that exist between different features (different features due to the 

difference in frequencies). L2,1 norm is one the techniques that employ the use of 

correlations to select the features for different faults. Most of the researches done in the 

past have either clustered the data or have focused on feature selection only neglecting 

subspace–transfer learning which is an important next step because all the features 

obtained after this step must be mapped on to a common subspace for identification. Our 

approach tries to fill this gap between these 2 processes incorporating the best values of 

both & integrating them to get precise & accurate results.  
➢ Subspace Transfer Learning: The technique which we are incorporating is not a 

single step algorithm but two algorithms conjucted together i.e. subspace learning & 

transfer learning. Now as we know that these are 2 different algorithms let’s look at them 

individually first & then we’ll see how the merger of the two gives desired results for our 

problem. In subspace learning we try to find a subspace where the properties of the data is 

preserved as well as the redundant features of the large amount of data is removed. Some 

of the subspace learning algorithms are pattern recognition, LDA, Locality preserving 

algorithm, ISOMAP, local linear embedding, laplacian-eigenmap, etc. Let’s now see what 

is transfer learning, transfer learning is used when knowledge is first obtained from 

training set of data & then this knowledge so obtained is applied to another set of 

unknown data. This learning is highly useful in our case as the frequency may change the 

values of the new set of data but the basic characteristics of any fault can be detected by 

the use of this algorithm. Now as we saw in above description subspace learning is used to 

reduce the dimension of data by eliminating redundant features while transfer learning is 

the next step to detect the type of fault. Subspace-transfer learning helps us to do 

computation of large volume of data more swiftly and predict the type of fault with 

accuracy.  
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Chapter 2: Subspace-Transfer Learning for Power System 

Disturbance Recognition 

 

Let’s now apply all the concepts discussed above & see with the help of mathematical 

equations how it actually works. In this part of the paper we see all the steps from feature 

selection to subspace-transfer learning but all in the form of mathematical equations. 

Let’s start by clearing one difference i.e. all matrix are denoted in capital letters while all 

vectors are denoted by small letters. Let’s understand what we mean by vector, vector are 

individual faults with different frequency while matrix is combination of multiple 

frequencies. Here point to note is that fault is constant both for vectors as well as matrix i.e. if 

vectors are of sag matrix will be of sag only. Mathematical expression is given as follows:- 

𝐴 = 𝑎(i,j) 

The feature matrix for the process is given as 

𝑋 = [𝑋𝑠𝑜𝑢𝑟𝑐𝑒, 𝑋𝑡𝑎𝑟𝑔𝑒𝑡 ]  Є 𝑅𝑚 ∗ 𝑛  
𝑋𝑠𝑜𝑢𝑟𝑐𝑒 = [𝑥1, 𝑥2, 𝑥3. . . . 𝑥𝑛𝑠]Є𝑅𝑚 ∗ 𝑛𝑠 

𝑋𝑡𝑎𝑟𝑔𝑒𝑡 = [𝑥𝑛𝑠 + 1, 𝑥𝑛𝑠 + 2, 𝑥𝑛𝑠 + 3. . . . 𝑥𝑛]Є𝑅𝑚 ∗ 𝑛𝑡 

Now as training & testing data may have different frequency we need to use subspace 

learning to map the features that were obtained from both individually on to one common 

subspace. When Xsource & Xtarget are taken onto a common subspace it is defined by 

following process 

𝑌 = [𝑌𝑠𝑜𝑢𝑟𝑐𝑒, 𝑌𝑡𝑎𝑟𝑔𝑒𝑡 ]   
𝑌𝑠𝑜𝑢𝑟𝑐𝑒 = [𝑦1, 𝑦2, 𝑦3. . . . 𝑦𝑛𝑠]Є𝑅𝑛𝑠 ∗ 𝑐 

𝑌𝑡𝑎𝑟𝑔𝑒𝑡 = [𝑦𝑛𝑠 + 1, 𝑦𝑛𝑠 + 2, 𝑦𝑛𝑠 + 3. . . . 𝑦𝑛]Є𝑅𝑛𝑡 ∗ 𝑐 

 

To convert X to a common subspace the formula that are employed are as follows  

𝑚𝑖𝑛𝑖𝑚𝑢𝑚𝑌𝑠𝑜𝑢𝑟𝑐𝑒 ∑ 𝑈(𝑖, 𝑗)||𝑦(𝑖) − 𝑦(𝑗)||2

𝑖,𝑗

 

(𝑌𝑠𝑜𝑢𝑟𝑐𝑒)𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ∗ 𝐵 ∗ 𝑌𝑠𝑜𝑢𝑟𝑐𝑒 =  𝐼 

In the equation, I denotes the identity matrix i.e. diagonal elements are 1 rest all are 0 where 

B is given by the equation 

𝑈 = [𝑢(𝑖, 𝑗)]Є𝑅𝑛𝑠 ∗ 𝑛𝑠 

 

Where u(i,j) whether the characteristics of both training  & testing data are same or not i.e. 

both are sag, swell or any other type of fault. If they both are same type of fault 

𝑢(𝑖, 𝑗) = 1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝑢(𝑖, 𝑗) = 0 

Hence after reducing the dimension of the X matrix by subspace learning we get 

𝑌𝑠𝑜𝑢𝑟𝑐𝑒 = [𝑣1, 𝑣2, 𝑣3 … , 𝑣𝑐]Є𝑅𝑛𝑠 ∗ 𝑐 

 

Now since we have reduced the dimension of the matrix i.e. eliminated the redundant features 

lets now plot this onto a common subspace so that transfer learning could be applied to the 

problem at later stage. To find the projection matrix i.e. projection of low dimensional feature 

matrix on to one common subspace we employ the use of following formula 

𝑚𝑖𝑛𝑖𝑚𝑢𝑚𝑃𝑟𝑜𝑗||𝑋𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ∗ 𝑃 − 𝑌||𝐹
2  

Where ||.||F denotes the Frobenius norm of the matrix 
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Now we come to the transfer learning step of the experiment. Transfer learning as already 

discussed above is important as the features of the two training & testing data may not be the 

same but the characteristics or in simpler words the knowledge present in any type of fault is 

unique & hence this knowledge that is obtained can be applied to multiple set of examples to 

get the desired outcomes. We employ the use of maximum discrepancy between the training 

and testing data to get an accurate estimate as to how much of the difference is actually there 

between the training and testing data. To preserve the properties maximum discrepancy is 

incorporated into the formula & the updated formula becomes  

𝑚𝑖𝑛𝑖𝑚𝑢𝑚𝑃𝑟𝑜𝑗||𝑋𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ∗ 𝑃 − 𝑌||𝐹
2 +  𝛽 ∗ 𝑓(𝑝) + 𝛼 ∗ ||𝑃𝑟𝑜𝑗||2,1 

In the equation β denotes the effect too which maximum discrepancy (denoted as 𝑓(𝑝)) is 

incorporated in the process & ||.||21 denotes the l21 norm of the matrix. 𝑓(𝑝)  & ||Proj||21 is 

expressed as follows 

𝑓(𝑝) = ||[(
1

𝑛𝑠
) ∗ ∑ 𝑦(𝑖) ] − [ (

1

𝑛𝑡
) ∗ ∑ 𝑦(𝑗)]

𝑛

𝑗=𝑛𝑠+1

 || 

𝑛𝑠

𝑖=1

2

 

𝑓(𝑝)  =  𝑡𝑟𝑎𝑐𝑒(𝑃𝑟𝑜𝑗𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ∗ 𝑋 ∗ 𝑀 ∗ 𝑋𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ∗ 𝑃𝑟𝑜𝑗) 

𝑃𝑟𝑜𝑗: ||𝑃𝑟𝑜𝑗||2,1 = ∑ ||𝑃𝑟𝑜𝑗𝑖||2

𝑚

𝑖=1

 

 

Where 𝑇𝑟(. ) denotes the trace of the matrix while 𝑀 denotes maximum discrpancy 

 

With all the above steps we have reduce the dimension as well as made the system to learn to 

detect different types of faults. As most researchers do we get results by the above steps in 

this process we ignore a main component i.e. geometric structure of the data which is really 

important for real world problems. Taking inspiration from manifold learning which says that 

if 2 points in a particular plane are close to each other then there must exist 2 points which 

are close to the dimensionally reduced data as well. Let’s understand this with the help of the 

following mathematical equations. 

Let there be a set of points 𝑥1; 𝑥2; . . . ;  𝑥𝑛 we can construct a nearest neighbour graph for this 

by the use of following equations 

𝑊 = [𝑤(𝑖, 𝑗)]Є𝑅𝑛 ∗ 𝑛 

Where 𝑤(𝑖, 𝑗)  =  1, 
                                              =  0    , otherwise 

The regularization term to maintain the geometric integrity of the data is given by 𝑔(𝑝) as 

follows 

𝑔(𝑝) = (
1

2
) ∗ ∑ ||𝑧(𝑖) − 𝑧(𝑗)||

2   
𝑛

𝑖,𝑗=1

∗ 𝑤(𝑖, 𝑗) 

𝑓(𝑝)  =  𝑡𝑟𝑎𝑐𝑒(𝑃𝑟𝑜𝑗𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ∗ 𝑋 ∗ 𝐿 ∗ 𝑋𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ∗ 𝑃𝑟𝑜𝑗) 

𝐿 = 𝐷 − 𝑊 

𝐷 =  𝑑𝑖𝑎𝑔(𝑑1, 𝑑2, . . , 𝑑𝑛) 

𝑑𝑖𝑖 =  ∑ 𝑤(𝑖, 𝑗)

𝑗

 

 

To optimize the projection matrix according to all the terms discussed above is given by the 

upcoming equations. This will summarize the procedural aspect of this paper & now we will 

see the implementation of the theory which we have discussed till now 
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𝐿 = ||𝑋𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ∗ 𝑃 − [𝑌𝑠𝑜𝑢𝑟𝑐𝑒, 𝑌𝑡𝑎𝑟𝑔𝑒𝑡]||𝐹
2 +  𝑡𝑟𝑎𝑐𝑒(𝑃𝑟𝑜𝑗𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 ∗ 𝑅 ∗ 𝑃𝑟𝑜𝑗) + 𝛼

∗ ||𝑃𝑟𝑜𝑗||2,1 

Where 𝑅 =  𝑋 ∗ (𝛽 ∗ 𝑀 +  𝛾 ∗ 𝐿) ∗ 𝑋𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 
𝜕𝐿(𝑌𝑡𝑎𝑟𝑔𝑒𝑡, 𝑃𝑟𝑜𝑗)

𝜕𝑃𝑟𝑜𝑗
= 0 

𝑷𝒓𝒐𝒋_𝒐𝒑𝒕𝒊𝒎𝒊𝒛𝒆𝒅 =  (𝑿 ∗ 𝑿𝒕𝒓𝒂𝒏𝒔𝒑𝒐𝒔𝒆 − 𝑹)−𝟏*X*Y 
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Chapter 3: Deep Learning & Long Short Term Memory (LSTM) 

Architecture 

 
For a long time the working of human brain has remained a mystery for the researchers. With 

the improvement in technology the scientists have tried to replicate the human brain (but 

mostly for specific tasks) as there is still no match for the computing power of the brain & the 

variety of complex task it performs. One unique feature of the brain is learning & scientists 

have developed a new set of networks that can in particular are capable of learning a 

particular task and then performing it with a much faster pace. This leads us into the world of 

machine learning where we make a machine learn a particular task based on the past values 

of data & then make predictions for future values before the event has actually occurred. The 

learning or training can be done in one of these 3 ways:- 

1. Supervised learning i.e. with the help of a teacher 

2. Unsupervised learning i.e. with experience 

Among these 2 the most important one is unsupervised learning. In this type a system is fed 

with a particular kind of data & the system is expected to find some kind of pattern in the 

data so that it can predict the future. Deep neural network is a subtype of machine learning 

in which the data is fed in a systematic manner & the system rather than using a linear 

function to map the data uses a non-linear function which improves the ability of the system 

to predict the values more accurately. In our application we have employed the use of a 

subtype of deep learning neural network i.e. Long Short Term Memory (LSTM). Before we 

see the results lets understand in brief the working of a LSTM network.  

LSTM network is a special type of recurrent neural network (RNN) in which it remembers 

the values it uses for prediction of the next state while discarding the values it doesn’t need 

for prediction. Let’s understand this in a laymen’s perspective, to predict any phenomenon 

we not only need the learning we get from the immediate past set of data but also the 

learning from a far past may be far more valuable. LSTM as the name suggests Long Short 

Term Memory i.e. keep the experience of the far past & immediate past to predict the 

phenomenon. LSTM in terms of mathematical equations can be expressed as follows:- 

1. The 1st step is which information to keep & which to throw away 

𝐾𝑒𝑒𝑝/𝑡ℎ𝑟𝑜𝑤 =  𝛿(𝑤𝑒𝑖𝑔ℎ𝑡1 ∗ (𝑝𝑎𝑠𝑡 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛/ 𝑛𝑒𝑤 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛) + 𝑏𝑖𝑎𝑠1) 

𝑊ℎ𝑒𝑟𝑒 𝛿 𝑖𝑠 𝑎 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

 

𝐾𝑇 =  𝛿(𝑤1 ∗ (𝑝𝑖/𝑛𝑖) + 𝑏1) 

2. If we have decided to keep the value the next question is which value it will replace & 

what will be the new values that will be added to past state  

Which to update 

=  𝛿(𝑤𝑒𝑖𝑔ℎ𝑡2 ∗ (𝑝𝑎𝑠𝑡 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛/ 𝑛𝑒𝑤 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛) + 𝑏𝑖𝑎𝑠2) 

𝑉𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑖𝑛𝑓𝑜

= 𝑡𝑎𝑛ℎ(𝑤𝑒𝑖𝑔ℎ𝑡3 ∗ (𝑝𝑎𝑠𝑡 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛/ 𝑛𝑒𝑤 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛)

+ 𝑏𝑖𝑎𝑠3) 
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𝑈𝑝𝑑 =  𝛿(𝑤2 ∗ (𝑝𝑖/𝑛𝑖) + 𝑏2) 

𝑉𝑒𝑐 =  𝛿(𝑤3 ∗ (𝑝𝑖/𝑛𝑖) + 𝑏3) 

 

3. Updating the state  

𝑁𝑒𝑤 𝑠𝑡𝑎𝑡𝑒 =  𝐾𝑒𝑒𝑝/𝑇ℎ𝑟𝑜𝑤 ∗ 𝑜𝑙𝑑 𝑠𝑡𝑎𝑡𝑒 +  𝑊ℎ𝑖𝑐ℎ 𝑡𝑜 𝑢𝑝𝑑𝑎𝑡𝑒 ∗ 𝑉𝑒𝑐𝑡𝑜𝑟 𝑜𝑓 𝑖𝑛𝑓𝑜 

 

𝑁𝑆 =  𝐾𝑇 ∗ 𝑂𝑆 +  𝑈𝑝𝑑 ∗ 𝑉𝑒𝑐 

4. Finally we see output equations 

Output =  𝛿(𝑤𝑒𝑖𝑔ℎ𝑡3 ∗ (𝑝𝑎𝑠𝑡 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛/ 𝑛𝑒𝑤 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛) + 𝑏𝑖𝑎𝑠3) 

𝑉𝑎𝑙𝑢𝑒 𝑡𝑜 𝑜𝑢𝑡𝑝𝑢𝑡 =  𝑂𝑢𝑡𝑝𝑢𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑛𝑒𝑤𝑠𝑡𝑎𝑡𝑒) 

 

Out =  𝛿(𝑤3 ∗ (𝑝𝑖/ 𝑛𝑖) + 𝑏3) 

𝑉𝑎𝑙 =  𝑂𝑢𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑁𝑆) 
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Chapter 4: Implementation 
 

After all the efforts done till now, now is the time to face the truth i.e. see the implementation 

of our algorithm to the real world problem & how it performs. In the whole process one thing 

is clear that we know the training data the main problem is to how to apply it to real time 

applications with accuracy & precision. The results obtained from subspace-transfer learning 

are as follows & they speak for themselves. 

 

 

 



11 | P a g e  
 

 

 
 

Figure 2: Sag in power system (with different magnitudes) & Training & Testing of LSTM 

Network 
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Figure 3: Swell in power system( with different magnitudes) & Training & Testing of LSTM 

Network 
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Figure 4: Transients in power system & Training & Testing of LSTM Network 
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Figure 5: Harmonics in Power system (3rd + 5th +7th) & Training & Testing of LSTM 

Network 
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Figure 6: 3rd Harmonic in Power system & Training & Testing of LSTM Network 

 

 

 



19 | P a g e  
 

 

 
 

Figure 7: Sag with signal to noise ratio = 30% & Training & Testing of LSTM Network 

 

 



20 | P a g e  
 

 

 



21 | P a g e  
 

 
Figure 8: Swell with signal to noise ratio = 30% & Training & Testing of LSTM Network 
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Figure 9: Transients with signal to noise ratio = 10% & Training & Testing of LSTM 

Network 
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Figure 10: Harmonics + Sag with signal to noise ratio = 35% & Training & Testing of LSTM 

Network 
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Figure 11: Harmonics + Swell with signal to noise ratio = 38% & Training & Testing of 

LSTM Network 
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Figure 12:3rd Harmonic+ Sag & Training & Testing of LSTM Network 
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Figure 13: 3rd Harmonic + Swell & Training & Testing of LSTM Network 
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Figure 14: Transients + Swell & Training & Testing of LSTM Network 
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Figure 15: Transients + Sag & Training & Testing of LSTM Network 
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Figure 16: 3rd Harmonic + Transients & Training & Testing of LSTM Network 
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Figure 17: Harmonics + Transients & Training & Testing of LSTM Network 
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➢ After seeing the above results let’s look at them in the form of words i.e. how to 

differentiate between 2 identical faults that is if sag or swell of different magnitude 

will occur how we will be able to differentiate among them. Here we will also see 

how different type of faults have different type of outputs. In case of sag, if the 

magnitude of sag is more than the value of projection matrix will be comparatively 

lower as compared to the sag which is closer to the ideal waveform that we should 

get. The same is valid for swell also. In case of harmonics & transients we get a 

unique waveform which tells us about the fault. When there is intermixing of faults 

especially sag/swell + harmonics the projection shows us about the sag amount & 

in this process harmonics is ignored but this is taken care for suitably by the 

maximum mean discrepancy matrix which shows us the exact harmonics present. 

 

➢ Impact of noise on fault detection: As we know nothing in this world is ideal & 

so the voltage & current are also not free from noise. In this part we study how 

noise effects detection of various faults. The experiment is performed for both 

simulated as well as industrial data & we can high level of accuracy in detection in 

both the types. In simulated form we have distorted the wave till the time detection 

is not achievable this situation is very rare to observe in real time data’s. The data’s 

are distorted to extent of as high as 30 % Signal to noise ratio. Comprehensive 

evaluation of our algorithm shows the efficacy of the process to detect various 

faults. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Type of 

disturbance 

SNR Accuracy in 

detection 

Sag 100% 99% 

Sag 33% 90% 

Swell 100% 99% 

Swell 35% 95% 

Transients 100% 99% 

Harmonics 100% 99% 

Sag  88% 

Swell  82% 
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Type of Fault Accuracy in Detection 

Sag + 3rd Harmonic (SNR=35%) 87% 

Sag + 5th Harmonic (SNR=30%) 94.5% 

Sag +3rd Harmonic + 5th Harmonic 

(SNR=30%) 

95% 

Swell + 3rd Harmonic (SNR=25%) 92% 

Swell + 5th Harmonic (SNR=28%) 85% 

Swell + 3rd Harmonic + 5th Harmonic 

(SNR=33%) 

95% 

Sag + 3rd Harmonic + Transients (SNR=26%) 95% 

Sag + 5th Harmonic + Transients (SNR=27%) 95.5% 

Sag + 3rd Harmonic + 5th Harmonic + 

Transients (SNR=30%) 

95% 

Swell + 3rd Harmonic + Transients 

(SNR=34%) 

91% 

Swell + 5th Harmonic + Transients 

(SNR=29%) 

85% 

Swell + 3rd Harmonic + 5th Harmonic + 

Transients (SNR=26%) 

95% 

AVERAGE ACCURACY 92.08% 
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Chapter 5:- Comparison with other latest techniques 
 

 

In all of the above discussion we have studied about the whole process as to how the fault is 

detected and then seen its actual interpretation on simulated & real time data. In this part of 

the document we would like to compare the algorithm with past works which are used for 

detection of the power system faults & what drawbacks it has posed for us to dive into 

research in this particular domain.  

➢ Most 3rd world countries are still not employing the use of any computation 

technique & is involved with human presence at the particular station all the time. 

The fault is detected by a circuit breaker and relay combination which merely 

triggers to cut the faulty circuit from the rest of the system & does not tell us 

anything about the particular type of fault which has occurred. 

➢ With invention of electronics and more so faster computation all the process done 

by a human mind can now be thought to be done by computers. Many 

computational techniques have been developed by various scholars & is algos 

being applied to current system e.g. Decision tree, support vector machine, random 

forest, etc. The main problem with all this is that the operator must be a highly 

educated person to understand the intricacies of the program while as we have 

discussed that most 3rd world countries are having mostly only secondary level of 

education.  

➢ Some more algorithms have also started to gain momentum a few of them being:- 

1. Artificial Neural Network(ANN) 

2. Fuzzy logic 

3. ANN + Fuzzy logic 

4. Genetic Algorithm 

5. State observer model 

Let’s understand in brief about the above mentioned models. First, the method which have 

gained lot of attention due to the higher computational powers of the computer & a way to 

mimic the brain to solve particular set of problems i.e. ANN. ANN has come a long way from 

solving basic level problems to higher levels of problems. Second, it is fuzzy logic which 

tries to capture the events to as close an accuracy as possible as it is having an upper-hand 

over binary logic systems. Third, genetic algorithm which is working on principle of survival 

of the fittest given by Darwin which is basically inspired from the evolution of human genes. 

Our method could be taken as an advanced version of the ANN+ Fuzzy logic with improved 

performance than a basic neural network system. These all methods are inspired in one or the 

other way from human body. 

➢ For our program to make a considerable change we need to look at these countries as 

most population of the world resides in them. Comparison with other latest techniques 

with supporting numbers is given in following bar diagram. The diagram for itself 

speaks that maybe our technique is lagging in some parts but when it is a matter of 

simplicity to understand & computational issues our technique is much better than 

other techniques. By this paper we have tried to make a change for the betterment of 

human life as a whole. 
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Chapter 6:- Conclusion: What is the way Forward? 

 
In this paper we have given an approach i.e. Feature Selection based transfer subspace 

learning to detect the faults more efficiently and quickly. Using the approach we have 

classified various types of faults based on differences we saw in the values of projection and 

maximum mean discrepancy matrix. On comparing the result obtained from this approach 

compared to previous applied methods we found out some advantages over them; the biggest 

and foremost being the ability of our approach to detect variations in the magnitude of faults 

with accuracy. 

In the age of machine learning & Artificial Intelligence we have started to look towards a 

future where majority of the processes will be automated. This paper is a step in direction of 

automation for electrical systems. This paper is a good example of unsupervised learning in 

power system. In the future we plan to go forward & make this process of detection more AI 

based which will take away the need of any kind of learning beforehand to be done before 

applying the algorithm to the actual system.  
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