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ABSTRACT 
 

In today's society, social networks play a significant role, with applications ranging 

from creating a more connected world to finding critical relationships in biological 

systems. The significant growth in the use of social networks has increased the need 

of recognizing node-to-node relationships even before they are formed. Several 

approaches for the task of link prediction utilizing various indices have been 

developed in the past. There has been a lot of work put into combining multiple 

indices utilizing machine learning techniques and analogies to the Law of 

Gravitation, with similarity measures serving as proxies for distance and popularity 

measures serving as proxies for mass. Merging different indices can improve overall 

link prediction efficacy, although only a few techniques have been proposed in the 

past. After integrating three popularity and four similarity metrics, we suggest the 

usage of a "Histogram based Gradient Boosting Regression Tree" for the task of 

link prediction in this work. Nature Inspired Approach using CC-CD, has also been 

proposed which makes use of node embeddings and closeness centrality. Node 

Embeddings is a way of representing the high dimensional vector representation of 

graphs to a low dimensional vector. We have used the cosine distances of node 

embeddings as a proxy of distances and Closeness Centrality as a proxy of masses 

in Newton’s Gravitational Law for prediction of new links. 

KEYWORDS 

Link prediction, node embeddings, social networks, complex networks. 
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CHAPTER 1 INTRODUCTION 
 

 

There has been a recent surge in the complexity of social networks related owing to 

the success of social media, collaboration, and epidemiology. The research studies 

of social networks have always been an area of interest. Social network analysis deals 

with mining and analyzing the voluminous data and predicting valuable patterns, 

which can be useful for numerous real-life applications like community detection 

[26], influence maximization [24, 2], information diffusion [26] and fake news 

detection. Link prediction is one of the popular research topics in the field of social 

network analysis which deals with predicting links in social networks even before 

formation. The social networks are generally represented by a set of nodes and edges, 

where nodes are people and edges represent relationships. These social networks can 

be a set of scientists and their relationships representing co-authorship, a set of 

employees related by their collaboration on projects, or relatively new but interesting 

examples of Facebook friends [1]. Most of the tasks related to social networks are 

algorithmically complex owing to the large size of the underlying network structures. 

The analysis of the results also becomes complex because the defined algorithms 

generally use heuristics. Needless to say, social networks are highly dynamic. New 

relationships and new nodes are created at a very fast speed in a typical social 

network. Monthly active users increase by ten percent year over year and Facebook 

is accessed by over 56% of the world’s active internet users. Social networks are 

important for tasks such as transmitting information, predicting the outcomes of an 

event, and predicting new relationships. Most of the tasks related to social networks 

are algorithmically complex owing to the large size of the structures. The analysis of 

the results also becomes complex because the defined algorithms generally use 

heuristics. The algorithms can be analyzed statistically on previous data but the 

predictions on new data may not be a hundred percent sure. 

 Link prediction involves the prediction of relationships even before they are 

formed. This task is of great importance because we can predict various aspects of 

the networks with great accuracy like the suggestion of friends on a social network, 

predicting the relationships contributions of scientific authors, and even underground 
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relationships between terrorists. We can even predict or find out relationships 

between the various actors of some act using link prediction techniques. These 

techniques can also be used for personalized recommendations for certain products 

on e-commerce websites and personalized advertisements on the web.  

 There have been several algorithms produced from time to time for link prediction 

problem like the similarity-based link prediction algorithms, maximum likelihood-

based link prediction algorithms, and probability-based link prediction algorithms. 

Similarity methods are based on the hypothesis that the greater similarity (having 

several common features) measure of nodes results in better chances of their future 

link formation [20]. Maximum likelihood methods are based on some assumptions 

and principles the networks are based upon. Based on these assumptions and 

principles, detailed rules are devised and the likelihood of presently non-existing link 

to form in the future is calculated. These assumptions involve that most networks are 

organized in hierarchies on different levels [21]. These methods are essentially based 

on the structural characteristics of the networks like hierarchies or communities [22]. 

Probability-based methods try to find a function that abstracts the underlying 

network and fits the available data to create an observed network. Once this model 

is created, the future links can be predicted using conditional probability and the 

parameters the probabilistic function is based upon [23, 25]. 

 In the recent past, there have also been presented some algorithms inspired by the 

laws of physics. These approaches primarily make use of some physical formula and 

use the analogy of different measures in the context of social networks. The most 

commonly used formula is the Law of Gravitation formula. This formula states that 

the gravitational force between two masses is proportional to the product of their 

respective masses and inversely proportional to the square of the distance between 

them. The researchers have used the analogy of treating the bodies under 

consideration as nodes of the network and the force due to gravitation as the measure 

of the link prediction task.  

Single similarity indexes are unable to provide such exact findings, therefore, few 

researchers have also introduced the idea of a merger, however, there are only a few 

approaches that use this technique. The merging of several indices can increase the 

overall effectiveness of link prediction, according to existing merger-related 

research. This is because it can get through the problem of a single index only being 
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suitable for networks with identical structural properties. The existing research has 

also established that the merging of indexes is not the primary reason for improved 

outcomes; rather, it is also the selection of all those indices that affects link prediction 

results [27, 28]. 

 In this work, we suggested a method called Histogram-based Gradient Boosting 

Regression Tree for Link Prediction (HGBLP) based on the fusion of three 

popularity and four similarity measures based on the aforesaid study. The method 

appears to yield superior results in theory, as various indices represent different 

network features. We also provide an approach called Nature Inspired Approach 

using CC-CD for the link prediction task using the nature inspired approach along 

with node embeddings. Node Embeddings capture the essential features of the 

network while abstracting the underlying network. These embeddings represent the 

nodes in a low dimensional vector, from which we can find the dissimilarity of nodes 

using the cosine distances. We propose using these measures along with the 

closeness centrality to plug in the gravitation law and attempt to formalize the 

measures in a much more relatable way. 
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CHAPTER 2 LITERATURE REVIEW 
 

 

The link prediction task involves the prediction of new relationships that may be 

created over time. More formally, suppose we have a social network’s snapshot at 

current time t, we are interested in accurately predicting the edges that are not 

currently present at time t but are present at time t+h. 

There have been many link prediction approaches defined in the past. The 

approaches can be classified into the following categories [3]: 

Similarity-Based link prediction algorithms 

 These methods take two nodes representing a non-existent link and assign a score 

to the pair. These similarity scores can be as simple as the number of common 

neighbors between them. This approach has been analyzed from time to time in 

various studies and presented a positive correlation between the link formation and 

higher value of common neighbors [18, 19]. Link prediction algorithms based on 

similarity assign a score 𝑆𝑥𝑦 for each pair of nodes x and y. This score is defined as 

similarity/proximity between x and y. All the pairs which do not have a link between 

them at time t are ranked based on their score 𝑆𝑥𝑦.  Similarity indices can be very 

simple or very complex. Some similarity indices may be well suited for some 

networks while they may completely fail for some other social network. These 

similarity indices are based on the structural similarity of the nodes. These similarity 

measures can be derived by only considering the local structure or global structure. 

Maximum likelihood Based link prediction algorithms 

The maximum likelihood algorithms are recently introduced for link prediction. 

These algorithms tend to obtain detailed rules and parameters by observing the 

structures and estimating the maximum likelihood. New links are predicted using the 

rules and parameters. These algorithms are generally very slow for even a few 

thousand nodes. 

Probability-based link prediction algorithms 
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 There have been various probability-based models proposed in the past. These 

include Probability Relational Models (PRMs) such as the Relational Bayesian 

Network, Probabilistic Entity-Relationship models (PERMs), and Stochastic 

Relational Models [23, 25].  

Nature inspired link prediction algorithms 

In the recent past, various authors have also proposed several nature inspired 

approaches for link prediction. These approaches primarily use laws of physics and 

try to plug in various network measures in the formula. Bastami, Mahabad and 

Taghizadeh proposed a gravitation law-based link production model [10]. They have 

used community and network information for the reduction of the prediction space. 

Wahid-Ul-Ashraf, Budka, and Musial used many combinations for similarity and 

centrality of nodes to replace the mass and distances in the gravitation law [11]. They 

have used and evaluated a combination of three node centrality measures as mass 

and thirteen dissimilarity measures as distance in Newton’s Gravitation Law. This 

results in the evaluation of over 50 combinations in their work. The results in their 

work suggest that the predictor using the combination of Closeness Centrality and 

Matrix Forest Index yielded the best overall results in AUC. In this work, we have 

also tried to benchmark our results against this combination and Matrix Forest Index. 

Kumar, Chaudhary, Kedia, and Singhal proposed various new measures and plug 

them in the gravitational law to further outperform these approaches [12]. 

Node Embeddings   

Network Embedding, the problem of learning low dimensional vectors from 

traditional representation of networks has been studied extensively in the previous 

years. Interestingly, network embedding also captures the topology information 

contained in the networks. Notable developments in this regard are DeepWalk and 

node2vec [5]. These strategies use natural language processing algorithms like 

Word2Vector [4]. Higher-Order Proximity Preserved Embedding (HOPE) [6] 

approach generates embedded matrices based on matrix properties like the Katz 

similarity [7] measure. Structured Deep Network Embedding (SDNE) [8] was the 

first technique to be able to effectively capture the highly non-linear network 

structure in network embedding techniques. It is a semi-supervised deep learning-

based method that used Laplacian Eigenmaps [9] and can preserve local as well as 
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global structures of the network. These network embeddings can be used for link 

prediction tasks in social networks as shown by the respective authors. 
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CHAPTER 3 NODE EMBEDDINGS 

 
 

Many real world applications can be modelled as a graph problem where entities are 

connected to each other through links. Analyzing these structures yields interesting 

results and properties of the underlying entities. These networks become very 

complex consequently tasks such as classification, clustering and prediction require 

high computational complexity and lack of parallelizability becomes a bottleneck 

when traditional representations of the network are used. Machine Learning 

algorithms for the above-mentioned tasks have seen tremendous growth in previous 

years and have been very powerful in certain applications. Most of these machine 

learning algorithms cannot be applied to traditionally represented networks. The 

above problems predominantly arise due to the fact that the nodes in traditional 

network forms are interdependent and the representation of a node would require a 

vector of high dimension. Network Embedding, the problem of learning low 

dimensional vectors from traditional representation of networks has been studied 

extensively in the previous years. Interestingly, network embedding also captures the 

topology information contained in the networks.  

Node2Vec 

Natural Language Processing involves similar tasks of learning word representations 

in order to capture the meaning of words, given the co-occurrence data in the form 

of text. Development of Word2Vector significantly improved the task of creating 

word embeddings, ie. fixed low dimensional vector representation of words. Since, 

nodes can be viewed as words and walks on the network can be viewed as short 

sentences, it formed the basis for random walk-based approaches for network 

embedding.  

DeepWalk is an unsupervised way of learning latent representation of networks 

which is adaptive, scalable and online unlike most of the previous works. Uniform 

random walks of fixed length are used in DeepWalk which consequently provides 

no control over the neighborhood sampling. This disadvantage resulted in the 

development of more controlled strategies. 

The sampling methodology of neighborhoods in the random walk guide the diversity 
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of connectivity patterns in the final embedding vectors. Classic search strategies i.e 

breadth-first and depth-first sampling reflect extreme representations having 

homophily and structural equivalence respectively. Homophily hypothesis must 

generate close embeddings for the nodes that are highly interconnected, whereas 

structural equivalence must generate similar embeddings for nodes having similar 

structural roles (for example, a hub).  

 

 DFS and BFS explore the graph differently. 

The development of node2vec provided a flexible and biased neighborhood sampling 

strategy that allowed exploration in DFS as well as BFS fashion.  

Node2vec is a semi-supervised algorithm that provides a way of controlling the 

neighborhood sampling via two parameters namely the return parameter and the in-

out parameter. These parameters provide a search bias to the random walks for 

sampling the next node. A random walk currently at node v, which just traversed an 

edge (t, v) decides the next step based on the transition probabilities on all edges that 

lead from v.  
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 Controlling the sampling of Node2Vec using different parameters. 

The transition probability of an edge is defined as the product of the edge weight and 

search bias α. Value of α is based on the shortest distance between nodes t and x. 

Since the shortest distance must be one of {0, 1, 2}, search bias, α also has three 

possible values.  

Shortest distance of 0 guides the walk back towards the node t in following two hops, 

thus it is controlled by the return parameter, p. A high value of p ensures that the 

probability of sampling an already visited node is lower in the next two steps. A low 

value of p is used to keep the walk “local” to the starting node. 

Sampling of nodes with shortest distance of 2 is controlled by the in-out parameter, 

q. A high value of q ensures the sampling bias which is “local” and hence 

approximates the BFS behavior. On the other hand a lower q provides sampling 

which is biased towards the DFS behavior. 
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 Visualizations of Les Misérables network generated by node2vec reflecting homophily (top) and 

structural equivalence (bottom). 

HOPE 

For network embedding, factorization-based techniques can be used, in which we 

represent the network as a matrix and then factorize the matrix based on matrix 

properties to obtain the embedded matrix. HOPE is one of these methods, in which 

the Katz similarity matrix is used to create a low-dimensional vector representation 

of our network. HOPE's fundamental goal is to maintain asymmetric transitivity in 

directed graphs. No approach could manage asymmetric transitivity in directed 

graphs until HOPE was suggested. In undirected graphs, transitivity is symmetric, 

whereas in directed graphs, it is asymmetric. 

On our input graph, we use Katz proximities, which is a high-order proximity 

measure in graphs that can reflect asymmetric transitivity. If there is a higher 

possibility of having a path between vi and vj, the value of Katz proximity will be 
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higher for that edge. 

Structured Deep Network Embedding (SDNE) 

SDNE was the first network embedding approach to be able to efficiently capture 

highly non-linear network structure. It is a semi-supervised deep learning-based 

strategy that can preserve both local and global network topologies. It's a semi-

supervised method since it contains two parts: supervised and unsupervised, that 

work together. It employs autoencoders, which are unsupervised neural networks 

that are utilized to represent the same input data in a considerably more dense 

fashion. Through an ongoing optimization process known as training, neural 

networks can steadily approximate a function that maps inputs to outputs. In a neural 

network, there may be a hidden layer with fewer nodes than the input layer, but it 

can be utilized to represent the same information as the input data. We name this 

network an autoencoder because it encodes a more dense representation of input 

data. In autoencoders, we configure the output to be the same as the input. Later on, 

the autoencoder outputs the same input as the output. 

 

 Structured Deep Network Embedding (SDNE) 

SDNE uses autoencoders to get the non linear network's embedded structure, and 

the same autoencoder can be used to reconstruct the neighborhood. That is, nodes in 

close proximity will have similar latent representations. Second-order closeness is 

thus kept. The presence of links between nodes in the rebuilt network indicates their 

similarity, while the absence of links does not always imply dissimilarity. As a result, 
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the reconstructed network does not yet replicate the original source network 

accurately. To solve this problem, we employ Laplacian Eigenmaps, which have a 

cost when similar nodes in the embedding space are mapped far apart. To preserve 

first order proximity, Eigenmaps employs supervised information from the 

adjacency matrix. Furthermore, due to the network's sparsity, the number of zero 

elements in the adjacency matrix is significantly greater than the number of non-zero 

elements. We then apply a greater penalty for non-zero element reconstruction errors 

than for zero element reconstruction errors. 
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CHAPTER 4 NATURE INSPIRED APPROACH USING CC-CD 

 
 

One important characteristic of Node Embeddings is that we can find the measure of 

similarity/dissimilarity using the cosine distances of the low dimension vectors. This 

distance when used with nature inspired approaches along with other centrality 

measures could be of special significance. 

We would be using Node Embeddings to further the notion of distance in the 

classical law of gravitation formula, which is given by (1). 

                                         𝐹 ∝  𝐺 ∗ 
𝑀1.𝑀2

𝐷(𝑖,𝑗)2
                                                  () 

Using (1) and taking the value of G as 1, we define a new quantity 𝐹′(𝑣𝑖, 𝑣𝑗) as a 

measure for link prediction task for node pair (𝑣𝑖 , 𝑣𝑗), as the square root of F. 𝑀𝑖 

refers to the centrality measure and 𝐷(𝑖, 𝑗) refers to the distance/dissimilarity 

between the two nodes (𝑣𝑖, 𝑣𝑗). 

                                        𝐹′(𝑣𝑖 , 𝑣𝑗) = √
𝑀i.𝑀j

𝐷(𝑖,𝑗)2
                                            () 

Realigning (2) and using subscripts for nodes (𝑣𝑖, 𝑣𝑗) we get (3) 

                                       𝐹′(𝑣𝑖 , 𝑣𝑗) = 
√𝑀i.𝑀j

𝐷(𝑖,𝑗)
                                               () 

The previous methods describe the denominator in (1) as dissimilarity. In the original 

gravitation law, the denominator is represented as the distance between the two 

masses. To further the notion of distance, we propose to find the measure F’ as the 

probability of future link formation.  

We propose the distance between the nodes in (3) to be the distance between the 

vector representation of the node embeddings. Since node embeddings contain the 

essential information about the structure in a lower dimension, we can find any of 

the possible distances such as Euclidean, Hamiltonian, and cosine distances. 

Although, the algorithm can be used by plugging various combinations of embedding 

algorithms, distance measures, and centrality measures, for this research, D in (3) 

represents the cosine distances between the node embeddings produced by node2vec. 
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Node Embeddings were calculated using node2vec and the square root of the product 

of closeness centralities was used in the numerator. 

Methodology 

The previous methods describe the denominator in (1) as dissimilarity. In the original 

gravitation law, the denominator is represented as the distance between the two 

masses. To further the notion of distance, we propose to find the measure F’ as the 

probability of future link formation.  

We propose the distance between the nodes in (3) to be the distance between the 

vector representation of the node embeddings. Since node embeddings contain the 

essential information about the structure in a lower dimension, we can find any of 

the possible distances such as Euclidean, Hamiltonian, and cosine distances. 

Although, the algorithm can be used by plugging various combinations of embedding 

algorithms, distance measures, and centrality measures, for this research, D in (3) 

represents the cosine distances between the node embeddings produced by node2vec. 

Node Embeddings were calculated using node2vec and the square root of the product 

of closeness centralities was used in the numerator. 

Datasets Used 

The below real-world datasets were used for the analysis of the proposed solution. 

These datasets are available freely and the description of these datasets is given 

below: 

1) Jazz Musicians: The nodes are represented by jazz musicians and an edge denotes 

those two musicians who have played together. [13] (“SNAP Datasets”) 

2) Les Misérables: This data represents the characters in Les Misérables. [13] 

(“SNAP Datasets”) 

3) Football: This data represents the network of American Football games played 

between colleges of Division IA during the regular season Fall 2000. [14] 

(“American College Football Dataset”) 

4) Dolphin: A social network of bottlenose dolphins. The links represent frequent 

associations between dolphins. [15] (“Dolphins Dataset”) 
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5) gr-qc: Arxiv GR-QC (General Relativity and Quantum Cosmology) collaboration 

network is a description of scientific collaborations between authors' papers in the 

category. There is an undirected edge between authors if they co-authored some 

paper. If multiple authors were involved, it produces a complete subgraph of those 

authors. [16] (“GR-QC Dataset”)  

The data used was preprocessed to bring in a common format having integer nodes. 

Since the edges are unweighted, we did not need to take weights into the account. 

The characteristic features of the above datasets are summarized in Table I. The 

datasets considered present a variety of subjects and have number of nodes as low as 

52 to as high as 5242. 

TABLE I.  DATASETS USED FOR EVALUATION OF THE PROPOSED SOLUTION  

Dataset Number of 

vertices 

Number of 

edges 

Average 

Degree 

Jazz Musicians 198 2742 27.6970 

Les Misérables 77 254 6.5974 

Football 115 613 10.6609 

Dolphin 62 158 5.0968 

gr-qc (general 

relativity and 

quantum 

cosmology) 

5242 14496 5.5307 

 

Evaluation Metrics 

To evaluate the effectiveness of our link prediction algorithm using node embeddings 

in the nature inspired approach, we have used the area under the receiver operating 

characteristic (ROC) curve (AUC). AUC is a well-known measure that is used as the 

probability of giving a randomly chosen non-existent link a lower score than a 

randomly chosen missing link. Suppose, we perform N independent comparisons of 
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the calculated scores from our algorithm, and out of these N comparisons, N’ times 

missing links have a higher score. Also, N’’ times the score is less than or the same, 

then the AUC value is defined by (4). 

                                             𝐴𝑈𝐶 =  
𝑁′+ 0.5𝑁′′

𝑁
                                           () 

 

Results 

The calculated AUC values using the nature inspired approach with closeness 

centrality and cosine distances between the node embeddings produced by the 

node2vec algorithm for the datasets are summarized in Table II. The AUC values for 

the link prediction task by the node2vec algorithm alone are summarized in Table 

III. 

The chart in Fig. 5 shows the comparison between the calculated values by our 

proposed solution and the node2vec algorithm. The vertical axis corresponds to the 

area under the receiver operating characteristic (ROC) curve (AUC) and the x-axis 

corresponds to the different data sets used for experimentation. 

It can be concluded from Fig. 5, that our proposed algorithm performed better than 

the node2vec algorithm alone on every dataset used during the experimentation. 

Thus, the findings suggest that, it is better to use node2vec along with closeness 

centrality rather than using it alone. 

TABLE II.   CALCULATED AUC VALUES USING EQ. 3 WITH CLOSENESS CENTRALITY AND COSINE 

DISTANCES BETWEEN NODE2VEC EMBEDDINGS 

Dataset Calculated AUC Value 

Jazz 0.91651456489 

Les Misérables 0.72689075630 

Football 0.79558823529  

Dolphins 0.500000000 

gr-qc  0.9821018585 

TABLE III.  CALCULATED AUC VALUES USING NODE2VEC EMBEDDINGS 
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Dataset Calculated AUC Value 

Jazz 0.86707703927 

Les Misérables 0.65126050420 

Football 0.76339285714  

Dolphins 0.5000000000 

gr-qc  0.9237911430 

 

 

 Chart showing the comparison of AUC values using node2vec and using the nature inspired 

approach with closeness centrality and cosine distances using node2vec embeddings. 

The AUC values for the link prediction task using the nature inspired approach 

proposed by Wahid-Ul-Ashraf, Budka and Musial. are summarized in Table IV. We 

have used their recommended pair of closeness centrality and the MFI in the 

gravitational law in (1). Equation (5) is used for the calculation. MFI [17] here means 

Matrix Forest Index similarity measure between two nodes (𝑣𝑖, 𝑣𝑗). 

                             𝐹(𝑣𝑖 , 𝑣𝑗) = 𝐶𝐶𝑖 ∗ 𝐶𝐶𝑗 ∗  𝑀𝐹𝐼2                                       () 

The chart in Fig. 6 shows the comparison between the calculated values by our 

proposed solution and nature inspired approach proposed by Wahid-Ul-Ashraf, 
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Budka, and Musial. using Closeness Centrality and MFI (CCM). The vertical axis 

corresponds to the area under the receiver operating characteristic (ROC) curve 

(AUC) and the x-axis corresponds to the different data sets used for experimentation. 

It can be concluded from Fig. 6, that our proposed algorithm performed better on 

every dataset used during the experimentation. 

TABLE IV.  CALCULATED AUC VALUES USING NATURE INSPIRED APPROACH – CCM 

Dataset Calculated AUC Value 

Jazz 0.54000588 

Les Misérables 0.668072188 

Football 0.58263657 

Dolphins 0.465494792 

gr-qc  0.501860918 

 

 

 

 Chart showing the comparison of AUC values using nature inspired approach with CCM and using 

the nature inspired approach with closeness centrality and cosine distances using node2vec embeddings. 

The AUC values for the link prediction task using the Matrix Forest Index (MFI) 

are summarized in table V.  MFI, a similarity measure between two nodes (v_i,v_j), 

is defined as the ratio of number of spanning forests such that v_i and v_j are 
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contained in the same tree with v_i as the root to all spanning rooted forests of the 

main graph [17]. The spanning subgraph may not have all the edges of the graph but 

it has all the vertices of the graph. A forest is a graph having no cycles. A tree is a 

connected graph with no cycles.  

We have compared our model with the MFI because it is recommended by Wahid-

Ul-Ashraf, Budka, and Musial. with the nature inspired approach. In general, nature 

inspired approach with Closeness Centrality and MFI in Table IV seems to 

outperform the MFI in Table V, as can be seen in Fig. 8 comparing both the 

approaches.  

We tested MFI results in Table V against our model’s results in Table II and found 

that the use of cosine distances of node embeddings using node2vec along with the 

closeness centralities outperforms the Matrix Forest Index. 

TABLE V.  CALCULATED AUC VALUES USING MFI 

Dataset Calculated AUC Value 

Jazz 0.516762005 

Les Misérables 0.713526733 

Football 0.585118327 

Dolphins 0.461371528 

gr-qc  0.50079692 

 

The chart in Fig. 7 shows the comparison of our model with the Matrix Forest Index 

and it can be concluded from the results that the new model outperformed the MFI 

on all the datasets used for the experimentation. 
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 Chart showing the comparison of AUC values using MFI and using the nature inspired approach 

with closeness centrality and cosine distances using node2vec embeddings. 

 

 

 Chart showing the comparison of AUC values using MFI and using the nature inspired approach-

CCM. 

 

Results 

Based on the experiments conducted for the proposed work in this study, we can 

conclude that equation (3) outperforms the previous nature inspired approach as well 

as the individual algorithms used in the formulae (node2vec, MFI, and nature 

inspired - CCM), when used with cosine distances in node embeddings produced by 

node2vec instead of the proposed similarity/dissimilarity in the previous works.  The 

future work for the study can explore the combination of different node embeddings 

in combination with different centrality measures. 
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CHAPTER 5 LINK PREDICTION IN SOCIAL NETWORKS USING 

HISTOGRAM BASED GRADIENT BOOSTING REGRESSION 

TREE 
 

 

The link prediction challenge entails predicting the emergence of new linkages over 

time. In more formal terms, imagine we have a snapshot of a social network at 

current time t, and we want to reliably anticipate the edges that are not present at 

time t but are there at time t+h. 

Similarity-based techniques assign a score to a pair of nodes that reflect a non-

existent link. The number of common neighbors between them can be used to 

calculate similarity scores. This strategy has been investigated in a number of 

research works, with a positive association between link construction and greater 

common neighbor values. For each pair of nodes x and y, link prediction algorithms 

based on similarity provide them a similarity score. This score is based on how 

similar or close x and y are [18, 19]. For link prediction, maximum likelihood 

algorithms have just been presented in the recent past. By studying the structures and 

determining the highest likelihood, these algorithms are able to obtain specific rules 

and parameters. The criteria and parameters are used to anticipate new linkages. 

Even with a few thousand nodes, these methods are typically exceedingly sluggish. 

Various probability-based models have been pro-posed in the past. The Relational 

Bayesian Network, Probabilistic Entity-Relationship Models (PERMs), and 

Stochastic Relational Models are some of the examples of Probability Relational 

Models (PRMs) [24, 25]. Several writers have also proposed several nature-inspired 

link prediction techniques [10, 11, 12]. These methods mostly rely on physics rules 

and attempt to incorporate multiple net-work measurements into the formula. A 

gravity law-based link production model was proposed by Bastami, Mahabad, and 

Taghizadeh. For the reduction of the prediction space, they used community and 

network information. To replace the mass and distances in the gravitation law, 

Wahid-Ul-Ashraf, Budka, and Musial employed a variety of combinations for 

similarity and centrality of nodes. In Newton's Gravitation Law, they employed and 

evaluated a combination of three node centrality measurements as mass and thirteen 

dissimilarity values as distance. In the past, Node Embeddings have also been used 

for the task of link prediction [5, 6]. Node Embeddings are the low dimensional 
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vector representation of nodes of the social network which can also be used in 

various machine learning algorithms. The advantage of using such techniques is that 

they abstract the underlying network. 

Merger-based techniques tend to take up multiple similarity indices and devise a 

formula taking into account the effect of all these measures. These provide a 

performance boost since a single similarity measure works best on a limited type of 

network topologies. In the past fusion-based methods have been proposed including 

the Adaboost-based [27] and Ensemble-based Link Prediction algorithms [28]. We 

propose a method called Histogram-based Gradient Boosting Regression Tree for 

Link Prediction (HGBLP) based on the fusion of three popularity and four similarity 

measures based on the aforesaid study. 

Proposed Method 

Popularity measures used: 

Degree Centrality. Degree centrality is the same as a node's degree in the con-text 

of graph theory. In other words, degree centrality is the number of nodes directly 

connected to the node in the network. This is a straightforward yet very helpful 

popularity index because in a way it precisely gives us local information about a 

network node’s popularity. 

Closeness Centrality. This index measures a node's average distance i.e. how well 

connected on an average that particular node is to all other nodes in the network. The 

inverse of the sum of shortest paths from that node to all other nodes is used to 

calculate this value. 

Page Rank. This is a centrality metric that is based on the network's random walk. 

Consider an imaginary traveler who is moving from one node to another picking his 

next node randomly. This centrality measures the likelihood that this traveler will 

arrive at a particular node in consideration. 

Similarity measures used: 

We also propose the use of the following five similarity measures in the algorithm: 
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Common Neighbors. This is a local similarity statistic based on the number of 

mutual friends shared by the node pair in question. Consider two nodes having a set 

of neighbors, the intersection of these sets represents the common neighbors. 

Adamic Adar. This is an extended local similarity metric that is based on the number 

of mutual neighbors also taking into account the degrees of the nodes. 

Cosine Similarity. The cosine similarity of two vectors represents the cosine of the 

angles between them. In network theory, if the nodes are represented as vectors and 

the cosine of the angle between them is taken, it forms an interesting similarity 

measure. It can be represented as Closeness centrality divided by the square root of 

the product of the degrees of the corresponding two nodes. 

Matrix Forest Index. MFI [17] is defined as the ratio of the number of spanning 

forests such that 𝑣𝑖 and 𝑣𝑗   are contained in the same tree with 𝑣𝑖 as the root to all 

spanning rooted forests of the main graph. The spanning subgraph may not have all 

of the graph's edges, but it does contain all of the graph's vertices. 

Methodology 

The steps involved in the proposed method are given below: 

Reducing the network. An original network G(V, E) containing a set of vertices V 

and a set of edges E is used to generate a new network G'(V, E'). G' contains all of 

the vertices from the original graph G, and E' is a proper subset of E. This assures 

that some of the links in the newly established network G' are absent. We try to 

forecast the network G using the network G' for link prediction. 

Computing the popularity measures.  The newly established network is used to 

calculate the popularity measures for each node in the network. The popularity 

measures mentioned above are calculated and they will form the input for the 

regressor. 

Computing the similarity indices.  The similarity indices mentioned above are 

calculated and stored in a vector. The similarity measures are calculated for all the 

node pairs: (V × V) - E’. The node pairs can be classified into two categories, one of 

them representing the edges present in the original graph but not in the new graph 
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representing G’ and the other category representing the edges that were never present 

in G. The task is essentially predicting the edges of the first category accurately. 

Training and Prediction. The data created in steps 2 and 3 is down-sampled and 

split in a 7:3 ratio for training and testing. We apply Histogram Based Gradient 

Boosting Regression Tree regressor to train our model and then test it to predict the 

relationships. 

Datasets used 

The below datasets were used for the analysis of our proposed solution. These 

datasets are freely available, and the following is a description of them: 

Jazz Musicians. Jazz performers represent the nodes, while an edge symbolizes two 

musicians who have collaborated [13].  

Les Misérables. The characters in Les Misérables are represented by this data [13]. 

Football. The network of American Football games played amongst Division IA 

institutions during the regular season in Fall 2000 is shown by this data. [14] 

Dolphin. Bottlenose dolphins form a social network by interacting with each other. 

The associations between dolphins are represented by the links in this data. [15] 

US-Air. It has 332 airports and 2126 routes, with each node representing an air-port 

and each edge indicating whether or not a direct flight exists between two airports. 

The data was preprocessed to provide a standard format with integer nodes. We 

didn't need to care for weights because the edges are unweighted. Table VI summa-

rizes the common characteristics of the datasets mentioned previously. 

TABLE VI.  DATASETS USED FOR THE EVALUATION OF THE PROPOSED SOLUTION.  

Dataset Number of 

vertices 

Number of edges Average Degree 

Jazz Musicians 198 2742 27.6970 

Les Misérables 77 254 6.5974 

Football 115 613 10.6609 

Dolphin 62 158 5.0968 

US-Air 332 2126 12 
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Evaluation Metrics 

We used the area under the receiver operating characteristic (ROC) curve to assess 

the performance of our Histogram-based Gradient Boosting Regression Tree for 

Link Prediction (HGBLP) technique. AUC is a well-known metric that represents 

the likelihood of assigning a lower score to a randomly chosen non-existent 

connection than to a randomly given missing link. Let's say we do N separate 

comparisons of our algorithm's derived scores, and out of those N comparisons, 

missing connections get a higher score N' times. In addition, if the score is less than 

or equal N'' times, the AUC value is defined by Equation (1). 

                                              𝐴𝑈𝐶 =  
𝑁′+ 0.5𝑁′′

𝑁
                                                       (1) 

Results 

Table VI represents the calculated AUC values of our proposed Histogram-based 

Gradient Boosting Regression Tree for Link Prediction (HGBLP) method. The 

algorithm has shown a good performance boost in general on the datasets evaluated 

in the analysis. 

TABLE VII.  CALCULATED AUC VALUES FOR THE PROPOSED HISTOGRAM-BASED GRADIENT BOOSTING 

REGRESSION TREE FOR LINK PREDICTION (HGBLP) METHOD.   

Dataset Calculated AUC Value 

Jazz Musicians 0.888650453 

Les Misérables 0.919090909 

Football 0.787076023 

Dolphin 0.826190476 

US-Air 0.898901617 

 

Table VIII represents the calculated AUC values for the method proposed by the 

authors in literature [9] using the nature-inspired approach. In the literature, they 

suggested the use of the combination of Closeness centrality and Matrix Forest Index 
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(MFI) for best results. We used the method suggested by the authors using the same 

parameters for the calculation of the AUC values on the aforementioned datasets. 

It is evident from the results that our proposed solution outperformed the nature-

inspired approach on each dataset used. The results are compared in Fig. 9. 

 

TABLE VIII.  CALCULATED AUC VALUES USING THE NATURE INSPIRED APPROACH - CCM 

Dataset Calculated AUC Value 

Jazz Musicians 0.522205232 

Les Misérables 0.704840614 

Football 0.566232998 

Dolphin 0.630699088 

US-Air 0.5862818 

 

  Comparison of the AUC values on different datasets using the Nature Inspired Approach CCM 

and our proposed HGBLP solution. 

We also compared and evaluated our solution against the Matrix Forest Index 

similarity measure [19]. The calculated AUC values for the Matrix Forest Index link 

prediction task are shown in Table IX. When compared with our solution, it is 

evident that our solution performed better on the used datasets on each instance (see 

Fig. 10). 
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TABLE IX.  CALCULATED AUC VALUES USING MFI (MATRIX FOREST INDEX) FOR LINK PREDICTION. 

Dataset Calculated AUC Value 

Jazz Musicians 0.506762996 

Les Misérables 0.725754765 

Football 0.570047309 

Dolphin 0.569040382 

US-Air 0.511013286 

 

 Comparison of the AUC values on different datasets using the Matrix Forest Index (MFI) and 

our proposed HGBLP solution. 

Finally, we evaluated our solution against the previously proposed fusion-based 

Ensemble Based Link Prediction (EMLP) algorithm defined in the literature [12]. 

The calculated AUC values for the link prediction task using the EMLP solution are 

shown in Table X. 

TABLE X.  CALCULATED AUC VALUES USING EMLP 

Dataset Calculated AUC Value 

Jazz Musicians 0.864144785 

Les Misérables 0.869090909 
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Football 0.747076023 

Dolphin 0.726190476 

US-Air 0.826321688 

 

 

 Comparison of the AUC values on different datasets using the EMLP and our proposed HGBLP 

solution. 

It is evident from Fig. 11 that our proposed solution HGBLP outperforms the 

previous fusion-based solution on the datasets mentioned in Table 1. 

 

 Comparison of the AUC values on different datasets using all the fusion-based algorithms 

The comparison of all the fusion-based solutions in Fig. 12 also suggests that the 

proposed HGBLP solution outperforms the previous fusion-based solutions. The 
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nature-inspired approach fused one similarity and one popularity measure in the 

form of gravitational law formula.  
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CHAPTER 6 CONCLUSION 

 
 

Based on the experiments conducted for the proposed work in this study, we can 

conclude that our nature-based solution outperforms the previous nature inspired 

approach as well as the individual algorithms used in the formulae (node2vec, MFI, 

and nature inspired - CCM), when used with cosine distances in node embeddings 

produced by node2vec instead of the proposed similarity/dissimilarity in the 

previous works.  The future work for the study can explore the combination of 

different node embeddings in combination with different centrality measures. 

The fusion-based solutions like the like EMLP and Nature-inspired solutions 

generally outperform the traditional single similarity-based solutions because they 

tend to average out the effect of a particular topology and structural property working 

in favor or against a particular measure. Finding the structural properties in an 

evolving social network is a challenging task and fusion-based solutions might be a 

good choice in such cases. Our proposed solution, HGBLP works better than the 

previously proposed methods in the literature. 
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