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                                             ABSTRACT             

 

Automatic generation control (AGC) and Load frequency control (LFC) are very 

important part of the power systems in order to provide reliable and quality power 

supply to the end users. Load variations can lead to the deviation generated power 

frequency which ultimately can destabilize the entire power system. Here comes the 

LFC for rescue by maintain the power frequency at desired value. In LFC, area 

controllers are used to perform this task. To avoid this kind of problem AGC and load 

frequency control method is used for balancing the power system frequency. 

For tuning purpose objective function have been used. In this work three 

area interconnected LFC system has been used for simulation purpose. Fractional order 

proportional integral (FOPI) controllers and proportional controller (PI) were used as 

an area controller in order to mitigate the effect of load variation in power system.  

In order to optimize the parameters of controllers, three optimization 

algorithms namely genetic algorithm (GA), Particle swarm optimization (PSO) and 

Water cycle algorithm (WCA) have been used. Performance comparison between 

optimized controllers using these algorithms has also been performed.  

For further work multisource single area has been simulated in the thesis 

to understand the process of automatic generation. Comparative analysis shows that 

the WCA optimization performed better than the other two GA and PSO algorithms. 

LFC system was simulated on MATLAB with the load disturbance of 0.01 p.u. in all 

areas at the same time. 
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CHAPTER 1  

 

 

INTRODUCTION 

1.1 INTRODUCTION 

As the development migrates throughout the society is executed where 

electricity is considered a basic need of humanity. Due to wide application and easy 

convertibility. Earlier Sources of energy fossil fuels. But due to greenhouse gas 

emission and its associated negative impact leads to a shift in non –conventional 

energy sources. Where are solar, hydro and wind, etc. Whereas the availability of non-

conventional sources is limited in geographical expense. Such as solar is limited to 

between both of the subtropics, whereas other areas are not able to produce as compare 

to these. Due to the distance of geographical constraints sources are spare less 

distributed. By the means of transmission line and power cable are interconnected. The 

interconnection of sources and loads and various fascillating apparatus is called a 

power system[1]. 

In this emergent power scenario, it is absolutely a challenge for electric 

suppliers to deliver safe and sound electric power to meet the demands of consumers. 

In the enormous generating stations exchange of bulk amount of power has been done 

by the help of tie-lines. It is a very hard-hitting job of power system to stay within 

stability by balancing between whole produced and demanded power simultaneously. 

Automatic generation control is answerable for supporting the basic 

constraints in the accepted scope by following the active power and reactive power 

stability mechanism.   Conventional technologies alone are not enough to react rapidly 
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against the intolerable power fluctuations. Area controller error (ACE) conveys to zero 

by appraising net variation in the required generation to protect and restore the 

equilibrium state of the system with an economical manner[2]. 

The limiting of generating stations/sources leads to the coupling of several 

generators. Sources are being connected to load centers through a mesh of transmission 

lines. Whereas these generators have economically restraints. Due to which generators 

are coupled through tie –lines. Tie–lines provide support between the area for energy 

exchange and during the abnormal condition. Tie–lines are used for contractual energy 

exchange between different areas. The active and reactive power varying with respect 

to load (rising and falling trend).The active and reactive power must be varying 

continuously to match the load. Because whenever there is a mismatch between 

demand and generation power its cause’s system frequency deviation. System 

frequency is affected by active power of system .but load varies through the day so 

maintain the system frequency to its nominal value by the governor it’s a very difficult 

task. 

With the help of a suitable control strategy that automatically regulates the 

governor valve which controls the real power output of the alternator. Supplementary 

control action requires to restore the system frequency at rated value. So primary 

function of load frequency control (LFC) is to maintain frequency at a nominal value. 

And also the maintain interchange power between the areas by adjusting the output of 

generators. Basically, load frequency control deals with regulation of real power output 

of the generator and its frequency incessant progress of AGC strategies over for more 

than five decades. Apart From the conventional approach recently new methods are 

implementing in the design and analysis of AGC schemes.  

Flywheel governor used earlier to control the frequency of the power 

system but later on a supplementary control was incorporated with the help of signal 

directly proportional to frequency plus it’s integral or integral of summation of 

deviation in frequency plus tie-line known as area control error (ACE).In a large power 

system, it’s very important to address the system frequency[3]. Power system 

frequency is a very important parameter of power system. Power system is not feasible 

without stable frequency.  
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So for a stable power system frequency should be stable within the 

permissible limit. Frequency can be controlled by various techniques. Active power of 

a system is dependent on a system. In a complex power system, there is one or more 

generators to feed power to the system. If any of the generators is misbalance by means 

of frequency mismatch its effects in whole complex power system[4]. So frequency 

mismatch is controlled by the primary and secondary control system. Using flywheel 

governor steam can be controlled. In primary control action, the governor input 

changes according to the output. If the output power is decreased then the input valve 

increases the steam (or hydro) and vice-versa. Primary control action acts fast as 

compare to secondary control action. Secondary control action acts more accurate as 

compare to primary[5].  

  

 

1.2  CHARACTERISTICS OF A PROPERLY DESIGNED 

POWER SYSTEM 

       1) Power should be available at every possible customer. 

       2) Continuous supply of power. 

       3) Supply should not be affected by changing of load. 

       4) Safety of equipment should be necessary. 

       5) Flexibility in power supply is good for power system. 

The power delivered must meet certain minimum requirements in terms of supply 

quality. 

Healthy power system can be determined as follows –  

1) System frequency should be kept at around 50 Hz. 

2) Voltage value of bus should be maintained within the limits (nominal value). 

 

1.3 REASONS OF LIMITING FREQUENCY DEVIATIONS 

There are some reasons why frequency fluctuations can be strictly limited 

and the system frequency should be kept constant. The following are the details: 
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The frequency is exactly related to the running speed of three phase a.c. 

motors. As a result, changes in system frequency will have a direct impact on motor 

performance. The alternator steam and water turbine blades are operates on specific 

frequency. If any disturbances occur in system its affects speed of turbine and 

frequency also. So due to this vibration occurs in system and system become unstable.  

 

1.4 CONCEPT OF CONTROL AREA 

A control is inferred as where common control techniques is applied for 

automatic generation control. Concept of control area is important when power system 

become complex rather than simple network. In complex power system network where 

area of generation is more than single area so instead of using control technique for 

each area which is not feasible a common technique for all control area should be 

implemented. It’s basically control mechanism which deals with every area in a 

common way. More than two area is connected through the tie line power. When 

power purchase agreement made between two companies for power sharing. Due to 

disturbance in power system or load demand mismatch there is need of a power in 

affected area so with the help of tie line objective of healthy power can be achieved. 

But there is need of common control. Technique rather than individual. When there is 

a disturbance occur due to load demand there is a mismatch of frequency at affected 

area[6]. 

If due to load demand its affects the system frequency or respective area 

and earlier discussed if frequency value is different from their nominal value system 

become unstable and their nominal value and parts of the system could be damaged. 

so to avoid this states in power system a control mechanism is necessity of power 

system. so for smooth process of power system a common control mechanism should 

be implemented. So when this states occurs, system should be responded as much as 

quickly to counter the effect of fault. If disturbance occurs in area so according to 

power agreement power can be share in affected area to become system stable as much 

as fast.  
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Fig. 1.1 Control loops in AGC system 

 

1.5 OBJECTIVE RELATING TO POWER SYSTEM 

1) Each area should be completed its load demand if any disturbance occur and 

with the help power sharing with other areas. 

2) System response on disturbance as much as quickly so system so system 

become stable in less time.  

 

1.6 MAJOR OBJECT OF LFC IN POWER SYSTEM 

1) Objective of LFC in power system is to take care of load demand of alternator. 

When load demand increasing or decreasing input power of alternator varying 

accordingly.  

2) If area are connected through the tie line than with the help of LFC power 

sharing between areas is done properly. 

3) With the varying of load demand there is mechanism which is automatically 

regulate the input power according to load power demand until the input power 

equal to output power. 
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1.7 ADVANTAGES OF LFC IN POWER SYSTEM 

Main objective of LFC is to keep the system frequency at prescribed value. 

1) With the addition of frequency with LFC generation control of alternator 

should be achieved. 

2) So to control the frequency and generation control of alternator, LFC have 

major role in power sharing between the areas according to agreement. 

 

1.8 TYPES OF CONTROL 

Primary Control: Primary control is to keep the system balance so steady state error 

becomes zero. Due to change in load demand system steady state frequency will be 

changes accordingly to droop characteristics and frequency sensitivity of load. 

In primary control action all generating unit contribute to the affected unit or load 

demand change area according to their droop characteristics. 

 

 

Secondary Control Action: In primary control action steady state frequency is not up 

to the nominal value so keep the system frequency at nominal value after disturbance 

secondary control action should be used. In secondary control action there is changing 

in generation in only load demand change unit. 

Secondary control action response is slower compare to primary control action. 

Secondary control action takes action after primary control action. 

 

1.9 NEED OF INTER-CONNECTION OF AREAS 

As earlier power system are operated as single unit bus. There was no such 

interconnected area. Because earlier there was not such high demand and fault so no 

need of fault protection and reliable operation. 

But in today scenario where power demand is increasing day by day so to keep the 

system balance or keep the system reliable area interconnected are necessity part of 

the power system. 
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In an inter connected of area power supply is reliable because if one area is not respond 

at any time so there is second area that is interconnected to first area is to keep fed 

power supply. 

In an interconnected power system load demand balance could be achieve easily. 

 

1.9.1 ADVANTAGE OF INTERCONNECTED POWER SYSTEM 

1) Due ti interconnected power system reliability of system is increased. 

2) In a large system some machines are required to use for reserve capacity no 

need of use all machines at every time of operation without to take care of 

sudden change of load. 

3) It would be economically sound system if interconnected system has been used 

in power system. 

4) There is a less burden in an interconnected power system because of power 

sharing of each alternator. 

 

 

 

1.9.2 DISADVANTAGES OF INTERCONNECTED POWER SYSTEM 

1) Proper protection is required in interconnected power system. 

2) Fast response required of every single equipment. 

3) Power share management is required for larger system. 

4) Rating of several equipment is increased. 

 

 

 

 

 

 

 

 

 

 



8 

 

CHAPTER 2  

LITERATURE SURVEY 

2.1 LITERATURE REVIEW  

Many researchers gives emphasis towards AGC due to its regulation 

against the instability regarding nonlinearities of unified power system. Mechanism of 

AGC in closed loop determines the generations to fulfil the prescheduled system 

constraints in order to keep secure the system from abnormalities related governor 

wind-up. In ref. [7], [8] suitable modelling of AGC is presented to achieve the 

stimulating tasks concerning fluctuations regarding faults, load demand etc. Recently 

researchers improve many relevant researches about AGC that described in below 

section. In present research to obtain the fruitful operation of load frequency control 

(LFC) a multiple combination of reheat based thermal, hydro and gas sources are 

deliberated to keep an eye on LFC complications[6]. In [9] an effort has been done 

along with hybrid optimization technique named hybrid firefly algorithm and pattern 

search over a multi area system with Proportional integral derivative (PID) controller 

mechanism. Dated back proportional integral (PI) controller caught the eye of 

researches to keep on progress on AGC problems. A modified objective function 

integral time absolute error (ITAE) along with suitable weight coefficients of settling 

time of frequency and interline power alternations are further developed to acquire the 

minimal values of differential evolution (DE) tuned PI controller [10]. Release of 

carbon and rapidly lack of conventional energy resources paid attention towards 

renewable energy sources. To fulfil the energy demands solar and wind energy sources 

employed as alternate sources and implemented over a hybrid system. Addition of 

fossil fuel which has a great impact on global warming along with solar, wind and 

diesel has been imposed for research work [11]13]. Wind energy considered as the 

utmost promising resources not only for quickly reduction in the cost of wind 
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generators but also it is eco-friendly and eye-catching for wind provinces. In 2015 Lu 

Chia-Liang gave emphasis to solve the problem of wind thermal coordination dispatch 

tuned for AGC [13]. The controllers are implemented to find out the appropriate 

instructions to acquire the desired state with less fluctuations. Dated back proportional-

integral-derivative controller is introduced to make a control over stability and 

dynamic responses of a hydro- power system [14]. A population based artificial bee 

colony algorithm is imposed for optimization process of PI, PID controller for AGC 

[15]. Fuzzy logic has quickly become the utmost methodology for the designing of 

classy control system. It resembles the human thinking with the capability of producing 

exactness solutions. Multi-stage fuzzy proportional integral derivative controller [16], 

proportional with integral controller with crazy PSO[17] has employed to meet the 

challenges of AGC. Later on in [18][19] the multi area power system is verified with 

the presence of generation rate constraint and thyristor control phase shifter (TCPS) 

along with fuzzy logic based PI and PID controller. From the above discussion, it can 

be conferred that LFC for multi-area system is a challenging task and lot to be done in 

order to improve the overall quality of the power systems. Keeping this in mind, in this 

work a three area interconnected thermal power system has been designed. In order to 

mitigate the effect of load variations in any area on the generated power frequency, 

fractional order proportional integral (FOPI) controllers have been used in each area 

as an area controller. 

. In present research to obtain the results of load frequency operation (LFC) 

a multiple combination of reheat based thermal, hydro and gas sources are deliberated 

to keep an eye on LFC complications. Modern control theory and its application by 

Fosha and Elgerd[20] in power system. In this paper a unified technique dependent for 

LFC of power system is discused. 

 

The design of linear PI regulator for  two and three area power system was 

presented by calovic[21]. Two area multi source system was proposed by Kothari[22]. 

To improve the performance of automatic generation control system under changeable 

system parameters and operating conditions, various controllers have offered 

remarkable work over the last decades intelligent technique has emerged in a big way 

to deal with system design and implementation of control techniques in large power 

system. various techniques like genetic algorithm (GA)[23], particle swarm 
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optimization (PSO), artificial bee colony (ABC)algorithm[24], bacterial foraging 

algorithm (BFOA)[25], the controllers are implemented to find out the appropriate 

instructions to acquire the state with less fluctuations. In this paper multi source multi 

area hydrothermal system has been simulated using pi controller. Selection based on 

different different techniques based. To check the stability of system with open loop 

and close loop has been investigated[26].with extent in this[27] paper another 

controller name fuzzy gain scheduling are considered for automatic generation control 

and compare with other optimal controller with some algorithm and conclude that 

fuzzy gain controller is superior to other.in tis[28] paper FOFPID controller is 

proposed for automatic generation control. Its compares with other controller by 

proposed algorithms and at last it concludes that it effectiveness is more than any other 

controller either same power system.[29] In this research work PID controller with 

GSA algorithm with two area thermal power system is proposed.in this application of 

gravitational search algorithm is presented with PI controller for automatic generation 

control[30].in this paper design of LFC using GSA is considered and also GRC and 

governor dead band is also considered[31]. 

In this paper PID controller is used for multisource power system using 

foraging optimization technique[32]. Many authors give their contribution to 

understand the automatic generation control in a better way with different algorithms 

have been used for tuning the function, some optimization are pattern search 

algorithm[33],firefly algorithm[34] , in this (hFA –PS) optimization is implemented 

using generation rate constant[35].in the paper hybrid  PSO and fuzzy PI controller is 

used for automatic generation control[36],grey wolf optimization (GWO) in inter 

connected power system[37] , BIA based design model predictive controller(MPC) is 

considered[38].using TLBO[39] comparative analysis has been done of power system. 

 

 

2.2 MOTIVATION 

In the literature review a no. of article have been published that described 

the method of automatic generation control. Paper have been published in the domain 

of AGC and their strategies.in power system stability of the system is key factor. Day 

by day demand is increasing so to keep the system stable automatic generation control 
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is must for the system. So studies was done on automatic generation control. In power 

system major problem is load balance. As in rural areas load varies continuously or at 

industries level its affects the all over the system. Due to disturbances in system there 

is mismatch in frequency and its Leeds to instability of system. Automatic generation 

control technique is the control technique that helps to keep system frequency at their 

nominal level. So there is a lot scope of improvement in this field.  

 

2.3 OUTLINE OF THESIS 

This thesis is completed in six chapter. 

 First chapter deals with introduction of automatic generation control. After that 

literature review presented to as previous work.  

In the second chapter it describes about introduction of power system and their 

components and dynamics of the system. In this working of turbine, governor, 

generator, tie line have been explained.  

Third chapter describes the algorithm that have been implemented in the work. For 

this work three algorithm have been implemented name as genetic algorithm, particle 

swarm optimization, water cycle algorithm their proposed work in the AGC is 

discussed.  

Fourth and fifth chapter includes the performance of three area connected thermal 

power system with different algorithm and at last compare the algorithm with their 

time response. In fifth chapter frequency analysis has been done with multi source 

single area system. 

In last chapter it deals with conclusion and future scope. 
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CHAPTER 3  

 

 

DYNAMICS OF POWER SYSTEM 

3.1 DYNAMICS OF POWER SYSYEM 

In simple power system there is no need of controlling the generation 

automatically to control the load demand. But in complex power system to operate the 

generation device automatically rather than manually for controlling the frequency at 

their nominal value. In automatic load frequency control there is controlling technique 

which helps the power system network to control the frequency parameter. Its helps 

the tie line power sharing between the power areas. So when disturbance occurs in any 

area due to load demand so with the help of LFC controlling technique frequency can 

be controlled. Some components can be help in for frequency control in LFC loop. 

 

 

 

                                                                                                                       ∆𝐹(𝑠) 

 

 

 

 

 

 

                     Fig 3.1 Block Diagram of Load Frequency Control 
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3.2 TURBINE 

It initially only one type of steam engine available which was a 

reciprocating or piston engine. Principle of piston engine operated was the potential 

energy. Use of potential energy to drive a piston in cylinder. Charle parson is the 

inventor of steam turbine. For steam turbine to use the kinetic energy of steam (from 

high pressure source) to drive an engine. Steam is used in turbine to move the wheel 

by moving the blade is mounting on a wheel. 

Steam turbine for large coal station are generally divided into three sets, 

first is high pressure, intermediate pressure, low pressure turbine[40]. Gas turbine is 

machine delivering mechanical power.in this work three types of turbines model are 

considered for study. For initial non reheat turbine model and reheat turbine model, 

gas turbine model and hydro based turbine model are used. For here transfer function 

of non-reheat turbine model are presented its does this using a gaseous working fuel. 

 

𝐺𝑇(𝑠) =
∆PT(S)

∆PV(S
=  

KT
1 + STT

                                                                                   2.1 

 

For reheat turbine transfer function model is presented by Eq. 2.2 

   𝐺𝑇(𝑠) =
∆PT(S)

∆PV(S
= 

KT

1+STT
+
𝑇𝑇(𝑠).𝑐+1

𝑇𝑇(𝑠)+1
                                                           2.2 

 

For gas turbine transfer function model is presented by Eq. 2.3 

Where ∆PT(S)  = the output of the turbine. 

           ∆PV(S)  = the input of the turbine. 

 

3.3 GOVERNOR 

When there is load changes by means of electrical load so due to this 

electrical power is greater than mechanical input. This required power is supplied by 

kinetic energy stored in the system. But due to mismatch between electrical and 

mechanical power its affects the speed of turbine. And speed of turbine and frequency 

is directly related with each other. To avoid this situation governor comes into the 

picture. Governor sensed the speed deviation that occurs due to load demand and its 

acts the input valve of the turbine to change the input steam to change the mechanical 
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output according the power demand output and set the new steady state value of 

frequency.in earlier governor was used is watt governor which sensed the speed by 

rotating balls and provides mechanical response accordingly speed changes.in this 

work different different governor is taken for more study of LFC. In this work steam 

governor hydro governor and gas plant governor is taken.  Mathematically equation is 

given by this and transfer function of governor output is given by this-  

 

∆𝑃𝐺 = ∆𝑃𝑟𝑒𝑓(𝑠) −
1

𝑅
∆𝐹(𝑠)                                                                (2.3) 

 

∆𝑃𝐺 = the governor output  

 

∆𝑃𝑟𝑒𝑓(𝑠) = the reference signal  

 

R = droop  

 

∆𝐹(𝑠) = frequency deviation due to speed 

 

 

3.4 GENERATOR 

Main work of generator its convert mechanical power energy into 

electrical form of energy. Here our main aim is to regulate the speed accordingly the 

load so system keeps stable. Where there is load varying its effect on the speed of the 

rotor. So turbine mechanical output should be countered the demand of demand. So 

with the help of sensing device power balance should be balance for stable operation 

of power system. Electromagnetic generator uses a magnet that produced by current. 

A generator consists of stator and rotor in its structure. Whereas stator is a static part 

of any generator. Winding are mounting on stator on and rotor parts also kept running 

winding which helps to generate electricity. An input fluid like steam, water gas are 

drives on rotor blades which are mounted on rotor. These rotor blades starts to rotate 

with the help of fluid. In this work different type of turbine generator is used like steam 

turbine generator and hydro turbine generator is used for study. 
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The transfer function of generator is presented by Eq. (4) 

𝐺𝐺(𝑠) =
∆𝑃𝑉(𝑠)

∆𝑃𝐺(𝑠)
=

1

1 + 𝑇𝐺(𝑠)
                                                     (4) 

 

∆𝑃𝑉(𝑠) = the output of generator  

∆𝑃𝐺(𝑠) = the input parameter of generator 

𝑇𝐺(𝑠)   = time constant of generator 

 

3.5 LOAD 

The load on power system be made up of different type of load. Like 

resistive loads are lighting and rods for heating purpose and for frequency sensitive 

load are motors and fans are frequency dependent load. Like motors dependent loads 

are very sensitive to frequency. How it’s sensitive to frequency this depend on speed 

load charactertics by driven devices. Varity od loads affects the control mechanism of 

power system. If it’s only resistive load that means it load are free from frequency less 

load so it easy to control that type of load. Composite load are described by this 

equation   - 

∆𝑃𝐸 =  ∆𝑃𝐿 +𝐷∆𝑊                                                                    (2.4) 

 

 

∆𝑃𝐿 = non frequency responsive change load 

𝐷∆𝑊 = Frequency response load change 

D =     % Change in load / %change in frequency 

 

                                                              

3.6 TIE LINES 

In today’s scenario where load demand increase day by day areas should 

be feasible for any power demand and fault condition. So single or isolated areas may 

not be good for today’s scenario where load demand increase or decrease instantly. 

Areas must be connected together with each other through tie line. Tie line is a 
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transmission line which connect two generation areas or two transmission line for 

power sharing with one another one. In isolated areas when demand varying then its 

make complicated for system to meet demand in short of time. So it’s better to make 

system interconnected for better performance of system. Tie line is interconnected line 

between the areas and areas can make agreement for power sharing as per need. So in 

single areas load disturbances occurs then its leads to instability of system. So avoid 

these situation areas should be connected with each other through tie lines. When there 

is load disturbances occurs then other areas can also share the power accordingly their 

droop characteristics and power purchase agreement. So it’s so helpful for healthy 

system and it’s also increase the system stability. The main objective of tie lines is to 

trade power between the areas in economical way. So when areas want the power on 

urgent basis so it can be share with the help of tie line.so here for understanding 

purpose two area is to be considered. 

 

So Let there be two areas and power is to exchange from area 1 to area 2 

𝑃12 =
|𝑉1||𝑉2|

𝑋12
𝑆𝑖𝑛(𝛿1 − 𝛿2)                                                               2.5 

Where 1 denotes for control area 1 and 2 denotes for control area 2 

 𝑃12 = active power flow from area 1 to are 2 

 𝑋12= reactance of tie line  

 |𝑉1| = voltage of area 1 

 |𝑉2| = voltage of area 2 

. 

 

3.7 AREA CONTROL ERROR 

When there is two area are connected with each other than which area share 

how much power to other area without disturbing own stable condition. So when there 

is disturbing occurs in any area then all the area contribute their own power to the 

demand area as per requirement. So in primary control action all the unit takes place 

for power sharing accordingly their sped droop characteristics. But primary action does 

not counter fully but its acts fast as compare to secondary control action. So after 

primary control action steady state frequency is not their nominal value. So to bring 



17 

 

the frequency at their nominal value secondary control can be used in power system. 

Secondary control action is slow compare with primary control action. In secondary 

control action only demand area will adjust their demand value only. Other area cannot 

be share their power. So load demand area should countered the unbalance based on 

own parameter. The supplementary control in given area should ideally correct, only 

for changes in that are i.e. if there is change in area 1 load there should be increase of 

generation in area 1 only not in area 2 as same if there is change in area 2 load then 

there should be increase of generation in area 2 only not in area 1. A control signal 

made of the tie line power flow deviation (∆𝑃12) added to the frequency deviation (∆𝐹) 

weighted by a bias factor, full fills the objective. This control signal is known as area 

control error. 

 

Area control error for area 1 is – 

(ACE) 1 = (∆𝑃12) -𝛽1∆𝐹                                                                    (2.6) 

Area control error for control area 2 is –  

(ACE) 2 = (∆𝑃21) -𝛽2∆𝐹                                                                     (2.8) 

 

Where  ∆𝑃12 = power flow from area 1 to area 2 

 𝛽1 = composite frequency response characteristics of area 1 

 𝛽1 = composite frequency response characteristics of area 2 

 ∆𝐹 = frequency deviation of area 1 and area 2 

 

3.8 PARALLEL OPERATION OF GENERATORS 

In automatic generation control for feasible operation generators works in 

parallel operation.in parallel operation the work or burden on generator may be less. 

And due to this stability of power system is increase. Combine parameter like inertia 

constant (Meq) and damping constant (Deq), characteristics for frequency response 

(Beq) is presented. Parallel operation is combined more than one generation unit. Unit 

parameter determined as a combined parameter.  
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G1 G2

LOAD LOAD

TIE LINE 

BUSBUS

 

Fig. 3.2 Block Diagram Of Parallel Operation of generators   

 

  

3.9 MODELLING OF ALFC 

Modelling of load frequency control is for frequency and tie line power in 

this work. In frequency analysis to check the behavior of power system parameter 

when there is load disturbances occurs.  How the tie line power share the power 

through the neighbor area. 

 

3.9.1 MODELLING OF CHANGE IN FREQUENCY 

To check the behavior of frequency in power system a small change in 

load and with respect to load how the governor is change the input valve of turbine. 

Due to change in load demand to check the value of frequency in steady state and 

dynamic response. 
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          Fig 3.3 Automatic Load Frequency Control Loop 

 

 

 

 

Transfer function of turbine = 
1

1+𝑆𝑇𝐶𝐻
 

Transfer function of governor = 
1

1+𝑆𝑇𝐺
 

MI Of Turbine and Governor = 
1

𝑀𝑆+𝐷
 

 

Output = 
Δ𝑊𝑟(𝑆)

Δ𝑃𝐿(𝑆)
 = 

−
1

𝑀𝑆+𝐷

1+
1

𝑀𝑆+𝐷
×
1

𝑅
×

1

1+𝑆𝑇𝐶𝐻
×

1

1+𝑆𝑇𝐺

    (2.9) 

 

For step Change in Load  

Δ𝑊𝑟(𝑆) = - 
∆𝑃𝐿′

𝑆
{

1

𝑀𝑆+𝐷

1+
1

𝑀𝑆+𝐷
×

1

1+𝑆𝑇𝐶𝐻
× 

1

1+𝑆𝑇𝐺

}                                                 (2.10) 

                 

                  Δ𝑊𝑟(𝑆) = 𝑠
𝑙𝑖𝑚
→ 0 SΔ𝑊𝑟(𝑆) = 

−Δ𝑃𝐿

𝐷+
1

𝑅

                                                         (2.11) 
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3.9.2 MODELLING OF TIE LINE 

 

For modelling of tie line in power system let us consider that power flow 

from area 1 to area 2 through tie line. 

 

 

 

 TIE LINE 

 

 

 

 

 

       Fig 3.4 Power Transfer through Tie –Line 

 

In this modelling, power flow from area1 to area 2 so for area power is 𝑃1 

AND power of area is 𝑃2 and power flow from control area 1 to 2 so power is 𝑃12  

 

So power flow  

𝑃12 = 
𝜀1𝜀2

𝑋𝑇
sin(𝛿1 − 𝛿2)                                                                       (2.12) 

 

 𝜀1 = magnitude of voltage of area 1 

 𝜀2 = magnitude of voltage of area 2 

 𝑋𝑇 = reactance of tie line 

Let us assume that system is in steady state with voltage –  

𝜀1 = 𝜀1∠𝛿10 And  𝜀2 = 𝜀2∠𝛿20                                                       (2.13) 

 

So  𝑃120 = 
𝜀1𝜀2

𝑋𝑇
sin(𝛿10 − 𝛿20)                                                            (2.14) 

 

Now following change in load  

 

   AREA 1  

    

       AREA 2  
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 𝑃120+∆𝑃12 = 
𝜀1𝜀2

𝑋𝑇
sin[(𝛿10 + ∆𝛿1) − (𝛿20 + ∆𝛿2)]                           (2.15) 

After solving this equation  

 ∆𝑃12 = 
𝜀1𝜀2

𝑋𝑇
cos(𝛿10 − 𝛿20) ∆𝛿12                                                       (2.16) 

 

Where T = 
𝜀1𝜀2

𝑋𝑇
cos(𝛿10 − 𝛿20) = synchronizing torque coefficient   

 

 ∆𝑃12 = T. ∆𝛿12 =
𝑊0𝑇

𝑆
[∆𝑊𝑟1(𝑠) − ∆𝑊𝑟2(𝑠)]                                     (2.17) 

 

For area 1 - 

∆𝐹𝑆𝑆 =  
−∆𝑃𝐿1

𝐷1+
1

𝑅

 =  ∆𝐹1                                                                           (2.18) 

∆𝑃𝐿1 = -
∆𝐹1

𝑅1
 - 𝐷1 -∆𝑃12                                                                        (2.19) 

                 As for area 2 –  

∆𝐹𝑆𝑆 =  
−∆𝑃𝐿2

𝐷2+
1

𝑅

 =  ∆𝐹2                                                                           (2.20) 

∆𝑃𝐿2 = -
∆𝐹2

𝑅2
 - 𝐷2 +∆𝑃12                                                                       (2.21) 

So there is an incremental power increase due to change in load demand followed by 

rise in frequency.  

If two isolated area connected through the tie-line so its help the in power sharing 

when disturbances occurs. And in secondary control action control other control area 

do not share their power to demand area. So area control error value should be zero 

of concerned area. 

Let  

ACE1 = Area Control Error of Area 1 

ACE2 = Area Control Error of Area 2 

 

For area 1 = ∆𝑃𝐿1 = -
∆𝐹1

𝑅1
 - 𝐷1∆𝐹 -∆𝑃12                                                                  (2.21) 

As same as for area 2 = ∆𝑃𝐿2 = -
∆𝐹2

𝑅2
 - 𝐷2∆𝐹 +∆𝑃12                                               (2.22) 

Suppose that there is change n load only in area 2 

 



22 

 

∆𝑃12  = -(
1

𝑅1
+𝐷1) ∆𝐹 = -𝛽1.∆𝐹                                                                            (2.23) 

∆𝑃𝐿2= -(𝛽1 + 𝛽2)∆𝐹                                                                                              (2.24) 

AND ∆𝐹 =−
∆𝑃𝐿2

(𝛽1+𝛽2)
                                                                                              (2.25) 

To ensure the above requirement AGC uses a control signal called area control error- 

 

ACE1 = −∆𝑃12 − 𝛽1∆𝐹                                                                                         (2.26) 

ACE2 = −∆𝑃21 − 𝛽2∆𝐹                                                                                         (2.27) 

These signal are implemented in governor control of both areas. 

 

3.10 CONCLUSION 

A comprehensive study has been done in this chapter. In this chapter a part 

of power system has been described. In the dynamics of power system generator work 

and turbine work has been studied. For better understanding of AGC in this chapter 

use of tie line and parallel operation has been studied. Modelling of tie line and LFC 

has been done in this chapter. In the modelling of tie line working of tie line how the 

tie line works in the context of automatic generation control has been described. In the 

modelling of area control error working of ACE has been explained. 
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CHAPTER 4  

 

 

OPTIMIATION ALGORITHMS 

4.1 INTRODUCTION 

Optimization algorithms can play a crucial role in order to make right 

solution for optimization problem. And also due to diversity of optimization the choice 

of optimization is very important and also it is defined by low and high bounds. 

Objective function can be linear or nonlinear. Variables can be discrete and continuous 

in nature. These nonlinear equation cannot be solved properly without technique. It 

became more difficult to solve problem. Optimization techniques are mainly classified 

mainly as local optimization problem or global optimization problem. Local 

optimization algorithms are based on gradient information.to find the solution of 

objective function these type of algorithms used gradient information for solving the 

problem.  

After local optimization algorithm to find the more accurate result of objective 

function have been used in optimization problem. Global optimization algorithms 

given much better result or solution to find the minimum value of objective function. 

Although optimization technique doesn’t give certainty to find the exact minimum 

value of the problem but it gave more and more accurate point nearer the minimum 

value of any problem. 

              Global optimization algorithm can be classified as evolutionary or 

deterministic algorithms. In evolutionary optimization algorithms have been used 

more frequently for last decays. In evolutionary algorithms to find the best solution of 

any objective function make use of set of population or group of data rather than 

gradient information used in local optimization algorithms. Evolutionary algorithms 

have been used in this work. Evolutionary algorithms like genetic algorithms (GA)], 

particle swarm optimization algorithm (PSO), water cycle algorithms (WCA) have 

been used for optimize the objective function used in load frequency control[41].  
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4.2 GENETIC ALGORITHM 

For many problems we are not able to construct an algorithm for searching 

a solution step by step and choosing the best one, but very often we can specify the set 

of potential solutions. Goal of strategy is searching and analyze elements of set in order 

to fix the best one. It is easy for small sets but if set increases it becomes more and 

more complicated or impossible. One of the most advanced and very modern searching 

methods are genetic algorithms. 

Genetic algorithms are stochastic global methods based on the mechanics of natural 

genetics and natural selection. They are basically iterative methods that are widely 

used in several branches of science and technologies for optimization problems. 

 In genetic algorithm methodology, for each iteration (generation), not only one point 

in the search space is taken into account but a set of solutions defining a population of 

individuals is considered. The individuals are ranked according to the solution that 

each one can lead to. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 NO 

 

 

 YES 

 

                             Fig 4.1 Genetic Algorithm Loop 

Select individuals for mating 

Initial Population 

Mating individuals to generate individuals 

  Mutate Offspring 

 Insert new individuals to new population 

Are criteria satisfied? 

  End for searching 
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From Fig.4.1 the loop is closed. Replication for choosing the best 

individual start at the base point. The selection of chromosomes is random; however it 

is strongly directed for choosing the best individual for reproduction. In usual practice 

it is required to terminate the GA after number of generations and then test for quality 

of best number of population against the problem definition. GA may be restarted 

again if no acceptable solution is found.  

 

 

 

4.2.1 Genetic Algorithm Operations  

A) Selection 

The purpose of the parent selection in GA is to give more reproductive 

changes to those individuals that are fit. 

 

The commonly used technique to do this process is RWS (roulette wheel parent 

selection) which includes the following steps: 

i) Creating the net total fitness by summing the fitness of all population members. 

ii) Generating a random number n, between 0 and total fitness. 

iii) Returning the first population members whose fitness added to the fitness of the 

preceding population members is greater or equal to n. 

The effect of roulette wheel parent selection is to return a randomly selected parent. 

Using this selection algorithm, each parent’s selection chance is directly proportional 

to the fitness. 

B) Crossover  

The basic operator for producing new chromosomes in GA is crossover. Crossover 

produces new individuals which has some traits of both parents as exist happens in 

nature. There are various types of crossover for example: single point, dual-point, 

multipoint, uniform, shuffle, asexual crossover and single child crossover. Fig.4.3 

shows the single-point crossover which is the simplest form of crossover. 
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                             Fig 3.2 Single point Crossover  

 

 

 

 

 

C) Mutation  

Mutation causes the change in the genetic representation according to 

probabilistic rule. In the binary string representation, mutation causes the random bit 

to change its state (i.e from 0 to 1 or 1 to 0 ). In natural evolution, mutation is applied 

with very low probability, typically in the range 0.001 and 0.01 and modifies the 

elements in the chromosomes. It is possible that a given binary string may be mutated 

at more than one point if it is given that mutation is generally applied uniformly to an 

entire string. 

 

PLACE OF MUTATION 

              ORIGINAL STRING:    0 1 0 1 0 1 1 0 

               MUTATED STRING:    0 1 1 1 0 1 1 0 

                           

                                           Fig 3.3 Binary Mutation  

D) Reinsertion 

Once the selection and recombination of the individuals from the old 

population have produced a new population, the fitness of the population individuals 

in the new population may be determinate. If fewer individuals are produced by 

recombination as compared to the size of the original population, the fractional 
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difference between the new and old population size is called or termed as generation 

gap. 

In order to maintain the size of the original population, the reinsertion of the 

individuals into the old population is done. Similarly if the size of the offspring is large 

as compared to original population then a reinsertion scheme must be used to 

determine which individuals are to exist in the new population. During selection of 

which member of the old population is relocated, the most apparent strategy is to 

replace the least fit member of the old population deterministically. The replacement 

should select and replace the oldest members of the population. 

4.2.2 The Objective Function Of Controller Tuning  

The most crucial step in application of GA is to choose the objective 

functions that will be used to evaluate the fitness of each chromosome. To optimize 

the performance of PID, the PID gains must be adjusted to minimize or maximize the 

certain performance index. The performance index is calculated in the region 0 < T < 

t, where ‘T’ is time interval of performance index calculation and ‘t’ is settling time of 

the system. 

 

The performance indexes are: 

1) ITAE (Integral of Time multiply Absolute Error) 

∫𝑡|𝑒(𝑡)|𝑑𝑡 

2) IAE (Integral of Absolute Error) 

∫ |𝑒(𝑡)|𝑑𝑡 

3) ISE (Integral of Squared Error) 

∫𝑒2(𝑡)𝑑𝑡 

4) ITSE (Integral of Time multiply Squared Error) 

∫𝑡𝑒2(𝑡)𝑑𝑡 
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4.3 PARTICLE SWORM OPTIMIATION  

The proposed PSO algorithm is a new method discussed in the project 

work. Taking the flaws of basic PSO into consideration, Proposed PSO is developed 

and implemented on mathematical test functions as well as on economic load dispatch. 

Though basic PSO is efficient and can be implemented to optimize any objective 

function. But the BPSO algorithm has a small probability to get stuck at the local 

minimum point in place of the global minimum point. Also, it has been seen that 

particles converge faster and reaches an optimum point but have higher velocity even 

when it is about to reach the optimum point. It leads the algorithm to perform more 

number of iterations than required to reach the optimum point. Also, the time 

consumed will be more[42].  

Therefore, a retardation factor has been introduced which is to be 

multiplied with the velocity after a certain number of iterations. Concept of NFEV is 

introduced in our thesis work, which gives us information about how many times a 

function is evaluated. This process includes the evaluation of function for each 

particle’s every iteration, personal best, and global best position. It has played a 

significant role in proving how the proposed PSO algorithm is better than the basic 

PSO algorithm. The proposed PSO algorithm is implemented on mathematical test 

functions to check the convergence and accuracy of the algorithm. After getting better 

results than the BPSO, it is implemented on the economic load dispatch problem. In 

the case of economic load dispatch, the main objective is to optimize the fuel cost 

function. Therefore using the proposed PSO algorithm we have optimized the fuel cost 

function. 

Optimization is the simple action t make the best utilization of any resources. Thus 

optimization should be done for each entities in power system to increase efficiency. 

Particle swarm optimization is nature based swarm based algorithm is based on a 

model of interaction between agents and swarm intelligence to get maximum and 

minima of a fitness function. In particle swarm optimization algorithm no. of particle 

or entities are placed in a space of as cost function. During first iteration all of particles 

are evaluate by cost function[43]. After evaluate the each particle PBest  and GBest are 

to be find out. If current fitness value is better than previous value then current value 

of  is the new PBest.. 
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Chooose the particle with the best fitness value of all particle as the Gbest. 

For each particle calculate particle velocity and particle position.   

 

1. The objective function to be minimized is defined. 

2. Input the maximum number of iterations, swarm size, social acceleration 

coefficients C1 & C2, r1& r2, tolerance value and retardation factor. 

3. Initialize the variables like position, the velocity of particles as well as the 

NFEV. 

4. Define the search space for the variables. Random initial values are selected 

using unifrnd and rand. These two functions generate uniformly distributed and 

randomly distributed numbers respectively. 

5. The function value for each particle in swarm using the objective function is 

calculated. 

6. After calculating the value of the objective function for each particle, Pbest and 

Gbest of particles are found out. 

7. Best position of a particle for which the value of the objective function is 

optimized, known as the personal best position. 

8. The best value among all the personal best positions is known as the global 

best position. 

9. The position and velocity of each particle are updated using the position and 

velocity update equations. 

𝑉𝑗(𝑖)=𝑤 ∗ 𝑉𝑗(𝑖 − 1)+𝐶1𝑟1[(𝑃𝑏𝑒𝑠𝑡)𝑗 − 𝑥𝑗(𝑖 − 1)] + 𝐶2𝑟2[𝐺𝑏𝑒𝑠𝑡(𝑖 − 1)]        

 𝑥𝑗(𝑖) = 𝑥𝑗(𝑖 − 1) + 𝑉𝑗(𝑖)                                                                            

                        

10. A retardation factor is multiplied with the velocity of the particle for the next 

iteration. It will reduce the velocity of each variable’s particle and reduce the 

number of iterations to reach the optimum point. 

11. 𝑉𝑗(𝑖) = retardation factor * 𝑉𝑗(𝑖 − 1).  

12. This process is repeated for several iterations until the stopping criteria are met. 

13. If the personal best position at present iteration is better than the personal best 

position at the previous iteration then the present value will be set as a new Pbest 

position. 
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14. Similarly, if the global best position at present iteration is better than the global 

best at present iteration then the present value will be set as a new Gbest position. 

15. The New Gbest position of the particle will give the optimum point of the 

objective function. 

16. If stopping criteria is satisfied, display the value of the number of function 

evaluations, the minimum value of the function at the global optimum point. 

17. Display the time consumed to optimize the function and number of iterations 

performed. 

18. The plot of each particle is traced in search of a global optimum point. 

19. The plot between the function value of the objective function and the number 

of iterations is also traced. 
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                                                           Fig 3.4 flow chart of PSO 

 

Define objective to be minimized 

Initialize the parameter of PSO 

Calculate the fitness value for each 

particle 

Update the Pbest  for particle 

Calculate best mean 

Calculate Gbest  for particles 

Update position of particles 

Iter = Iter+1 

Global best is the solution of objective function 

Check the stopping criteria  

According the error limit 

 

Stop 
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4.4 WATER CYCLE ALGORITHM 

WCA algorithm is a novel met heuristic algorithm for optimizing the any 

problem. Water cycle algorithm is based on a real life water cycle process that means 

how river or stream is created and hoe they flow after created to sea. WCA is based on 

natural process based algorithm how river and stream flow to sea to get optimize 

solution or optimize point. And to avoid local minima how the evaporation process 

work from the river and sea[44]. After evaporation of water its form clouds in 

atmosphere. They get condenses in colder region of atmosphere and coming back to 

earth in the form of raindrops as shown in fig 3.4. 

Fig 3.5 Water Cycle Process 

. 

WCA is also a nature based algorithm. In the proposed WCA as its starts 

with initializing the parameter of algorithm as population.  In WCA population is 

defined by the raindrops. So from raindrops population best raindrops is selected as 
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sea. After this another best category is selected as river. After all this part the remaining 

drops is selected as stream. Depending upon the value of drops flow of river to sea and 

stream to river has been decided.  How the stream flow to river and river flow to into 

the sea is explained further[45]. 

To provide a solution of optimization problem like other algorithm WCA 

have defined problem variables and this is formed as an array. In water cycle algorithm 

problem variables chosen raindrop. And it’s formed as an array. This array is defined 

as  

Raindrop = [𝑋1 𝑋2 𝑋3 𝑋4 𝑋5…… . . 𝑋𝑁  ]                                                    (3.1) 

 

The cost value is determined each raindrop by objective function. 

𝐶𝑖 = 𝐶𝑜𝑠𝑡𝑖 =  𝑓(𝑋1
𝑖   𝑋1

𝑖   𝑋1
𝑖 … .𝑋𝑁𝑣𝑎𝑟

𝑖  )   i =  1, 2, 3, …..𝑁𝑝𝑜𝑝                                (3.2)             

 Where     

𝑁𝑝𝑜𝑝 = population of raindrops 

𝑁𝑣𝑎𝑟= problem variables 

After evaluating the cost value of each raindrop the minimum value of cost function 

selected as sea and river. The minimum value of among the all raindrop considered as 

sea. 

𝑁𝑠𝑟 = No. of rivers +1(sea) 

to calculate the  

Define the raindrop as a river or as a sea is depending on the intensity of flow.  

 

                               (3.3) 

 

 

4.4.1 HOW DOES A STREAM FLOW TO THE RIVER OR SEA 

As discussed earlier streams created from raindrops and more than one 

streams join each other to form a river and some of the drops are join the sea to get a 

best optimal solution. Steam and river is connecting through a line between them as a 

random chosen distance[46].  
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           𝑋 ∈ (0, 𝐶 × 𝑑), 𝐶 > 1                                                                     (3.4) 

Where C is value between 1and 2. The best value of C is near 2. d is the 

current distance between river and sea. To flow of stream in to river value of c must 

be greater than 1. This equation is valid same for river and sea. So new position of 

river and sea is given as 

𝑋𝑠𝑡𝑟𝑒𝑎𝑚
𝑖+1 = 𝑋𝑠𝑡𝑟𝑒𝑎𝑚

𝑖 + 𝑟𝑎𝑛𝑑 × 𝐶 × (𝑋𝑟𝑖𝑣𝑒𝑟
𝑖 − 𝑋𝑠𝑡𝑟𝑒𝑎𝑚

𝑖 )                       (3.5) 

 

𝑋𝑟𝑖𝑣𝑒𝑟
𝑖+1 =  𝑋𝑟𝑖𝑣𝑒𝑟

𝑖 + 𝑟𝑎𝑛𝑑 × 𝐶 × (𝑋𝑠𝑒𝑎
𝑖 − 𝑋𝑟𝑖𝑣𝑒𝑟

𝑖 )                                 (3.6) 

 

Where  

Rand = uniformly distributed number ( 0< rand > 1) 

If the solution of stream is better than the river than stream can Convert 

River and river become stream and this process can also be happen in river and sea as 

shown in fig. 

 

 

                                                            Fig 4.6 Process of WCA 
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4.4.2 EVAPORATON CONDITION 

Convergence problem occurred in optimization algorithm while solving 

the optimize problem. In WCA to avoid this kind of problem evaporation is main 

factor. Water evaporates through the river and stream and then ita convert into clouds 

and condenses in atmosphere of cold.  

And return back to earth in form of rain. To avoid to get local minimum 

the assumption has made that sea water evaporates.these equation can be given idea 

whether river flow to seaor not. 

 If 𝑋𝑠𝑒𝑎
𝑖 − 𝑋𝑟𝑖𝑣𝑒𝑟

𝑖 < 𝑑𝑚𝑎𝑥  i = 1, 2, 3 …….𝑁𝑠𝑟 − 1 then evaporation and 

raining process end. In this equation 𝑑𝑚𝑎𝑥  is least value number. So  

If the distance between river and sea is less than 𝑑𝑚𝑎𝑥 the after some time 

evaporation process starts. 

 And if the value of 𝑑𝑚𝑎𝑥   is grater then it’s decrease the possible solution 

nearer the optimum point. So 𝑑𝑚𝑎𝑥 is deciding factor for solution and evaporation 

process. The value of 𝑑𝑚𝑎𝑥 should be minimum as much possible. 

 

𝑑𝑚𝑎𝑥
𝑖+1 = 𝑑𝑚𝑎𝑥

𝑖 − 
𝑑𝑚𝑎𝑥
𝑖

max 𝑖𝑡𝑒𝑟
                                                                         (3.7) 

    

4.4.3 RAINING PROCESS 

After the completion this process due to evaporation newly raindrop has 

been formed. This cycle repeats as previous as stream convert the river and river 

convert the sea. So to identifying newly raindrop the equation has been used –  

 

𝑋𝑆𝑡𝑟𝑒𝑎𝑚
𝑁𝑒𝑤 = 𝐿𝐵 + 𝑟𝑎𝑛𝑑 × (𝑈𝐵 − 𝐿𝐵)                                                  (3.8) 

 

 

Flow chart of proposed WCA has been presented in the in fig. 3.5. 
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        Fig 3.7 Water Cycle Process  
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4.5 CONCLUSION  

In this chapter three different algorithm have been discussed. Firstly 

algorithm genetic algorithm (GA) has been used to for optimization. Second algorithm 

particle swarm optimization (PSO) and water cycle algorithm have been discussed. In 

this unit basic brief about algorithm have been discussed. Procedure of optimization 

algorithm have been discussed through flow chart for each optimization. With the help 

of these algorithms LFC has been analyzed. In next chapter comparison of all three 

algorithm have been published. From the results it clearly shows that WCA algorithm 

is better performance compare to others. 
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CHAPTER 5  

PERFORMANCE COMPARISON OF GA, PSO AND WCA 

FOR THREE AREA INTERCONNECTED LOAD 

FREQUENCY CONTROL SYSTEM 

5.1 INTRODUCTION 

In this emergent power scenario, it is absolutely a challenge for electric 

suppliers to deliver safe and sound electric power to meet the demands of consumers. 

In the enormous generating stations exchange of bulk amount of power has been done 

by the help of tie-lines. It is a very hard-hitting job of power system to stay within 

stability by balancing between whole produced and demanded power simultaneously. 

Automatic generation control is answerable for upholding the basic constraints within 

the accepted range by following the active power and reactive power stability 

mechanism.   Conventional technologies alone are not enough to react rapidly against 

the intolerable power fluctuations. Area controller error (ACE) conveys to zero by 

appraising net variation in the required generation to protect and restore the 

equilibrium state of the system with an economical manner. In this chapter three non 

reheat thermal power is presented. In this three area is interconnected through the tie 

line. Advantage of tie line has been discussed previously. To see the effect of 

frequency deviation if three area connected has been observed. To control the area 

FOPI controller has been used as an area controller. 

Further, organization of rest of the paper is as follows: Section II describes 

the FOPI controller structure, Section III presents the description of three area 

interconnected LFC system, Section IV presents the results obtained in this study and 

Section V concludes the paper with possible direction for future work. 
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5.2  FOPI CONTROLLER 

In recent years, fractional order calculus has gained lot of attention due to its 

improved performance over integer powered calculus. Based on this motivation a new 

kind of controllers have been developed named as fractional order controllers. In this 

section a brief about FOPI controller has been presented. 

At first researcher Podunk introduced the methodologies of the robust FOPID 

controller into the research work. The integral part and derivative part of the FOPID 

controller does not belongs to the integer, which makes this subjected controller very 

efficient and dynamic as compare to PID controller. Presence of additional 

optimization algorithms enhances the beauty of FOPI controller. Therefore, traditional 

proportional, integral gains are tuned along with the integral order {λ}. In the fractional 

order control system, researchers mostly preferred the Caputo’s fractional 

differentiation expression. The explanation of fractional order derivative controller is 

usually employed to find out transfer function models of fractional calculus out of 

fractional order usual differential equations having zero initial situations.  

Mathematical equation of the FOPI controller can be given by –  

𝐺𝐶(𝑠) = 𝐾𝑝 +
𝐾𝑖

𝑆𝜆
                                                                                      (4.1) 

 

Depending upon the value of the 𝜆, the FOPI controller can also work as a PI controller.  

To obtain PI controller, the value of 𝜆 must be 1. In this work, FOMCON toolbox has 

been used in order to implement the FOPI controller in SIMULINK.   

 

 

5.3 PLANT DESCRIPTION 

A multi-area network comprises of more than one interconnected area. A 

basic three equal areas non-reheat based power system with its transfer functions are 

modelled for investigation. In this section, description of various components of the 

plant has been provided. 
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5.3.1 PLANT MODEL 

Each area involves of a governor, a generator, a turbine and speed governing 

system., we have to find out the ratio of the output of Laplace transform to the inputs 

of Laplace transform in order to find out the transfer function.  

The Laplace transfer function of governor output response ∆𝑃𝐺 is defined as 

∆𝑃𝐺 = ∆𝑃𝑟𝑒𝑓(𝑠) −
1

𝑅
∆𝐹(𝑠)                                                                       (4.2) 

 

The Laplace transfer function for governer is given by Eq. (3) as follows: 

               𝐺𝐺(𝑠) =
∆𝑃𝑉(𝑠)

∆𝑃𝐺(𝑠)
=

1

1+𝑇𝐺(𝑠)
                                                                                         (4.3)  

 

Transfer function of the non-reheated turbine is given by Eq. (4) 

𝐺𝑇(𝑠) =
∆𝑃𝑇(𝑠)

∆𝑃𝑉(𝑠)
=

1

1+𝑇𝑇(𝑠)
                                                                         (4.4) 

 

In generator, variation within the increments in power demand and generated 

turbine power assists as input and the output signal is formed by using the following 

transfer function 

Gp(𝑠) =
Kps

Tp 𝑠+1
                                                                                         (4.5) 

 

A non-reheat three multi area interconnected networks is modelled to investigate 

the load frequency control. The appropriate parameters with their corresponding 

values of all the components are presented in Table 1. 
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TABLE NO. -4.1 NOTATION USED IN THE TABLE 

 

 

 

Figure 1 shows the SIMULINK model of three area interconnected thermal 

power system with non-reheated turbines. Step load disturbance (∆𝑃𝐿) has been added 

into each area. For the simulation purpose, load disturbance was provided at the same 

time in each area. 

 

 

 

 

 

 

      Parameter Symbol       Parameter Name Value 

B Frequency bias parameter 0.425 

Kpm 
Gain of electric power system (p.u, 

MW) 
120 

TG Time constant of governor (s) 0.08 

TT 
Time constant of non-reheat 

turbine(s) 
0.3 

Tp 
Time constant of electric power 

system(s) 
20 

R          Speed regulation 2.4 

∆𝑃𝐿         Disturbance in load  

∆𝑃𝑔 
Incremental variation in governor 

input 
 

∆𝐹 
Incremental fluctuations in system 

frequency (Hz) 
 

∆𝑃𝑣 
Incremental variation in governor 

valve location 
 

∆𝑃𝑚 
Incremental variation in turbine 

output (p.u, MW) 
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        Fig 4.1 SIMULINK Model Of Three Area Inter Connected Thermal Power System 
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5.3.2 OBJECTIVE FUNCTION 

Optimization algorithms use objective or cost function in order to tune the 

parameters of the underline controller. They tried to minimize the value of objective 

function and then in return response of the system become better. In this work ITAE 

objective function is used which incorporate controller error, area frequency deviation 

and tie power. Mathematical equation of the objective function is given by Eq. (6) 

𝐼𝑇𝐴𝐸 =  ∫(∑(|𝑒𝑖| + |∆𝐹𝑖| + |∆𝑃𝑡𝑖𝑒𝑖|)

𝑛

𝑖=1

) . 𝑡. 𝑑𝑡

𝑡

0

         (6) 

Where, 𝑛 is the no. of areas, 𝑒𝑖 is the error input to the controller, ∆𝐹𝑖 is the area 

frequency deviation and ∆𝑃𝑡𝑖𝑒𝑖  is the change in tie power for each area. 

 

5.4 RESULT AND DISUSSION 

In this section, results obtained from simulation study of three area 

interconnected LFC system has been presented. For this study 

MATLAB/SIMULINK© was used. ODE 45 solver was used in SIMULINK for the 

simulation purpose. Further, personal computer with 8GB RAM, WINDOWS 10, 

INTEL i3 processor was used.  

5.4.1 OPTIMIATION ALGORITHM RESULT 

GA, PSO and WCA algorithms were run with same parameters in order to 

do comparison among them. Details of the various optimization parameters used in 

this study are given in Table II. All optimization algorithms were run with the 

population size of 50 and for 50 iterations. As discussed in earlier section there are 

three FOPI controllers for each area and hence there are total 6 gain parameters named 

as 𝐾𝑝1, 𝐾𝑖1, 𝐾𝑝2, 𝐾𝑖2, 𝐾𝑝3, 𝐾𝑖3 and 3 integrator order parameters named as 𝜆1, 𝜆2, 𝜆3. 

Lower bound (LB) and upper bound (UB) for the gain parameters were chosen as -2 

and + 2 respectively. LB and UB for integrator order were chosen as 0 and 2 

respectively.   
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Fig 4.2 Optimization convergence curve for GA, PSO and WCA 

 

 

TABLE NO. -4.2 OPTIMIATION PARAMETER 

Sr. No. Optimization Parameter Value 

1 Population Size 50 

2 Iterations 50 

3 Lower bound 

-2 for Gain Values 

0 for integrator order 

4 Upper bound 

2 for Gain Values 

2 for integrator order 
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Fig. 2. shows the optimization convergence curve for all three GA, PSO 

and WCA optimization algorithms. From the Fig. 2, it is very much clear that WCA 

outperforms GA and PSO in terms of convergence. WCA took around 5 iterations only 

to get minimum ITAE value while GA took around 25 iterations to reach upto that 

level. PSO performed in between GA and WCA as it took around 15 iterations to 

converge at minimum value of ITAE objective function. Table III  presents the 

optimized values of three FOPI controller parameters along with minimum ITAE 

obtained using optimization algorithms. From the Table III  it is clear that WCA 

algorithm gives minimum ITAE value as 0.2706. 

 

TABLE NO.-4.3 FOPI CONTROLLER PARAMETER VALUE 

Parame

ter 

Name 

GA    PSO WCA 

Kp1       -1.595 -1.684 -1.231 

Ki1      -1.862 -2.000 -2.000 

Kp2       -1.443 -1.681 -1.009 

Ki2        -1.308 -1.995 -1.297 

Kp3         -1.533 -1.683 -1.231 

Ki3        -1.898 -2.000 -2.000 

λ1         1.457 1.420 1.388 

λ2        1.007 1.421 0.982 

λ3          1.416 1.420 1.388 

ITAE 0.3046 0.3003 0.2706 
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5.4.2 LFC RESULTS FOR EACH AREA 

The three area LFC system was simulated with step load disturbance of 

0.01p.u. in each area at the same time. By this, performance of the proposed FOPI 

controller can be judged effectively. Optimized FOPI controller parameters were used 

to obtain the frequency deviation result for each area. Fig. 3 – Fig. 5 shows the 

frequency deviation curve for area 1, area 2 and area 3 respectively. All graphs have 

been color coded in order to distinguish between the responses between optimization 

algorithms. From these figures, it is clear that WCA optimized parameters performs 

better that GA and PSO. 

 

 

 

 

Fig 4.3 Frequency Deviation for Area 1 
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                 Fig 4.4 Frequency Deviation for Area 2 

 

 

                Fig 4.5 Frequency Deviation for Area 3 
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5.5 CONCLUSION  

In this paper, three area interconnected thermal power system has been 

simulated with non-reheated turbine. Fractional order PI (FOPI) controllers were used 

as an area controller in order to minimize the effect of load variation in any area on the 

generated power frequency. Three optimization algorithms namely GA, PSO and 

WCA were used in order to optimize the parameters of FOPI controllers. 

Further performance comparison between these three algorithms shows 

that WCA gives better optimized parameters and that too in lesser no. of iterations. In 

future work authors will try to do the similar comparison between optimization 

algorithms for power system with different kind of energy generation systems. 
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CHAPTER 6  

FREQUENCY ANALYSIS OF MULTI –SOURCE SINGLE 

AREA POWER SYSYTEM USING WCA ALGORITM 

6.1 INTRODUCTION 

The interconnection of sources and loads and various   facilitating 

apparatus is called as power system. The limiting of generating stations/sources leads 

to coupling of several of generators. Sources are being connected to load centers 

through as mesh of transmission line. As these generators have economically restraints 

because of which generators are coupled through tie –lines. Tie –lines provide support 

between the areas for energy exchange during abnormal condition. Tie –lines are used 

for contractual energy exchange between different areas. 

In this chapter three single different different power system has been taken 

for study purpose. One is non reheat thermal power system has been taken rather than 

non reheat to see the effect of this to gain value of system. Second is hydro thermal is 

taken and third is gas power plant has been taken. Motive of taken three different power 

system is that to see the effect of frequency deviation when any disturbances occurs.  

In previous chapter three same non reheat power system have been taken 

to study the behavior of frequency when load demand increases simultaneously at all 

area. From the figure its clearly see the difference of algorithm that applied on same 

power system. so in this chapter WCA algorithm has been applied for optimize the 

parameter the objective function. PI controller has been used as an area controller I all 
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three power system. Unit step used as load demand increase. Transfer function of all 

three power system has been presented. Algorithm used in this chapter has been 

described earlier in previous chapter.  

6.2 PI CONTROLLER  

Proportional integral controllers are widely used in industries because of 

their easy design, low cost and simple structure. It eliminates the forced oscillations 

and steady state error. Proportional controller does not have the means to predict what 

will happen in near future, so proportional integral controller will not increase the 

speed of the response. Introducing derivative mode in existing proportional integral 

controller configuration the problem of fast response is solved since proportional 

integral controller now gets the ability to predict error in near future and accordingly 

decreases the reaction time. In industries where speed of the response is not a major 

problem the PI controller finds its wide use[47]. 

The output produced by this type of controller is the actuating signal that 

is input to the plant, which regulates the output of the system depending upon the error 

signal input to the proportional integral controller. Error signal is “set point – measured 

value” where set point is reference value that is needed at the output and measured 

value is instantaneous output value of the plant. 

In PI controller term P is proportional to the current value of the error 

signal. If the error signal is large and positive, the control output will be 

proportionately large and positive depending upon the gain factor Kp. Proportional 

control alone requires an error to generate the proportional response. If there is no error 

there will be no corrective response. Term I accounts for the past values of the error 

and integrate them over period of time to produce integral term. For example if there 

is residual error after the application of the proportional control, the integral control 

will try to eliminate the residual error by adding he control effect due to historic 

cumulative value of the error. The integral term will cease to grow when the error is 

eliminated, this will result in diminishing the proportional effect as the error decreases.   

 

Mathematical equation of the PI controller can be given by (1).    

𝐺𝐶(𝑠) = 𝐾𝑝 +
𝐾𝑖

𝑆
                                                                                                 (5.1) 
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From the figure it’s clearly see that how a controller work in automatic generation 

control. 

 

 

           Fig 5.1 WCA Based PI Controller 

 

6.3 PLANT DESCRIPTION 

In this paper a multi-source single area power system is considered for load 

frequency control. In this work a LFC model with three multi-Source name as reheat 

thermal plant, hydro plant and gas turbine with mechanical hydraulic governor have 

been used. Basically multi-source single area with its different transfer function are 

modelled. 

6.3.1 PLANT MODEL 

Multi-source single area consists of governor, reheat turbine, generator, and speed 

governing system. Transfer function is found with the help of ratio of Laplace 

transform. 
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The Laplace transfer function of governor output is defined as 

∆𝑃𝐺 = ∆𝑃𝑟𝑒𝑓(𝑠) −
1

𝑅
∆𝐹(𝑠)                                                                                          (5.2) 

 

The Laplace transfer function of governor is as follows – 

𝐺𝐺(𝑠) =
∆𝑃𝑉(𝑠)

∆𝑃𝐺(𝑠)
=

1

1+𝑇𝐺(𝑠)
                                                                                    (5.3) 

 

Laplace   function of the reheated turbine is given by Eq. (5.4) 

𝐺𝑇(𝑠) =
∆PT(S)

∆PV(S
= 

KT

1+STT
×
𝑇𝑇(𝑠).𝑐+1

𝑇𝑇(𝑠)+1
                                                                                (5.4) 

 

The Laplace transfer function of hydro governor power system is given by Eq. (5.5) 

𝐺𝐺𝐻(𝑠) =
∆PT(S)

∆PV(S
= 

KT

1+STT
+
𝑇𝑇(𝑠).𝑐+1

𝑇𝑇(𝑠)+1
                                                                       (5.5) 

 

The Laplace transfer function of hydro turbine power system is giver by Eq. (5.6) 

𝐺𝑇(𝑠) =
∆PT(S)

∆PV(S
=  

−𝑇𝑇(𝑠).+1

𝑇𝑇(𝑠)(0.5)+1
                                                                                 (5.6) 

 

In generator, variation within the increments in power demand and generated 

turbine power assists as input and the output signal is formed by using the following 

transfer function 

     Gp(𝑠) =
Kps

Tp(𝑠)+1
                                                                                                          (5.7) 

 

SIMULINK model of single area multi source network is designed and is 

shown in figure 1 

 



53 

 

 

Fig 5.2 SIMULINK Model of Multisource Single Area System[48] 

 

 

 

6.3.2 OBJECTIVE FUNCTION 

In this chapter objective function is ITAE has been chosen. Objective 

function is chosen as its tune the parameter value in efficient way. As a area controller 

PI controller has been chosen. WCA algorithm use the objective function in oreder to 

adjust the parameter of PI controller. Algorithm is tried to minimize the value of 

objective function. In this paper integral time absolute error objective function has 

been considered for optimization. 

𝐼𝑇𝐴𝐸 =∫ (|𝑒𝑖| + ∆𝐹). 𝑡. 𝑑𝑡
𝑡

0
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Where, 𝑛 is the no. of areas, 𝑒𝑖 is the error input to the controller, ∆𝐹𝑖 is the area 

frequency deviation and ∆𝑃𝑡𝑖𝑒𝑖  is the change in tie power for each area. 

 

6.3.3 OPTIMIATION TECHNIQUE 

 In this chapter for tuning the controller WCA optimization algorithm has 

been used. Brief about this algorithm has explained earlier in this work.  

 

6.4 RESULT AND DISUSSION 

In this section of paper results obtained from simulation of multi-source 

single area (reheat thermal, hydro and gas power plant with mechanical hydraulic 

governor) has been presented. The parameter and their value has been taken for WCA 

and   algorithm. Table I shows the parameters value. 

 

                   TABLE NO. -5.1 OPTIMIATION PARAMETER 

Sr. 

No. 

Optimization 

Parameter 
               Value 

1 Population Size 50 

2 Iterations 50 

3 Lower bound 

-2 for Gain Values 

0 for integrator order 

4 Upper bound 

2 for Gain Values 

2 for integrator order 

 

Population size and iteration is taken same for both the algorithms is 50. The objective 

function is used to optimize the value of PI controller 
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parameter 𝐾𝑝1, 𝐾𝑖1, 𝐾𝑝2, 𝐾𝑖2, 𝐾𝑝3, 𝐾𝑖3 for load frequency system. The upper bound and 

lower bound values were taken +2 to -2 for gain parameters. The results of WCA is 

presented to show the effectiveness of WCA algorithm. Table II shows the statistical 

analysis of WCA algorithm with PI controller. Which shows the WCA gives better 

performance. 

 

TABLE NO. -5.2 STASTSTICAL ANALYSIS 

S. No. Statistical analysis  GA WCA 

1.       Max value 6.817 × 10−4         6.850 × 10−4 

2          Min value −3.418 × 10−2 −3.405 × 10−2 

3    Peak to peak value 3.48 × 10−1 3.474 × 10−2 

4            Mean  −1.22 × 10−3 −1.212 × 10−3 

5              RMS 5.492 × 10−3 5.456 × 10−3 

 

 

Table III represents the optimal value of PI controller using   WCA 

algorithms along with minimize value of ITAE function using algorithm. From the 

table its clearly shows that WCA performance is better. 
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TABLE NO. -5.3 PI CONTROLLER PARAMETERS VALUE 

S.NO. Parameter Name WCA GA 

1 Kp1 -1       -0.998 

2 Ki1 -1    -0.9985 

3 Kp2               -0.2799      -0.1566 

4 Ki2 0.8064       0.8069 

5 Kp3 -1   -   0.9910 

6 Ki3 -1     -0.9831 

7 ITAE 0.3863       -0.3872 

 

 

In the multi-source single area power system PI has been used for tuning 

purpose. Step load of 1% has been implemented for each area at the same time. And 

due to this how the frequency behaves accordingly. How this controller affect 

frequency deviation is observed. In fig. 5.3 has shown the frequency deviation in single 

area multi source power system. 

From the fig. it’s clearly seen that effect of time response is reduce if wca 

algorithm has been implemented. So main objective of automatic generation control is 

to bring the steady state frequency at their nominal value. So for this problem or to 

solve this problem different different algorithm has been used earlier bur WCA 

algorithm gives better result so for this chapter only WCA algorithm has been used. 
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Fig5.3 Frequency deviation In Area 

 

Fig5.4 Frequency deviation In Area 
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6.5 CONCLUSION 

Multi source (reheat thermal power plant, hydro power plant and gas 

power plant) single area has been simulated. In this work PI controller is used as area 

controller. WCA has been used to tune the parameter of controller. Statistical analysis 

of PI controller using WCA algorithm for optimization has been done. Some 

parameters like maximum value, minimum value, peak to peak value mean value, 

RMS values have been calculated and the frequency behaviour of system when load 

disturbance happen has also been observed.   
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CHAPTER 7  

 

 

CONCLUSION AND FUTURE SCOPE 

 

7.1 OVERVIEW OF THE WORK 

In this unit presents an overall work made done in entire thesis. In the 

thesis presents various technique and method on automatic generation control of three 

area interconnected thermal power system and multisource single area. Optimization 

algorithm have been applied to minimize the error. To avoid the deviation of frequency 

control mechanism have been applied in power system. 

First chapter describes the introduction of automatic generation control  

And some previous work that have been done by many authors. Some concepts 

presented related to load frequency control like objective of power system and 

concepts of load frequency control. 

In the second chapter dynamics of power system have been described. In this chapter 

work process of turbine, governor, generator, concepts of tie line have been presented 

and their role in automatic generation control in power system.  

In third chapter optimization algorithm used in AGC have been described. For this 

work three algorithm have been used to tuning the parameter of controller. In 

algorithms their introduction and what was the process for optimization have been 

described. Three algorithms namely GA (genetic algorithm), PSO (particle swarm 

optimization), WCA (water cycle algorithm) have been used. 

In fourth chaper performance comparison of three area interconnected thermal power 

system with non reheat turbine have been done precisely. In this chapter FOPI 

controller has been used as area controller. All three algorithm have been used for 

optimization and at the last compare the algorithms in terms of time response. 

       In the fifth chapter multi source single area has been used for frequency analysis. 

In last as proves that WCA algorithm is beteer in terms of time response so in current 
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chapter only water cycle algorithm has been used for optimization and some 

parameters like peak to peak value RMS value have been calculated. 

 

 

7.2 FUTURE SCOPE 

In this present work it has been made good effort to design a proper 

automatic generation controller to make power system stable in interconnected power 

system. in this thesis performance comparison has been done for only parameter but it 

can be done for many parameters. In this work focus was only at frequency control. 

For future work it can be done for voltage control. Some other optimization technique 

can be used for comparison. Controllers plays major role so different different 

controller can be used in AGC for tuning purpose. In today’s scenario where renewable 

energy sources produce more energy so to take different different sources in order to 

check their stability and synchronism. In the future automatic generation control can 

be used in power purchase agreement. In this work model of LFC is limited to two or 

three area in future this can be extend to four / five areas. In this work controllers have 

been used FOPI and PI but in future different controllers can be used for tuning 

purpose. In this model design of controllers are continuous but it can be discrete mode. 
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