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ABSTRACT 

 

 

 

Large datasets are trending in today’s world where data is generated at a swift rate every 

day and this data will not be of much use until some meaningful information can be 

obtained. Lots of analysis is done on the data and conclusions are drawn. Different 

methods are applied on the data after processing like, clustering, classification, 

regression etc. In this project, we worked on clustering on large dataset which was a text 

dataset called 20NewsGroups. We implemented different unsupervised clustering 

algorithms in Python which were K-means, fuzzy c-means, fuzzy co-clustering of 

documents and keywords, agglomerative clustering and density-based spatial clustering 

of applications with noise. We run the algorithm on the test dataset consisting of three 

newsgroups (rec.sport.baseball, sci.space, alt.atheism) and noted the result. We 

measured accuracy and F1 score. 

We found out that fuzzy co-clustering of documents and keywords worked best 

followed by fuzzy c-means. Most ineffectual clustering algorithm for this dataset was 

DBSCAN. Our conclusion was that for such a large text document most effective 

algorithm would be the one where fuzzy concept is used because in text documents both 

the keywords and the individual documents association needs to be taken care of. 
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CHAPTER 1 INTRODUCTION 

 

 

 

1.1 WHAT IS LARGE DATASET 

Rapid growth of technology and internet has led to rapid increment in the amount of 

data produced online. Now this data can be of high dimension and that could make the 

overall structure of the data complex. This is large dataset; a dataset which is of large 

size and thus high dimension. A simple database management system can be ineligible 

to handle such datasets [1]. As shown in the figure below, the rate at which the data is 

growing over the years; unstructured data will be growing at a faster rate. 

 

Fig 1.1: Data growth over the years 

Now, researchers are trying to make sense of the large data. Research is being done in 

order to get some information out of those datasets. The main aim of analysis on those 

large datasets is to get information that can give some solid and meaningful conclusion. 

The conclusions should be helpful in solving problems related to various fields or even 

alleviate user experience. Problems such as face recognition, intrusion detection system, 

prediction of bugs in a software, recommendation system and many more [2] can be 

done by analyzing and performing some algorithms on the dataset. 

Some of the sources of large dataset are [3] - 
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1. Social media : Data generated here is growing every day. It is in an unstructured 

format and is more challenging to process. But, lots of information can be concluded 

after applying clustering techniques on them. Even machine learning applied on this 

data can give information about trends, forecast, predictions etc. 

2. Old data : There are so many datasets available on the internet which are very old but, 

even today they are used for analysis and for improving the current algorithms. Like 

Reuters-21578 [4] is one such dataset which consists of news articles. It has around 

10000 documents. It is also unstructured and has to be structured accordingly for 

application. Even 20NewsGroups dataset [5] consists of newsgroup documents of 

twenty groups. It was collected from different newsgroups and it consists of around 

18000 articles. 

3. Data obtained from transactions : There is so much transactions going on online 

through laptop, mobile, apps that this structured information is also stored for technical 

analysis. 

4. Images : Images have a wide application in medical field. X-rays, sensors, videos, 

satellite images etc. are all sources of images and they are also used for analysis like 

prediction of heart diseases, how the area has changed, face detection etc. 

Importance of large dataset – 

As said earlier, large dataset has the capability to give some information or conclusion. 

But it depends on how it is mined, it is processed and how the algorithm is applied on it. 

Every data generated holds importance in large dataset because it has features. If the 

large dataset is used effectively then, industries can maybe improve user experience, 

mitigate risks like in banks, increase sales, improving products, improving a software 

based on bug prediction, make predictions like about stock market or in medical field. 

Applications of large dataset – 

Large dataset is used for classification, clustering and for predicting something. Like in 

banks, it is used for predicting stock market using machine learning. Banks collect a lot 

of information like transactions, reviews, investment information and they can make use 

of this information. Suppose the dataset has a trend and if there is a slight variation in 

the trend then it can be analyzed for cause and decisions. 



3 
 

Another behavior that can be analyzed is of customer in all fields like retail, online 

shopping, financial sector etc. Customers can be classified or segmented in groups. 

Customer information can be used to observe the trends and make marketing forecasts. 

Even campaigns and strategies can be planned out depending on what useful result we 

got from the data. For example, online sites can approach those customers of the cluster 

who shop products same as present at their site. 

Traffic analysis [6] can also be done on traffic dataset to predict traffic jams in an area 

and thus, solutions can be come up for curbing this problem.  

 

1.2 COMMONLY USED ALGORITHMS FOR HANDLING LARGE 

DATA 

For handling large data, there are some algorithms which are used a lot and they are – 

1. CART (Classification and Regression Trees) [7] : 

This algorithm creates a binary tree which divides the decision tree into two groups. 

Decision tree is a structured tree where the attributes are split using measures like, 

information gain, gini index etc. Every node is a feature in the decision tree. Branch 

tells the value. Gini index is used for choosing an attribute. Smallest gini index attribute 

will be divided. This process terminates when we find that an appropriate tree is 

constructed. Tis algorithm does not have much calculations and hence its an easy 

algorithm. But complexity increases if the problem space is big. This fall in the category 

of supervised learning. 

 

Fig 1.2 Decision Tree 
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2.  K-Nearest Neighbor Algorithm : 

It is a supervised algorithm. With an easy implementation, what it does is depending on 

‘K’, the clusters are formed. For one point, how many other K points are in close 

vicinity. The distance is calculated from all points and the K nearest points are chosen 

and those points form a group. 

Fig 1.3 : K-Nearest Neighbor 

3. Naïve Bayes Classifier [8] : 

This is used for prediction. Using probability, it classifies the data. This is completely 

based on Bayer’s theorem. Naïve Bayes is based on conditional probability. On all the 

classes, probability is calculated. Naïve Bayes classifier works on the fact that we 

already have seen some data and based on those data probability has been calculated. 

So, when we see a new data, then where that data will get classified. So, it classifies the 

data based on what it already has seen. This is supervised learning. 
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Fig 1.4 : Naïve Bayes Classifier 

4. Chameleon [9] : 

This is a hierarchical clustering method. This algorithm starts off by grouping the data 

points into small sub-groups. The sub-groups consist of points which are closely linked. 

Then, agglomerative clustering is used to join the groups one-by-one until no longer 

merging can be done. Since this is hierarchical method so, it takes a lot of time to run on 

large dataset. In this, input is given as adjacency matrix of the dataset. Then, using k-

nearest neighbor a graph is constructed of the data points. Then, on this graph division 

is performed using some graph partitioning algorithm to give sub-groups. Then, sub-

groups is merged by taking care of likeness of the group data points. Until it is not 

possible to merge anymore, merging continues. 

 

1.3 PROBLEMS WITH LARGE DATASET 

There are many algorithms for handling the large data that is algorithms to get 

information out them. Machine learning techniques are also applied to reduce 

dimensions of large data.  

1. High dimension is one of the primary concerns of large data because high dimensions 

cause the algorithm to run for more time and sometimes low accuracy too. What 

researchers want is to reduce the dimension such that only essential features remain in 

the large dataset. 
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2. Also the data can be heterogenous so, processing it would require more efforts. Since 

the algorithms work on data that are similar in structure, making the data points similar 

is a must [10].  

3. Since the large dataset can have large amount of size so storing it can be difficult. 

Storage plans needs to be thought out. 

4. Some data may be missing from the original large dataset like missing an entire row 

of record or just some values so, then there are algorithms to predict the missing value 

too. But it does reduce the quality and integrity of the dataset [11]. 

5. Sometimes the algorithm does not even complete its run since the data is so large. It 

may take a lot of time and not even give satisfactory accuracy. 

6. Data preprocessing can be a challenge if the data has a lot of noise, errors, modified 

data. This can happen for structured or non-structured or semi-structured data [12].  

7. Dataset could be stored somewhere else and then the challenge arises to transport it to 

a data center. 

8. Let’s say unstructured data is integrated form different sources to create some dataset. 

Then, it becomes a problem because since it is unstructured the format could be 

different and there could be repetition of values. So, this is data integration problem. 

 

1.4 TOOLS USED FOR ANALYSING LARGE DATASET 

1. Hadoop [13] : 

It is an open-source software framework for distributed storage of very large datasets on 

computer clusters. What happens in Hadoop is, it provides lots of clusters because one 

computer cannot store entire such huge amount of data so, data is distributed among the 

computers and processing is done using various tool like Spark, Mahout, MapReduce 

which provides inbuilt libraries for clustering too. It was developed by Apache. Java 

architecture framework supports its running. 

Map Reduce is composed of two terms ; Map and Reduce. It works on divide and 

conquer. It is a processing technique for the clusters. The user defines a data operation 

such as a query and the platform “maps” the operations across all relevant nodes for 

distributed parallel processing. During Map stage, the input data is processed. Input is in 
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the form of file or directory and is stored in HDFS. Input file is passed to the mapper 

function line by line. Mapper processed the data and creates small chunks of data. In 

Reduce stage, the chunks are processed, and a new set of output is produced which is 

stored in HDFS. Its very fast as compared to traditional relational database. 

HIVE; is used to bridge the gap of SQL i.e it helps to run queries against hadoop 

cluster. It was developed by Facebook. 

PIG is similar to HIVE but, it uses ‘Perl-like’ language for querying. It was developed 

by Yahoo. 

Mahout is a data mining framework and it mainly used for creating ML algorithms such 

as classification, clustering, recommendation. The algorithms are written on top of 

Hadoop. 

 

Fig 1.5 Hadoop Ecosystem 

2. Python : 

It is an open-source language. It’s quite easy to code and it provides plethora of inbuilt 

library, inbuilt data structures and functions for many functions. Functions that can do 

data analysis and manipulation are all provided by the inbuilt libraries. Even dataset is 

available in the libraries like iris dataset, 20NewsGroups, American National Election 

Studies of 1996, breast cancer data etc. Its fast. It is being widely used for large dataset 

analysis. It is object oriented as well. 
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3. R : 

It is an open-source language and an environment for statistical computing and 

graphics. Its used for data analysis. R provides functionalities ranging from linear 

modelling, classification and clustering etc. It was developed by Bell labs. R can 

effectively handle data and store it. It has great graphic properties for displaying 

graphical plots. It has inbuilt tools for analysis and also for operations on arrays. User 

can add their own functions. It has inbuilt dataset too like; iris dataset, tooth growth 

dataset, plant growth dataset etc. We can also perform machine learning tasks on data. It 

can run on various platforms like windows, linux etc. 

4. Tableau : 

It is a tool for data visualization. We can do data analysis with this tool too. It can take 

the data as input, create dashboards, reports, charts. It also data blending, real-time data 

analysis, predictive analysis. Not much coding background is required for this tool. Its 

an easy tool to operate. It can be used to discover patterns in the data. It can connect to 

both live data sources or extract data from external sources. It also supports SLQ, 

google analytics, Hadoop etc. The visualizations it can create are; pie chart, histogram, 

Gantt chart, bar chart, heat maps. If we want to perform some query on the data, then 

we can type our query naturally and it will give results. 

 

1.5 TYPES OF DATA FORMATS 

Data collected has various formats which are structured, unstructured and semi-

structured [14]. 

Structured Data : It means the data collected has a fixed format i.e there are specific 

columns and every column has same type of data only. In relational database 

management system, records are stored in a tabular format, this is structured data. 

Structured data is more easier to comprehend and clean. Example of this is logs, 

spreadsheet data. 
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Fig 1.6 : Structured Dataset 

Unstructured Data : It means the data has no fixed format. Unstructured data is more 

challenging to analyze due to its ‘not-fixed’ structure, but it is more promising of the 

fact that it can give some really good information output. Example; health records, 

images file, audio files, metadata etc. 

For analyzing unstructured data, manual data analysis is required. We will have to 

process this format, extract only the useful information from it and then present it in a 

structured format. This format is messy and contains noise so, natural language 

processing techniques can be helpful for processing this data format. 

 

Fig 1.7 : Unstructured Dataset 

Semi-structured Data : It can contain both forms of data. The data is in a structured 

format but, still its not actually defined. There is no clear definition since the structure is 

an indirect format. Example; an XML file, JSON format. Since it is semi-structured 
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there are tools available to read and analyze this data. So, the need for preprocessing 

might not be required. 

 

 

Fig 1.8 : Semi-structured Dataset 

 

1.6 TYPES OF LEARNING 

There are 3 types of learning - 

1. Supervised Learning :  

In this, the system is trained with the examples of input-output (training set) and the 

goal of the system is to classify the input as one of the outputs as correctly as possible. 

In this learning; SVM, Decision trees, Neural network, Bayesian networks exist. 

Regression problems and classification problems can be solved using supervised 

learning. In classification, an input is given and based on the model it classifies the 

input into one of the outputs of the labeled observations. In regression, we have to 

predict the output of a given input.  

Fig 1.9 : Supervised Learning 
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2. Unsupervised Learning :  

In this, the system is not provided with output. The system has to present an output 

given an input and the output is not something explicit. In this learning; k-means, 

hierarchical clustering, neural network are there. Example; in clustering, we cluster the 

similar data into one cluster by using some metric for similarity. Neural network is 

provided with some unlabeled dataset and neural network studies the pattern in that. 

Example; neural network is provided with lots of images of an animal. It will study all 

the images and adjusts it parameters (weight) again and again. After studying the 

pattern, it is given an input then neural network will classify whether the input is animal 

or not. This is unsupervised since no output is given for the training dataset. It is the job 

of neural network to identify the pattern in the training dataset and learn from it. 

3. Reinforcement Learning :  

In this the system learns by evaluating its environment. The system scopes out the 

environment, and gets feedback (as reward or punishment), and thus the system learns. 

 

Fig 1.10 : Reinforcement learning 
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CHAPTER 2 LITERATURE REVIEW 

 

 

 

 

2.1 WHAT IS CLUSTERING 

Clustering is most popular unsupervised technique for finding the clusters of similar 

data. What it does is; it forms clusters of the input dataset according to some pre-set 

criteria in the algorithm [15]. Depending on the algorithm’s effectiveness and data 

preprocessing, the clustering gives results accordingly. It is also used in pattern 

recognition. A clustering algorithm may be suitable for one problem area while for 

other it may not be suitable. 

To handle large datasets i.e to effectively analyze the dataset clustering (grouping) is 

required of that dataset. 

Every year, researchers have been trying to improve the clustering algorithms for 

different practical applications or for solving some problem. They either come up with 

improvements in the existing algorithms or combining two existing algorithms. 

Some examples of general clustering is; grouping of similar documents based on some 

similarity feature, grouping of users in a shopping database based on some buying 

patterns. 

 

Fig 2.1 Points after clustering 
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What happens in clustering algorithm is- 

1. Data points in a cluster are similar to each other. 

2. Data points of different clusters are not that similar to each other. 

3. There is some similarity measure taken as the standard for clustering. The similarity 

measure that is most popularly used is distance but, some other measures are; 

summation, angles or mean. 

The steps of clustering are as follows – 

1. Dimensionality reduction : This is called pre-processing the dataset. We reduce the 

dimension i.e the number of features of the dataset. Reducing features means to only 

select the important features of our dataset. This also leads to less running time of the 

algorithm. 

2. Algorithm : Selecting a suitable clustering algorithm for our dataset in order to obtain 

good results is the next step. 

3. Clustering done right or wrong : Next, we check whether the datapoints have been 

clustered correctly by seeing which group they have been allocated. 

4. Observing the cluster : Next, the clustered results needs to be observed and 

interpreted means, what does the cluster tell us. 

There are some clustering algorithms that can only handle numeric data or categorical 

data. But, for categorical applying a clustering algorithm which uses distance measure is 

challenging [16]. There are some datasets which are mixture of both like, medical 

dataset. 

Now, one machine is not sufficient to handle large dataset clustering. Usage of 

distributed computing and parallel computing has increased. In this, data partitioning 

happens for scaling purpose and sampling happens for expediting the speed of the 

process [17].  

What similarity measure is used, determines the success of clustering algorithm. 

 



14 
 

2.2 APPLICATIONS OF CLUSTERING 

1. Document classification : For classifying that the document belongs to which 

category, clustering is used. 

 

Fig 2.2 Document classification 

 

2. Document organization : It is organizing the documents in hierarchy. Hierarchical 

order consists of categories. Document clustering also exists; similar documents are 

grouped together. It arranges the documents. Most popular algorithm used for this is k-

means. Similarity in documents is based on sentence used in the documents. For 

checking similarity between documents; one function used is cosine function and other 

function is Euclidean distance [18].  

 

Fig 2.3 Document clustering 
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3. Intrusion Detection System : As the name suggests, this system detects intrusion. One 

algorithm as an example is FLAME (Fuzzy clustering by local approximation of 

memberships) [19] which performs clustering after partitioning the dataset. It is based 

on fuzzy clustering. The steps of this FLAME algorithm is; 

 a. Neighborhood of every point is defined using KNN and a graph is 

constructed to connect all points. 

 b. Fuzzy membership for local approximation is converged iteratively. Fuzzy 

value is calculated by using a linear combination of nearest neighbor. 

 c. At the end, based on their membership value points are assigned to the 

clusters or outliers. 

3. Image segmentation : An image also contains information. Its not just clustering that 

can be performed but, there are other algorithms that are performed on images. In image 

segmentation, an image is divided into different groups and those groups are identified 

as well i.e segmented. Similar pixels of the image get grouped together and a group is 

assigned some label, this is done by the algorithms. From an image, when we segment 

then we are extracting the useful images. Those segmented parts can be used for 

supervised or unsupervised learning. Most popular example of image segmentation is 

facial recognition system which can segment different faces and then recognize that 

face. One more example is biomedical image segmentation [20] in which the image of 

eye is segmented. The optic disk, tumor, retina vessel is segmented. These images can 

help in revealing problems in the eye like glaucoma, changes in optic disk, neuro 

disease, The images are collected and sometimes noise is added in them since the image 

might not be clear due to light attenuation. Bilateral filters are also applied for denoising 

the image. More filtering is required to restore spatial information loss. Earlier images 

were segmented using threshold-based, area-based segmentation etc. but complex 

images were difficult to segment. Fuzzy co-clustering method exists as well for image 

colour segmentation and it is more suitable for large dimensions [21]. Problem of 

outliers decreases but overlapping cluster problem still exists. One application of colour 

segmentation is detection of lesions in biomedical images using bacterial foraging 

algorithm for finding the best parameters for fuzzy co-clustering which is then applied 

on the image [22]. 
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Fig 2.4 : Image segmentation on eye 

 

4. Object recognition : This has wide applications in fields wherever objects need to be 

identified like; self driving cars, machine inspection, video investigation, tracking 

objects etc. Hierarchical clustering, k-means etc. are used for this application. But, these 

algorithms suffer from weaknesses like; high running time, sensitivity to initial 

centroids, non-convex clusters handling etc. Convex clustering can handle object 

detection [23]. There have been surveys to detect this. People have tried to make the 

objective function minimum in convex clustering for high dimensional data by 

separating parameters and filling missing data but, it increased running time. Another 

way people have come up with is by extracting colours and by changing colors to colour 

space and then doing convex clustering.  

 

 

Fig 2.5 Recognizing the objects 
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2.3 CLUSTERING TECHNIQUES 

We will list the standard unsupervised clustering methods used for all kinds of dataset – 

1. Partitioning method : The aim of this clustering is to make groupings of the data 

points through optimization of the objective function resulting in improvement in the 

partitions iteratively [24]. This clustering converges quick and can differentiate between 

clusters of spherical shape. K-means, k-medoids, CLARA, PAM are examples of this 

clustering.  

CLARANS [25] is Clustering Large Applications based on Randomized Search for 

clustering spatial data. It uses sampling technology along with partition around 

medoids. At every step there is randomness in the sample.  

In K-medoids, how the cluster center is what makes it different from k-means. The 

cluster center will be from the dataset only and not average. This is called medoids. 

First, randomly k points are chosen and silhouette method evaluates how correct the 

chosen center is. Then data points are allocated their respective clusters based on the 

closest medoid. The point in the cluster which has minimum sum of distances from all 

points, that point is chosen as the new medoid. This process of assigning a point to a 

cluster and choosing medoid is repeated until medoids do not change. 

 

 

Fig 2.6 Partitional Clustering 

 

2. Hierarchical method : In this, hierarchy of the data points is formed. Either it goes in 

up direction (bottom up) or down direction (top down). In bottom up, the points are 

combined again and again till one cluster is formed finally. In between, a threshold can 
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be put up and then the clustering can be stopped. Till the stoppage points, the clusters 

that are formed, it gives the final clusters. This is agglomerative clustering. In divisive 

clustering or top down, one full cluster is divided recursively until the desired number 

of clusters is obtained. Some hierarchical clustering methods are SLINK, BIRCH 

(Balanced Iterative Reducing and Clustering using Hierarchies), DIANA (DIvisie 

ANAlysis), CURE (Clustering Using Representatives) etc. SLINK works on bottom-up 

approach and single linkage clustering. DIANA uses Gini index for clustering. SLINK 

is very sensitive to noise and other hierarchical methods are not sensitive. SLINK can 

detect cluster of any shape but BIRCH and DIANA can detect convex shaped cluster. 

Hierarchical clustering time complexity is high. 

 

 

Fig 2.7 Hierarchical clustering 

 

3. Density-based method : The prime idea behind this is that if the density of adjacent 

area exceeds a threshold then the clustering continues which means, an area must have 

certain number of points. So, density based clustering could prove useful in excluding 

outliers or noise. DBSCAN, DENCLUE (DENsity-based CLUstEring), OPTICS 

(Ordering points to identify the clustering structure) are example of this. Density based 

methods are not sensitive to noise. These methods are a little better than hierarchical 

clustering in terms of time. DENCLUE uses kernel density estimation. This finds the 

dense regions in the data points. A cluster is defined by a local maximum of the 

estimated density function. 
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Fig 2.8 Density-based clustering 

 

4. Grid-based method : In this, the space is presented as a grid and the cell numbers is 

fixed. This is a fast running method since the grid space is fixed and this method doesn’t 

depend on the number of points. Process is run on these cells rather than all the data 

points, hence its fast [26]. Some grid based methods are; STING (Statistical Information 

Grid), OptiGrid (Optimal Grid clustering) etc. For every cell, mean, minimum, 

maximum i.e statistical information is calculated. Normal and exponential distribution 

is also calculated. 

Fig 2.9 Grid-based clustering 
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2.4 WHAT IS TEXT CLASSIFICATION 

Classification means to put into category. Text classification simply means to assign the 

category to which the text belongs. This is done by drawing out the features from the 

text given. But it is difficult to obtain only the relevant features from the text. To 

process textual information, machine learning methods are used. Some text 

classification examples are; spam detection, categorizing into search category, news 

category etc. Features of a text entity carries weight. Those features need to be selected 

which tells the relevance of the text. The relevancy will help in classification of that 

text. Thus, they need to be carefully selected [27].  

If we are given a set of text and we want to classify them under a given set of 

categories, we can perform clustering. Similar text will be grouped together. Text info is 

unstructured dataset. If we want to apply clustering then, how to present the text; the 

text is represented as a vector. It can be presented as a binary or non-binary vector. The 

features form the vector. Vectors represent the content of the text. Text will give high 

dimensional vector. Semantics is ignored during clustering. A good clustering algorithm 

for text will be able to process the high number of features, can identify any shape of 

clusters and can handle noise [28]. Some algorithms require input parameters so, 

determining the best input parameters to get best results is a task. In the algorithm, what 

vector form is used (binary/non-binary) and what similarity measure is used like cosine 

distance or tf-idf (term frequency-inverse document frequency). In tf-idf, more the term 

is rarer less it occurs in the documents and those terms are given more weight because, 

they can help in recognizing the document’s category [29]. For classification of text, 

there are methods such as; neural network, SVM, relevance feedback etc. There has 

been research on feature selection, ways to pre-process, assigning weights to the 

features etc. to make the algorithms more improved. 

 

2.5 RESEARCH ON TEXT CLASSIFICATION 

Some methods which have been implemented on text documents are – 

1. Staged text Clustering Algorithm [30] : 

This algorithm has two phase viz. splitting and merging. K-means is used in the 

splitting stage to divide all the text documents. Canopy clustering determines the value 

of k and the cluster center. For merging, hierarchical agglomeration algorithm is use to 
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merge all the clustered documents into cluster trees which are then further merged into 

one cluster tree. There is k cluster trees generated after agglomerative algorithm because 

it is applied on each of the k classes generated after canopy algorithm.  Agglomeration 

further combines the k cluster trees into one. The closest cluster trees are merged 

recursively until the termination condition. The distance of all the points are found out 

and their average is taken, this has been used for see how similar two clusters are. F 

measure and purity was measured after this algorithm was run on Sogou corpus and this 

algorithm performed better than normal k-means and hierarchical clustering. 

 

2. Parallel text clustering algorithm based on semantic tree [31] : 

The author says that semantics are ignored during text clustering and the cause of lower 

precision is using the frequency of the terms for this. This algorithm got high precision 

in less time. Parallelism in processes is there to reduce time. There is a master process 

that partitions the data, sends the information, collects the information and clusters the 

result using semantic tree. Slave process takes care of word frequency stats. Using the 

statistical information, master process checks for cluster similarity. 

 

3. Chi-square statistical algorithm [27] : 

This algorithm uses chi-square to get the feature words. Chi-square finds the relevance 

between category ‘k’ and feature ‘f’. If a category has high chi-square then, it means 

that the feature ‘f’ has more relevance. If chi-square is zero, then feature and category 

are independent. So, through chi-square, we get the relevant features which can then be 

used for different algorithm. The problem with this is; there can be relevant words with 

less frequency and then those words won’t be considered after the end result. 

 

4. Sentence based clustering [32] : 

In this, first pre-processing is performed on the dataset. Then, every sentence is given a 

score using feature extraction. Then, Gensim Word2Vec generates vector for the 

document. Using Elbow method, value of ‘k’ for k-means is determined. Then, k-means 

is performed in which the sentences are distributed into the k clusters. The cluster which 

has the most sentences is containing the important sentences. This is further used for 

generating text summary. 
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5. Weighted BERT model [33] : 

Three stages are there in this model; embedding module, weighting module, clustering 

module. BERT generates contextualized sentence embeddings. Then, weighting module 

gives weights to sentences. There are two schemes for weighting which gives sentence 

embeddings and these represent the documents. The clustering module is the last stage 

in which k-means is run and gives final output. 

 

6. Choosing centroid using a fitness function [34] : 

The author has proposed a fitness function to choose the clusters instead of random 

centroid selection. First, a topic modelling phase is run. The topic is chosen and then the 

collected documents are modelled on that topic. Pre-processing and tokenization is 

done. Then, k-means with genetic algorithm is applied after choosing centroids. 

 

7. Combining K-means with dimension reduction [35] : 

After the dataset is processed, tokenized and tf-idf weight is calculated for each term. 

Then, SVD (singular value decomposition) and NMF (non-negative matrix 

factorization) is done for reducing dimension. Then, k-means is run on the dataset. 

 

8. Using document to vector model [36] : 

In this, there are three steps for pre-processing viz. porter stemming, Lancaster stemmer 

and wordnet lemmatizer. Tf-idf and document to vector model is used to represent the 

document. What it does is it gives the words vector presentation along with maintaining 

semantic similarities. This decreases dimension. 
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CHAPTER 3 RESEARCH METHODOLOGY 

 

 

 

3.1 SETUP 

All algorithms have been written in Python on Spyder version 3.7. Python is provided 

by Anaconda. Anaconda is a free and open source software which provides Jupyter and 

Spyder for writing Python codes. We can install packages for Python through Anaconda 

prompt. PC used was Asus Vivobook 8th Gen i5 64 bit with 8GB RAM and 500GB 

hard drive. Operating system used was Windows 10. In-built scikit library of Python 

which contains 20Newsgroups dataset [37]. 

 

3.2 ABOUT THE DATASET 

In this section, we will describe out textual dataset which we have used which is 

20NewsGroups dataset [38]. This dataset contains approximately 18000 news articles. 

The reason why its called 20NewsGroups is because every article in this dataset belongs 

to a category and there are twenty categories in this dataset. The categories are related to 

science, computers, atheism, sports etc. The 20 categories are; 

1. alt.atheism 

2. comp.graphics 

3. comp.os.ms-windows.misc 

4. comp.sys.ibm.pc.hardware 

5. comp.sys.mac.hardware 

6. comp.windows.x 

7. misc.forsale 

8. rec.autos 

9. rec.motorcycles 
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10. rec.sport.baseball 

11. rec.sport.hockey 

12. sci.crypt 

13. sci.electronics 

14. sci.med 

15. sci.space 

16. soc.religion.christian 

17. talk.politics.guns 

18. talk.politics.mideast 

19. talk.politics.misc 

20. talk.religion.misc 

The dataset is divided into test and training data. 

Table 3.1: Distribution of test and training data of 20NewsGroups 

Category No of 

documents in 

testing 

No of 

documents in 

training 

Total 

documents 

comp.graphics 389 584 973 

comp.os.ms-

windows.misc 

394 591 985 

comp.sys.ibm.pc.hardware 392 590 982 

comp.sys.mac.hardware 385 578 963 

comp.windows.x 395 593 988 

rec.autos 396 594 990 

rec.motorcycles 398 598 996 

rec.sport.baseball 397 597 994 

rec.sport.hockey 399 600 999 

sci.crypt 396 595 991 
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sci.electronics 393 591 984 

sci.med 396 594 990 

sci.space 394 593 987 

misc.forsale 390 585 975 

talk.politics.guns 364 546 910 

talk.politics.mideast 376 564 940 

talk.politics.misc 310 465 775 

talk.religion.misc 251 377 628 

alt.atheism 319 480 799 

soc.religion.christian 398 599 997 

Total 7532 11314 18846 

 

Each of these categories contains many articles and every article has a header, footer 

and quotes section. There are 18000 articles and total of 71000 raw words. Test dataset 

consists of 7500 articles and training dataset contains 11000 articles. 

 

 

Fig 3.1 Sample article from alt.atheism category containing header and quotes 
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Fig 3.2 Sample article from alt.atheism category containing footer 

The articles also contain header, footer and quotes section. Header is newsgroup 

headers and this section contains from, to, date etc. information. Footer at the end of the 

article is the block that contains signatures, email id etc. Quotes are the lines which are 

actually quoting another post and it begins with ‘>’ sign. 

 

3.3 PROPOSED METHODOLOGY 

For analysis of unsupervised clustering on 20NewsGroups dataset, the methodology 

followed is: 

1. From the test dataset, three categories viz. alt.atheism, sci.space, rec.sport.baseball is 

selected from the 20NewsGroups dataset on which clustering algorithms will be 

performed. 

2. From the dataset, stop words like is, and, to etc. are removed so that only relevant 

words stay in the dataset. 

3. From the dataset, header and footer part is deleted. 

4. Only those words are considered in the dataset which are present in at least three 

documents. 

5. Lastly, porter stemming is performed. 
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6. Binary vector is generated of the dataset. 

7. The different clustering algorithms are run on this dataset and results are noted. 

8. Compare the results. 

 

3.3.1 Pre-processing steps 

As we saw earlier, the unstructured data growth is more than structured data growth. 

Researchers are trying for knowledge discovery on the unstructured data. In order to 

convert unstructured into structured, we also have to pre-process the data. This is an 

important step today if some discovery needs to be made from these data. Pre-

processing steps can transform the unstructured data into something more meaningful. 

Pre-processing is necessary due to the following reasons [39] – 

1. It decreases the dimension of the dataset. 

2. Only relevant words come into consideration. 

3. Unnecessary words are reduced to a great extent. 

4. Similar words are taken as one due to stemming. 

5. Overall size of the dataset is also reduced. 

6. Less dimension means less complexity and hence, better running time of algorithm. 

We had to do some pre-processing on the three categories of the dataset before actually 

running the clustering algorithms on the dataset. The reason is; since the dataset was of 

high dimension and high number of documents, the running time of the algorithm 

becomes high and also, the accuracy given by the algorithm is very low. We shall 

explain the pre-processing done. 

Stop words removal – 

Stop words don’t have much power in the document because they are pronouns or 

connecting small words like ‘and’, ‘a’, ‘the’ etc. Also, they occur in large number in 

textual data thus, increasing the dimension. So, eliminating them can make the actual 

relevant text more focused as they don’t have effect on prediction [40]. We have simply 
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removed the standard stop words. This is actually the classic method [41]. Python 

removed the standard English stop words. 

Header and footer – 

Header and footer section doesn’t contain that relevant information. Header contains 

from, to, date etc. information and footer contains signatures, email id etc. These do not 

hold importance and hence they were removed. 

Putting a criterion on the features – 

We have put a threshold of three documents on the words i.e features. It means; we only 

want to include the words in our dataset that are present in at least three documents. 

Porter stemming – 

There are many algorithms for stemming but Porter stemming [42] is the most popular 

one used for English language. Developed in 1980, this algorithm mainly focusses on 

removal of suffix so that, the words are treated as one which are differing in suffix but 

are semantically same [43]. Stemming means to cut the root. The words are cut short to 

their very basic meaning. For example; involved, involve, involving, these three words 

would be stemmed to ‘involve’. It is cut short to the very basic word by cutting the 

suffix. Stemming leads to reduction in dimension since the terms are reduced to their 

basic form. We have used the inbuilt Python library nltk (Natural Language Toolkit) 

which contains the Porter Stemming function for the purpose of stemming. 

Tokenization – 

Token is the smallest unit in a document. Every word in the document is a actually a 

token. The number of tokens represents the number of features of the dataset [44]. In 

order to be clustered, the articles needed to be converted to be vectorized i.e bag of 

word model was used. But, we used Boolean values for representation which is; 0 for 

absent word and 1 for present word. Although we had tried to use the normal bag of 

word model but, the Boolean bag of word model gave better results. 

After preprocessing, 1110 were the total documents and number of features were 

reduced to 5502. 

The following figure shows the pre-processing steps done : 
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Fig 3.3 Pre-processing steps performed on the dataset 

3.3.2 Algorithms implemented 

For the clustering algorithms analysis on the 20NewsGroups dataset, we have 

implemented the following unsupervised clustering algorithms on Python, have run it 

and noted the results – 

1. K-Means [45]: 

This is the most basic and simple unsupervised clustering algorithm which is almost the 

first clustering algorithm to be tested for dataset. Its simplicity and less steps make it 

easy to implement and test. The steps of K-means are – 

 i) First K random points are chosen from the dataset which initially represents K 

     clusters i.e centroids. 

 ii) The Eucledian distance is calculated for the remaining points from each  

      cluster according to the formula given by equation 3.1. 

 iii) The point having minimum distance from all the centroids will be included 

       in that cluster. Then, mean centroid is calculated when all the points have 

       been assigned a cluster. 
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 iv) The process of calculating Euclidean distance, checking the minimum  

       distance from centroid for a point is repeated and updating centroids is done 

       till no change in centroid centers occurs. 

 

                    (Equation 3.1) 

 

Although this algorithm has simple iterative calculation but, it also costs a lot due to 

overhead and low efficiency [46]. 

 

2. Fuzzy C-Means (FCM) [47]: 

This clustering algorithm also falls under unsupervised category. This algorithm 

calculates fuzzy weights by using reciprocal of distances. The distance which is 

calculates for the points from each cluster is Euclidean distance. FCM allows a data 

point to be associated with more than one cluster by making use of degree of 

membership concept for every datapoint [48]. The steps of Fuzzy c-means are – 

 i) First we generate Mka. This is degree of ath data point membership to cluster k. 

    Sum of Mka along column is always 1. 

 ii) Then we calculate the centroid value Okb based on Mka. (w is fuzzification 

       parameter taken as 2) Formula used is equation 3.2. 

 iii) Then, calculate Euclidean distance between the points and the ‘k’ centroids 

       using equation 3.3. 

 iv) Using all these distances we will calculate the new membership. 

 v) Then, the absolute maximum difference of old and new membership is     

      compared. 

 vi) If it is less than epsilon, then we can stop otherwise we will have to       

      calculate new centroids using the new Mka. 

 vii) Once algorithm stops then, we have to compare the maximum Mka     

       (membership value) out of all the ‘k’ clusters for a point. The maximum Mka

       gives the cluster to which the point belongs. 
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3. Fuzzy Co-Clustering of Documents and Keywords (FCoDoK) [49]: 

Co-clustering is there because there are two memberships involved, one is of the data 

points with the cluster (Mka) and other is of the feature with the cluster (Nkb) [50]. 

Sum of column in Mka is 1. Sum of row in Nkb is 1. E is the feature matrix i.e the dataset 

points and features form the matrix E. 

Yg and Yh are weighting parameters which specify the degree of fuzziness. It can be 

changed accordingly. The steps of FCoDoK are – 

 i) First Mka is generated randomly. Then, Nkb is calculated using equation 3.4. 

    Using this Nkb we calculate new Mka using equation 3.5. 

 ii) We take the maximum absolute difference of old Mka and new Mka and check 

      if it is less then epsilon. If it is so, then we can stop. Otherwise, we will again 

      have to calculate new Nkb and then new Mka. 

 iii) Once algorithm stops then, we have to compare the maximum Mka          

       (membership value) out of all the c clusters for a point. The maximum Mka 

        represents the cluster association of the point. 
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4. Agglomerative Hierarchical Clustering [51]:  

One of the types of hierarchical clustering is agglomerative clustering. The meaning of 

agglomerative is clustered together. What happens in this is a hierarchy of cluster is 

formed; hence, it is called hierarchical clustering. First, the data points are grouped 

together depending on how near the points are. Initially, all the points are just an 

individual with no association to any cluster. Then, depending on which linkage criteria 

is used, the points are grouped accordingly. This grouping continues till there is a single 

cluster is formed at the top which contains all the data points. Since, this starts from the 
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bottom and builds up to the top with one cluster, agglomerative is also called bottom-up 

approach. 

There are various linkage criteria used in agglomerative viz. complete linkage, single 

linkage, and ward linkage. We have used the ward linkage in our implementation. In 

ward linkage, at each step we check the possible groupings and only that grouping is 

accepted which leads to minimum sum of square for the group. Sum of square is also 

called variance as we check the sum of square of difference of the point with the mean 

according to the formula; 

                                           
2( )i meanSS A A= −                           (Equation 3.6) 

 

5. DBSCAN (Density Based Spatial Clustering of Applications with Noise) [52]: 

As the name suggests, this algorithm is for clustering dataset with noise. Also, it is 

density based hence areas with higher density i.e more points are clubbed into one 

cluster. Even if there are noise in the dataset, it will detect the clusters. The 

disadvantage with this algorithm is every point has just one association, either it belongs 

to a cluster, or it does not. So, after one point is allocated to a cluster, it is done. There is 

no fuzzy concept which takes care of association with every cluster. This algorithm just 

clusters the dense region. So, there is a chance of close points to be allocated to wrong 

clusters. 

This algorithm uses two parameter which are; epsilon and minPts. Epsilon represents 

the radius of circle and this circle is made around every data point to check how much 

density i.e how many more data points are in that circle. Now, minPts represent the least 

number of points that needs to be present in the circle for it to be considered a cluster. 

So, clusters identified by seeing the density of the points. 

 

3.3.3 Parameters set for the algorithms 

We have set various parameters and ending condition for the algorithms which are listed 

below- 
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Table 3.2: Parameters and termination condition of various algorithms 

S. No Algorithm Parameters Terminating 

condition 

1. K-Means - Maximum 

iterations=200 

2. Fuzzy C-Means 

(FCM) 

Fuzzification 

parameter ‘w’=2 

Epsilon=0.01 

Maximum 

iterations=200 or 

Frobenius Norm 

is less then 

epsilon 

3. Fuzzy Co-Clustering 

of Documents and 

Keywords (FCoDoK) 

Weighting 

Parameters; 

Yg=0.01and Yh=1.5 

Epsilon=0.00001 

Maximum 

iterations=50 or 

Frobenius Norm 

is less then 

epsilon 

4. Agglomerative 

clustering 

Ward linkage - 

5. Density Based Spatial 

Clustering of 

Applications with 

Noise (DBSCAN) 

Epsilon=37.5 - 
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CHAPTER 4 RESULTS 

 

When we ran the unsupervised clustering on our dataset, we got different results. The 

results are published online in our paper [53]. For our results analysis, we have taken 

two metrics which are accuracy and F1-score. Accuracy conveys how much final output 

is the same as the original value i.e how accurate were the results, how close were the 

results to the actual output. If high number of data points results are not same as the 

original output, then accuracy would be low. But, if lots of data points got allocated into 

correct clusters then accuracy would be high. That is how accuracy works. 

F1 score combines both precision and recall. Precision is the ratio of out of the total 

positive cases identified, how many of them were correctly identified as positive. Recall 

is the ratio of positive cases which are identified correctly and the total actual positive 

and negative cases. The formula for F1 score is- 

F1 score=
Precision*Recall

2*
Precision+Recall

                                                                    (Equation 4.1) 

 

 

Fig 4.1 Accuracy obtained after running algorithms on 20NewsGroups dataset 
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Fig 4.2 F1-Score obtained after running algorithms on 20NewsGroups dataset 

 

 

Fig 4.3 Running time of the algorithms 

 

From the results above we observe that most effective algorithm is Fuzzy Co-Clustering 

of Documents and Keywords (FCoDoK) followed by Fuzzy C-Means (FCM). But, most 

inefficient algorithm was Density Based Spatial Clustering of Applications with Noise 

(DBSCAN) followed by agglomerative clustering then K-Means. Even best F1 score 
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was given by FCoDoK. We have taken average accuracies and F1-score. In FCoDoK 

we had achieved maximum accuracy of 60%. On taking average, we got around 50%. 

In terms of time, FCoDoK takes 100 seconds to complete the clustering process. 

Agglomerative takes 30 seconds to completely run the algorithm but accuracy is low. 

Fuzzy c-means and k-means take 16 seconds each. DBSCAN takes least amount of time 

but, accuracy is the lowest. 

 

 

Fig 4.4 : K-means result 

 

 

Fig 4.5 : FCM result 

 

Fig 4.6 : FCoDoK result 
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Fig 4.7 : Agglomerative clustering result 

 

 

Fig 4.8 : DBSCAN Result 
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CHAPTER 5 CONCLUSION 

 

 

 

From the results that we have obtained on our test subset of three categories 

(alt.atheism, rec.sport.baseball, sci.space) of 20NewsGroups, we observed the following 

points – 

1. Maximum accuracy was given by FCoDoK which was 51.7%.  

2. Minimum accuracy was given by DBSCAN which was 28.73%.  

3. Fuzzy c-means is just after FCoDoK in terms of results followed by K-means. 

4. Agglomerative is a just a little better than DBSCAN but, still its not that good result. 

We can conclude that the most effective algorithm for textual data clustering is 

FCoDoK. Due to the reason that it gives importance to both tokens and also the 

individual document. Whereas fuzzy c-means only gives importance to one association. 

For close clusters, FCoDoK is the most effective, followed by FCM. K-means, 

DBSCAN and hierarchical was not effective since the clusters are close. For this 

dataset, density based and hierarchical clustering is not an effective algorithm. Fuzzy 

concept should be taken into consideration for this dataset since those algorithms 

involving association and weights have given good results. 

In the future, results can be improved for FCoDoK for these three categories and 

maybe, those algorithms which involve fuzzy concept can be tested against this dataset. 
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