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ABSTRACT

With the rate at which the data is being generated, it is vital to use it and get some insights
from it. When reporting on events, news expresses the opinions of news entities like people,
locations, and things. In this paper, we obtain the sentiment of the news headlines using a
new technique called transformers, in particular simple transformers that have been a
significant advancement in the natural language processing field. Sentiment Analysis has
been performed using the four transformers model. These models are pre-trained on extensive
data, and we have fine-tuned them by training them on our own news headlines dataset.

For our sentiment analysis task, classification models (specific simple transformer
model) are used to classify news headlines as negative, neutral, positive. The idea behind
taking four different models that are Bidirectional Encoder Representations from
Transformers (BERT) base-cased [1], Robustly optimized BERT approach (RoBERTa) base
[1], Distilled BERT (DistilBERT) base-cased [1], XLNet base-cased [1], is the different
dataset on which they are pre-trained, parameters used by them, and different method used
by them, which improve their performance significantly in comparison to different machine
learning classifiers and prior deep learning models. The model that performed the best is
bert-base-cased with Matthews Correlation Coefficient (MCC) score of 90.1%, an F1 score

of 93.6%, and an Accuracy score of 93.6%.
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CHAPTER 1 INTRODUCTION

Opinions or Sentiments are primary to every human exercise and play a key role in
influencing our behavior. Sentiment analysis is a method to extricate sentiments or opinions
from the text data regarding positive, negative, or neutral opinions expressed in natural
language. Sentiment analysis is applied in various fields like businesses, organizations,
politics, sports, etc., and with the increasing amount of data, it has become a necessity
nowadays. The sentiment analysis is conducted at four levels: word level, sentence level,
document level, and aspect level [2]. According to [3], the Obama administration used
sentiment analysis to measure public opinion before a presidential election. With the increase
in news sources and access to the internet, the volume of news is increasing. As per [4], most
people evaluate news reports by scanning the headlines rather than reading the whole news.
Readers are more likely to use online news outlets due to two main factors: interactivity and
immediacy [5].

Some of the approaches of extracting sentiment or opinion from the text are
unsupervised learning [6], supervised learning [6], and semi-supervised learning [6]. When
we train a machine using the data neither labeled nor classified, the first approach allows the
algorithm to learn from the data without supervision. In the second approach, we train a
machine using labelled data, and after that, the machine is given a new set of unknown data.
The third approach is a combination of the first two approaches in which a machine is trained
upon a combination of labelled and unlabeled data, therefore cutting down the labelled data

expense.



In this paper, Sentiment analysis is done based on the news headlines, instead using
the entire news article. The method proposed here starts with the data collection and pre-
processing. Labels for the news headlines were assigned as O(Negative), 1(Neutral),
2(Positive) using the natural language toolkit’s built in VVader sentiment analyzer that ranks
a text as negative, neutral, positive based on the sentiments. We used Transformer models,
specifically simple transformers, which are exceptional in advancing Natural Language
Processing.

Advances in both model design and model pre-training have fueled recent advances
in natural language processing. Transformer architectures have made it easier to create
higher-capacity models, and pretraining has enabled this capacity to be used for a broad range
of tasks [7]. Simple transformer is a library built on Hugging Face’s Transformers library
[8]. Every model is packed with functions and features that are most appropriate for the job
at hand. It lets you train, test, and predict in a short span of time. They are designed with a
specific natural language task in mind [8]. Simple transformers models can be used in the
following steps: (1) initializing a task-specific model [8], (2) training the model using the
training data [8], (3) evaluate the model using the testing data [8], (4) making predictions on
unlabelled data [8]. The main differences between models will probably be differences in the

format of input/output data as well as any task-specific features/configuration choices [8].

CHAPTER 2 RELATED WORK

Various researches have contributed to news sentiment analysis using various approaches. A

brief review of work done formally on sentiment analysis is given in this section.



According to [9] proposed a research and compared different classification and text
mining algorithms for analysing sentiment in newspapers. Maximum Entropy, Naive Bayes,
Decision Tree, winnow, and C 4.5, were the classifiers included. Instead of editorials,
reviews, or blogs news articles were chosen as they contain less emotionally loaded texts
than the former. Their results reveal that the Naive Bayes classifier outperforms all others by
a wide margin.

As per [10] investigated possible strategies used by web news corporations to design
their news headlines. They used 69,907 news headlines from four major news organizations.
They designed the methodology to use headlines as a key artifact because they are critical in
gaining interest in online news. Their methodology employed sentiment analysis to
understand inherent aspects of headlines in order to predict news popularity dependent on
URL shortening service. They discovered that the headline’s sentiment is closely linked to
the news’s popularity.

According to [11] presented an approach for awarding scores to every different entity
in the text corpus that indicates positive or negative opinion. The approach included a
component of sentiment identification, that associated expressed sentiments to each relevant
entity, as well as a sentiment aggregation and scoring component that scored each and every
entity relative to others of the same class [11]. For sentiment analysis from news and blogs,
the news dimensions considered were crime, general, health, business, media, sports, and
politics [11]. The following were two patterns that were tracked over time using sentiment
score: (1) Polarity: positive or negative sentiment linked with the entity [11], and (2) the
amount of sentiment an entity obtained [11].

According to [7] transformer architecture is especially well suited to pretraining on

massive text corpora, resulting in significant improvements in accuracy on downstream tasks



such as language understanding [12], coreference resolution [13], text classification [14],
common-sense inference [15], summarization [16], and machine translation [17] among
others.

The effectiveness of transformers for varied NLP tasks motivated us to implement

transformers-based sentiment analysis.

CHAPTER 3 PROPOSED WORK

This paper will analyze and introduce transformers using a simple transformers library in the
easiest way possible. We will use the classification model from the simple transformers
library to conduct our sentiment analysis of news headlines. The simple transformer models
that are used here are Bidirectional Encoder Representations from Transformers (BERT)
base-cased [1], Robustly optimized BERT approach (RoBERTa) base [1], Distilled BERT
(DistilBERT) base-cased [1], XLNet base-cased [1]. Each of these models is pre-trained on
large text data. The techniques and the volume of data used by these models are what sets
them apart. The techniques used by different models are: (1) BERT uses masked language
model, and next sentence prediction [1], (2) RoBERTa replaces the next sentence prediction
task in bert with dynamic masking [1], (3) DistilBERT is a distilled version of bert using half
of the number of parameters of the bert [1], (4) XLNet uses permutation language modelling
[1].

The methodology for this experiment has been presented in Fig. 3.1 it consists of 6
steps, starting with data collection and pre-processing. The News headlines dataset has been

used here for the experiment. The steps have been explained below in detail.
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Figure 3.1 Workflow for the news headlines dataset

3.1 DATA COLLECTION AND PRE-PROCESSING

The news headlines dataset used here were collected from different news websites worldwide
by web-scraping through a Python script and Python’s newspaper package. News headlines
dataset and code is uploaded at github. This dataset comprises a total of 33,801 news
headlines. The news headlines belong to the business, sports, health, politics, tech,
entertainment, education, science, lifestyle, environment, economy, crime, blogs,
automobiles, travel, economics.

News headlines in the dataset do not require much pre-processing as most of the work
is handled by classification models of simple transformer. Other than this, some of the pre-
processing tasks done here are removing punctuation marks, numbers, special symbols, NA-

values.



3.2 LABELLING AND SPLITTING DATASET

The process of supervised sentiment analysis requires data to be labelled. The natural
language toolkits built-in VVader sentiment analyzer used here provides a compound value
that ranges from -1 (Extremely Negative) to 1 (Extremely positive); with some
experimentation and testing, we consider texts with a compound value less than 0 as negative,
greater than 0 as positive, and equal to 0 as neutral. After labelling, data was split in a ratio
of 80% (training data) and 20% (testing data) using the python library sklearn model selection

train test split with the shuffle parameter as true and random state parameter 10.

3.3 MODEL TRAINING AND EVALUATION

Model training with a good range of hyperparameter values are critical to achieving a good
outcome. Machine learning models can be highly sensitive to the hyperparameters used to
train them [8]. Although large models, such as transformers, will work well over a broader
range of hyperparameters. All the four classification models discussed above are initialized,
and hyperparameters values are given to them after this training data is used for training each
model with early stopping set to true used as one of the hyperparameters to prevent model
overfitting [8]. Once the training part is over, the model evaluation performed on the test

data. In the results and discussion section, the evaluation results for each model are listed.

3.4 APPLICATION OF SOFTMAX FUNCTION

After getting results on evaluation, the softmax function used to get the probabilities of each
class of the news. The softmax function is another kind of activation function used in neural

computation [18]. It converts a list of N real values to a list of N real values that add up to 1



[19]. The softmax converts input values that are zero, positive, negative, or more than one
into values between 0 and 1, allowing them to be represented as probabilities [19]. Since
several multi-layer neural networks generate real-valued scores that are difficult to scale and
interact with, the softmax layer can be used in this situation because it converts the scores to
anormalised probability distribution that can be presented to the user or used as input to other

systems [19]. Softmax function working [ [20], Fig. 3.4.1].
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Fig. 3.4.1 Softmax function
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The formula used to compute softmax function is:

o Xi (3.4.1)

flx) = <N %

j=1€"

The mathematical definition of the terms and symbols in [ [18], eq. 3.4.1]: (1) xi’s are
components of softmax function’s input list/vector, and they can take positive, negative, zero,

real, positive value. (2) exp(xi) is an exponential function that is applied to each component



of the input vector. It yields a positive value greater than zero, which is very low when the
input is less than zero and very high when the input is large [19]. (3) Zjlilexp(xj) this term
ensures all the function’s output values add up to 1 by normalization; [19]. (4) N is the
number of classes like in this paper there are 3 classes negative, neutral, positive.

The model output matrix obtained in the evaluation step fed to the softmax function,
where the function returns probability values for each class, with the main target class having

the highest probability. A sample model output matrix in Fig. 3.4.2:

3.12695312 3.45808438 -06.77498234]
[ 3.585859358 -1.587806862 -1.688558594 ]
6.69921875 -2.974680938 -2.285155625]

2.77734375 -3 .35G546875  5.371809375]
[-2.92382812 AEB937E -2, 64257812
3.689068038 5.5234375  -2.520X08685] ]

[%a]

Fig. 3.4.2 Model output matrix example

3.5 PREDICTION OF UNLABELLED DATA

In the real world, we do not know what an accurate label is, so we use the predict function,
which is nearly the same as the evaluate function, to make predictions on unlabelled data. It

accepts a text list and returns a list of predictions, and a model output matrix.

CHAPTER 4 RESULTS AND DISCUSSION

The comparative analysis generated using the developed news headlines dataset and the



implementation of four different classification models were plotted using a line graph, aROC
curve, a confusion matrix, and the analysis is done.

A python library wandb used to visualise each classification model at different stages
wherever required. As per [21], “Wandb, a framework-agnostic experiment tracking tool for
machine learning”. It was created to make it easier for people to build machine learning
models and save them.

Different machine learning classifiers can be used to perform sentiment analysis an
application of text classification. With the amount of data generated, we are bound to see
developments, which leads to the machine learning subfield of deep learning. Developments
in deep learning resulted in neural network architectures such as convolutional neural
networks (CNN) [22], and recurrent neural networks (RNN and LSTM) [22], showing a
significant increase in efficiency while tackling natural language tasks. Transfer learning is
defined as a methodology in which a deep learning model is trained on a massive dataset to
handle related tasks on another dataset [22]. These deep learning models are referred to as
pre-trained models. Since sequence modelling tasks like text classification, machine
translation, etc., cannot be handled by traditional machine learning models and neural

networks, this led to RNNs and CNNs. RNN structure [ [22], Fig. 4.1].

@
V
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D Unfold
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Fig. 4.1 Basic RNN Structure
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RNNs can take one token at a time as input since they cannot be parallelized, thus
consuming a significant amount of time while training on massive datasets [22]. This issue
prompted the introduction of transfer learning in natural language processing, which resulted
in a wide variety of task-specific transformer models. One of the benefit of the transformers
is that they accept a complete sequence as input rather than processing token by token [22],

and therefore the training can be accelerated by using GPU’s. Transformers [ [22], Fig. 4.2].
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Fig. 4.2 Transformer Architecture

4.1 MEASUREMENTS

e Matthews Correlation Coefficient (MCC): It is a measure of quality of multiclass
classification. It takes into consideration all the blocks of the Confusion Matrix in its
formula as seen in [ [23], eq. 4.1.1]. Its value lies between -1 to +1 with former

indicating poor model and later indicating perfect model. This is shown in Fig. 4.2.1.
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tp* th —fp*in

MCC =
V(tp + fp)(tp + f)(tn + fp)(tn + fn)

(4.1.1)

tp, tn, p, and fn are true positives, true negative, false positive, false negative.
F1-Score: It is defined as the weighted average of the precision and recall with best
value as 1 and worst value as 0. Precision and recall have equal contribution to the
F1-score as seen in [ [23], eq. 4.1.2].

2 * (Precision * Recall)

F1 — Score =

(Precision + Recall) (4.1.2)

Accuracy: It is calculated by dividing the total number of correct predictions by the
total number of predictions.

Eval Loss: It is the evaluation loss occurred during evaluation of the model on the
dataset. This is shown in Fig. 4.2.2.

Train loss: It is the training loss occurred during training of the model on the dataset.
This is shown in Fig. 4.2.3.

Global steps: It is a global step in processing that gets incremented everytime
Wandb.log is called. Wandb.log is used to log data from runs [21].

Confusion matrix: It is a k * k matrix used for classification model performance
analysis; it compares actual values to values predicted by the model. Here k represents

the number of target classes. This is shown in Figures 4.2.5, 4.2.6, 4.2.7, and 4.2.8.
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4.2 OUTPUT AND VISUALIZATIONS

Table 4.2.1 Output table for model metrics

. Model Metrics
Classification Models
MCC Score = F1-Score = Accuracy Eval Loss

BERT base cased 90.1% 93.6% 93.6% 38.8%
ROBERTa base 89.4% 93.2% 93.2% 40.0%
DistilBERT base cased 89.0% 92.9% 92.9% 39.5%
XLNet base cased 87.5% 91.9% 91.9% 43.9%

— t 5 ased = roberta-base

03 - .

0.85 /—— ——

mMce score

2 + global steps & 8k

Fig. 4.2.1 mcc score vs global steps
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Fig. 4.2.6 Confusion matrix for ROBERTa model
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CODE AND DATASET SNIPPETS

27020
27021
27022
27023
27024,
27025
27026
27027
27028
27029
27030
27031
27032
27083
27034,
27035
27036
27037
27038
27039
27040
27041
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In [ 1: |'pip install transformers
llpip install simpletransformers
llpip install wandb
llpip install nltk
llpip install scikit-learn
llpip install scipy
lpip install beautifulsoupd
import urllib.request,sys,time
from bs4 import BeautifulSoup
from sklearn import softmax
from simpletransformers.classification import ClassificationmModel
import pandas as pd
import sklearn
import numpy as np
import pickle

Python libraries used



ﬁmport urllib.request,sys, time
from bsd import BeautifulSoup
import requests

import pandas as pd

pages_to_get= 188

outerframe=[]

for page in range(l,pages_to_get+1):
print{‘processing page :', page)
url = ‘https://timesofindia.indiatimes.com/blogs/india/pages +str(page)
print{url)

#an exception might be thrown, so the code should be in o0 try-except block

18

try:
#use the browser to get the wrl. This is swuspiciows commond that might blow up.
page=requests.get{url) # this might throw an exception {f something goes wrong.
except Exception as e: # this describes what o do {f an exception {s fhrown
error_type, error_ob]j, error_info = sys.exc_info() # get the exception informotion
print ("ERROR FOR LIMK:®,url) #print the Link that couse the probiem
print {(error_type, 'Line:', error_info.tb_linenc) #print error info and Line that threw the exception
continue #ighore this page. Abopdon this and go bock.

time.sleep(2)

soup=BeautifulSoupipage.text, "html.parser")
frame=[]

links=soup.find_all{ div",attrs={"class': "detall'})
print{len{linksy)

for j in links:
try:
Statement = j.h2.a.text
except Exception as e:
Statement = Hone
frame.append((Statement))

outerframe.extend{frame)
dataS2=pd.DataFrame{outerframe, columns=["'Statement'])
datasz

Data scraping using beautiful soup library

upip install newspaperik
import newspaper

import pandas as pd

framel

outer framel

bbc=newspaper.build('! 33

for article in bbc.articles:
(article.ur

l.append(article.url)

outer framel.extend (framel)

data2=pd.DataFrame (cuter framel, columnzs=['links'])

Data scraping using newspaper library



out[ ]:

In [ ]:

In [ ]:

In[]:

import nltk
nltk.download( " vader_lexicon")

[nltk_data] Downloading package wvader_lexicon to froot/nltk_data...
[nltk_data] Package wader_lexicon is already up-to-date!

True

from IPython import display
import math

from pprint import pprint
import pandas as pd

import nltk

from nltk.sentiment .vader import SentimentIntensityAnalyzer as SIA

sia = SIA()

final_datal['compound’]=[sia.polarity scores(i) ['compound’'] for 1 in final_datal[’'Statement’]]
final_datail['neg']=[sia.polarity scores(i) ['neg'] for 1 in final_datal['Statement’]]
final_datail['neu’]=[sia.polarity scores(i) ['neu’] for i in final_datal['Statement’]]
final_datal['pos']=[sia.polarity scores(i) ['pos’] for 1 in final_datal['Statement’]]

for 1 in range {len{final_ dataid):
if {(final_datal.loc[i, ‘compound’]y==8%:
final_datal.loc[i, 'Label']=1
elif {{final_datal.loc[i, ‘compound']) » @):
final_datal.loc[i, 'Label']=2
alif ({final_datal.lec[i, ‘compound’]) < &):
final_datal.loc[l, 'Label']=8&
final_datail

final_dataZ=final_datal[['Statement’, ‘Label’]]
final_dataz

Data Labelling process

from sklearn.model selection import train test split
train, test= trailn_test split{final data2, test size=6.28,shuffle=True,random_state=18)

Splitting Dataset into training and testing set
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In [ ]:

In [ ]:
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from simpletransformers.classification import ClassificationModel

model _args = {
‘max_seq_length': 256,
‘num_train_epochs': 5,
‘train_batch_size': 16,
‘eval_batch_size': 32,
‘gradient_accumulation_steps’: 1,
‘learning_rate': 3e-5,
‘save_steps': 5888,
‘wandb_project’: 'SentimentS”,
‘evaluate_during_training®: True,
‘evaluate_during_training_steps':
‘reprocess_input_data': True,
"save_model_ewvery_epoch™: False,
‘overwrite_output_dir': True,
‘no_cache®: True,
‘use_early_stopping': True,
‘early_stopping_patience®: 3,
‘manual_seed’': 4,

1888,

model = ClassificationModel({"bert™, “bert-base-cased", num_labels=3,args=model_args,use_cuda=True)

model .train_model(training_data,eval_df=testing_data)

Model training and hyperparameter setting for one of the model

from sklearn.metrics import f1_score, accuracy_score

def f1_multiclass({labels, preds):

return f1_score(labels, preds, awverage="micro’)

result, model_outputs, wrong_predictlions =

curacy score)

0%|

model.eval_model({testing_data, fil=f1_multiclass, acc=ac

1446761 [00:01<14:52, 7.56it/s)

Runring Evaluation: 100% [N 2127212 [05:12<00:00, 1.3%s/t]
Model evaluation on testing dataset of one of the model
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In [ ]: pred,output=model.predict{predict_sentence)
print{pred)

D%| 1476761 [00:02<19:55, 5 B4it/s]

100% (I 212/212 [02:41<00:00, 16805

In [ ]: softmax_output=softmax{model outputs[21])

rounding_softmax_output=["%.6f" % 1 for 1 in softmax_output]

print {{rounding_softmax_output))

if ({softmax_output[8] > softmax_output[1]) and (softmax_output[8] > softmax_output[2])):
print {“"MNegatiwve Sentiment™)

elif {{softmax_output[1] > softmax_ output[&]) and (softmax_output[Ll] > softmax_output[2])):
print {"Meutral Sentiment™)

elif {({softmax_output[2] > softmax_output[&]) and (softmax_output[2] > softmax_output[1])):
print ("Positive Sentiment™)

["6.888425", "@.088247", '6.999328")
Positive Sentiment

Prediction and application of softmax function

CONCLUSION

Sentiment analysis is a way of analysing opinions and behaviour from text data; it can provide
informative feedback and earnings to a business. According to Table 1 and the visualisations
in the results and discussion section, all of the transformer models perform well on the news
headline dataset, with the bert-base-cased model outperforming the others. In comparison to
papers such as [24] [25], we see that our fine-tuned models outperform both traditional
machine learning and deep learning models such as CNN, LSTM, and others. Therefore,
transformers are the latest big thing in tasks like text classification, machine translation,
language modelling, etc. For future work, the large number of hyperparameters available
with simple transformers can be manipulated to allow our models to perform even better as

good as human accuracy.
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