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ABSTRACT 
 

Contrast Preserving Decolorization is rgb-to-gray conversion of a color image, 

which tries to preserve the contrast in a Gray-scale image, as it was in the 

original color image. In this dissertation, various contrast preserving 

decolorization techniques such as SPDecolor and CPrgb2gray have been 

analysed and they have been applied in the field of binarization of historical 

documents. Pre-processing is an essential step in the binarization of historical 

documents in order to preserve its information content, especially in the case of 

low contrast images. This work addresses the problem of contrast preservation 

of the historical documents using contrast preserving decolorization based 

binarization process. For certain types of degradation such as faded/faint text , 

the proposed SPDecolor based pre-processing technique may perform better 

for local binarization techniques over the global binarization techniques. This 

dissertation also compares various local binarization algorithms using both 

conventional and contrast preserving pre-processed techniques. Improved 

experimental results are obtained on the DIBCO(2009-11) dataset for  

proposed SPDecolor based framework against CPrgb2gray and conventional 

color-to-gray binarization methods. 
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                                       CHAPTER 1 

INTRODUCTION 
 

Translation of color-to-Gray  is an important need for numerous everyday 
applications in computer vision, image processing etc. A benefit of this translation 
is  it allows the single channel algorithms application on the colour images,  e.g 
for edge detection, Canny operator is used. Additional application comprise 
monochrome print, image recognition etc. All these things have encouraged the 
advancement of several color-to-gray conversion methods earlier. As the color-to-
gray translation is to map a 3-Dimension vector to a 1-Dimension scalar, so it’s a 
dimensionality-reduction procedure, and so it suffers some information loss. So 
as an outcome, numerous advanced algorithms have been evolved to smartly use  
the limited range in gray scales to display the input color image details and 
contrasts. 
 
 
The technique Contrast Preserving rgb2gray(CPrgb2gray)[28] and Semi-
Parametric Decolorisation (SPDecolor)[10]  uses the 2nd order multi-variance 
polynomial model. CPrgb2gray is Parametric based decolorization, while 
SPDecolor is Semi-parametic decolorization. The objective of the Semi-
Parametric based decolorization is that it improves the modelling and numerical 
lacks of the gradient error penalty underneath the 2nd-order multi-variance 
polynomial construction in CPrgb2gray[28]. Firstly, the gradient error data-
fidelity measure extremely emphases to penalize the pixels that have larger value 
and overlooks the pixels with minor value [40], resulting an overfitting from the 
pictorial view point. Second, the gradient error penalty w.r.t the weight parameter 
is very non-linear, and the solution is estimated and local, even if a result is found. 
These two limitations are reflected on the phenomenon that it occasionally 
produces poor outcomes, especially for colour images containing plentiful colors 
and patterns. 
 
 
In these decolorization methods , gradient error guided optimization with a 2nd-
order multi-variance polynomial model 𝐾௥ ,  𝐾௚,  𝐾௕ ,  𝐾௥𝐾௚ , 𝐾௥𝐾௕ ,

𝐾௚𝐾௕ ,  𝐾௥𝐾௥ , 𝐾௚𝐾௚,  𝐾௕𝐾௕  has been adopted. The key difference between the work in 
CPrgb2gray[28] and SPDecolor[10] is that in former all the weights have been 
optimized while in latter the author have pre-fixed the weight of the first three 
line channels 𝐾௥ , 𝐾௚, 𝐾௕ and only optimize the six weights of the 𝐾௥𝐾௕ ,  𝐾௥𝐾௚,

𝐾௚𝐾௕ ,  𝐾௥𝐾௥ , 𝐾௚𝐾௚, 𝐾௕𝐾௕ . The thought in  SPDecolor  is that, it treats the 9 terms 
in the 2nd order model with dissimilar importance, that aims to find improved 
results in enhancing the non-linear cost function. It is noteworthy  that this 2-step 
or iterative enhancement approach is widely used in newer applications of image 
such as video/image reconstruction and  denoising. 
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The application where I have used this SPDecolor method is in Binarization of historical 
documents. The ancient documents are a source of great knowledge on topics such as 
philosophy, literature, science, medicine, religion etc. These ancient knowledge may be of 
great use in future research and development work. So to preserve these texts digitization of 
these documents is an essential . Also digitization will help to remotely accesses these 
document in any part of world and to easily search and index the document. This digitization 
of document is mainly done with Optical character recognition (OCR) system. In OCR 
systems Image Binarization is the first step. Binarization separates text(foreground) from 
background. As these documents are very ancient, so due to aging and many other factors 
such as  quality of the paper or ink , humidity etc , there is lot of challenges in digitizing these 
documents . The challenges such as stains , smear , wrinkles due to humidity, ink bleed 
through , lightly printed text are very common in these ancient documents . So this type of 
degradation makes digitization challenging.  

 

 
In recent past numerous approach, has been put forward to binarize the document images 
based on global and local thresholding methods. [1]- [3]and [15] [16]. Several researchers 
also worked on the restoration of ancient degraded documents for better readability of the text 
which in turn increases the OCR performance [4] – [9]. Color-to-gray transformation is a 
necessary pre-processing aid for binarization. Because of the dimensionality reduction from 
three dimensional colour space value to one dimensional gray values, definitely it suffers 
from the information loss. However, since many decolorizing methods have been employed I 
found that Semi-parametric  decolorization (SPDecolor)[10] preserves the appearance of the 
original colour image in comparison with various previous technique as a pre-processing step 
for the process of digitization. 
 
 
 
The most important theories of optimization of color-to-grayscale conversion involved global 
contrast among colours [13] or local contrasts among pixels [12]. Both methods are slow 
processes prone to local minima because of a large number of variables and thus prove 
impractical. A novel approach for the binarization of document images using Semi-
Parametric based color to gray transformation as a pre-processing tool to preserve and 
enhance the color contrast, which helps in better binarization is put forward in this work. The 
proposed method is tested mainly  on  DIBCO(2009-11) datasets [19-21]. Experiments on the 
dataset show the improvement in the binarized output achieved by our proposed framework 
based on the various binarization metric such as F-measure, PSNR and NRM. 
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CHAPTER 2 
 

Literature review 
 

2.1  Decolorizaton  

 
Earlier, lots of advances has been done in algorithms and theory for decolorization  that is 
perception-driven, follow-on in a great quantity of methods.  
These methods in the works can be largely classified into three categories: 
 
a) Approaches of local mapping manipulating the color pixel values of local distribution. 

 
b) global mapping approaches, together with the methods of objective minimization 

exploiting the differences between mapped values of gray pixels and original values of 
color pixel. 

c)  hybrid approaches. 
 
 In 1st  category, the mapping of pixel values from color-to-gray is typically varying  spatially, 
which is local distribution dependent. For example, Eschbach et al. [29] showed  a technique 
conserving chromatic edges, which was apprehended by addition of  components of high-
frequency  luminance channel chromaticity.  Nemcsics et al. [30] rebuilt the image of  grayscale 
from the color image gradients, by measurement of  luminance & color differences as the 
contrast of gradient  coloured space.  Myszkowski et al. [31] did the image disintegration into 
numerous components of frequency and then grouping weights adjustment through chromatic 
channels. Though they were able to conserve local features,  color  constant areas can be 
transformed unevenly  if there is change in mapping in the regions.. 
 
 In the second class of global mapping methods,  mapping of grayscale output value of pixel is 
done, independent of its location, by  color pixel value  of the  input. For example, Tumblin et 
al. presented  color contrasting  between pair of pixels [32]. Westall et al. did enforcing of 
constraints straight on different pairs of color & a function that is  quadratic is  constructed by 
which gray images  were solved[33].  Lee et al. [34] presented  a parametric nonlinear  model 
for mapping that is global type taking inspiration from [32].  Cho et al. [35] also took 
inspiration  from [33] and  balanced the  gradient among pixels, or between some landmarks 
that are predetermined & pixels. Chen et al. [36] did the introduction of 3 visual cues and then 
they were induced  into a global energy function whose optimisation by  variational method 
was done. Jia et al. [28] gave relaxation to  the severe order constrain and then to  preserve 
maximally the original color contrast ,a 2nd order multivariate polynomial parametric model 
was adopted. 
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The third category of methods are hybrid and they frequently comprise a multi-stage 
procedure or many constraints. Like , Ng et al. presented a brightness preservation and local 
variance maximization algorithm through which decolorization is achieved [39]. Total 
variation regularization has been employed in the decolorization process to lessen, at the 
nearby pixel locations, the difference among the local transformations. The newly introduced 
optimization method that is saliency-guided region-based [37] uses a parametric color-to-gray 
mapping function that is two-stage, that considered the joint local and global information. 
 
 

2.2 Binarization 

 

Document binarization techniques, which are being proposed regularly over the past years, 
can be broadly classified as global thresholding techniques and local thresholding techniques 
[24]. A single threshold value is  used by the Global thresholding method to binarize an 
image. Some example of global thresholding method are Otsu[25] , Kitter[26] etc. these 
algorithms works fine when the text is well contrasted against the background and text covers 
most part of image. But when there is not a uniform illumination in image then these method 
does not perform well.   Local thresholding techniques such as ; Sauvola[15] , Niblack[27] 
uses a threshold value that depends on local neighbourhood pixels.  These local methods does 
not perform well when there is blurriness in the image and also where there is large bleed-
through regions in text.  If there is a large variation in illumination then the Niblack method 
doesn’t adapt to it . Nick algorithm[16] shows improved results over the Niblack algorithm 
results but there is an addition of unwanted noise. 
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CHAPTER 3 
 

 DECOLORIZATION METHODS 
 

Here two contrast Preserving Decolorization Methods have been analysed:- 
1. CPrgb2gray 
2. SPDecolor 

 

3.1    Contrast Preserving Decolorization(CPrgb2gray) 

Among the global color-to-gray mapping approaches, a centre of attraction is  2nd order multi-
variance polynomial  model about the 3 channels of  color image. Historically, the classical 
rgb-to-gray model  treats that the output grayscale is a constrained linear combination of color 
image channels R, G and B, that is, 𝑦 = ∑   𝑤௖𝐾௖, where Kg ,Kr , Kb represents channels 
Green, Red, and Blue. In  standard matlab function rgb2gray(),(Wr =0.2989, Wg =0.5870, Wb= 
0.1140)  is   fixed weights for images, with the consideration that the green channel information 
is more human vision sensitive. Lu et al. [28] developed a polynomial two-order multi-variance 
model about the 3 channels  of the color image for contrast preserving color-to-gray conversion.  
 
3.1.1 Parametric Color-to-Gray Model 

 
The function for decolorization y = f(c)  produces a grayscale value y for each color c = (r, g, 
b) value. Here the mapping scheme adopted is global, which using the same mapping 
function throughout for conversion. 
 
The polynomial space  of  degree n for color c = (r, g, b)  is defined mathematically as 

∏௡ = span൛𝐾௥
ௗభ𝐾௚

ௗమ𝐾௕
ௗయ: 𝑑௜=0, 1, 2, 3,4…..𝑑ଵ + 𝑑ଶ + 𝑑ଷ ≤ nൟ       (3.1) 

 
where Πn   is a polynomial space belonging to  monomials family. 
So ,the mapping function is      

𝑦 = ෍  

௕೎∈௓

𝑤௖𝑏௖                  (3.2) 

where𝑏௖     is the   cth    monomial basis of ∏௡ , c={r,g,b}  
 
The mapping function is uniquely determined by weights 𝑤௖ 
As here n=2 so , 

∏ଶ = 𝑍 = 𝐾௥ ,  𝐾௚,  𝐾௕ ,  𝐾௥𝐾௕ ,  𝐾௥𝐾௚,  𝐾௚𝐾௕ ,  𝐾௚𝐾௚,  𝐾௥𝐾௥ ,  𝐾௕𝐾௕ 
 
3.1.2 Bimodal Contrast-Preserving Objective Function 
 
 
In this section, the color contrast preserving objective function based on a weak color order 
constraint has been described. Here the objective function, which uses color contrast ,is weak 
color order based . 𝑔௫ − 𝑔௬ represent the difference between gray pixels  x and  y, so the 
conventional energy function, that is L2-norm based [34, 32] can be written as:  

                             𝑚𝑖𝑛
௚

 ∑  (௫,௬)ୀ௉ ൫𝑔௫ − 𝑔௬ − 𝛿௫,௬൯
ଶ

                                 (3.3) 
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Where ‘g’ is the estimated image that can be with [34]  or without [32] a parametric form,  
‘P’ represent neighbouring  pixel pair .  Here x and y pixel pair is an ordered pair.  Color 
contrast 𝛿௫,௬ have a signed value and represents the color pair difference.  
Color contrast for  CIELab is given as  

ห𝛿௫,௬ห = ට൫𝐿௫ − 𝐿௬൯
ଶ

+ ൫𝑎௫ − 𝑎௬൯
ଶ

+ ൫𝑏௫ − 𝑏௬൯
ଶ

               

 
The sign of Lx – Ly typically determine the sign of 𝛿௫,௬.  So, there could be a contrast loss 
problem if we enforce this type of color order. Also, for human visual system ,where there is 
ambiguity in color order , it may be noncompliant .  So this model modifies this condition 
and now uses a selection mechanism that is bimodal. 
 
Equation  (3.3) can be interpreted in view of probabilistic inference. It implies that the 
grayscale difference of two pixels x and y follows a Gaussian distribution with mean δx,y.  
We can interpret Equation  (3.3) according to probabilistic inference which says that a 
Gaussian distribution is being followed by difference ( 𝑔௫ − 𝑔௬) which has a mean δx,y. 

                                   ∏  ௫,௬ 𝑁ఙ൫𝛿௫,௬, 𝜎ଶ൯ ∝ ∏  ௫,௬ exp ൜−
ห௱௚ೣ,೤ିఋೣ,೤ห

మ

ଶఙమ
ൠ        (3.4)   

 
Here the peak of the gausssian distribution is at δx,y,  and is single mode. By this, it is 
inferred that the contrast is constrained, and the sign of gray-level  is determined. It may be 
noted here that sign does not represent physical meaning. And thus the difference can be 
−δx,y  or +δx,y   and that develops a proper contrast preserving and flexible constraint. So 
this is the motivation for this work that automatically select color orders using this bimodal 
distribution 
  
3.1.3 Weak color order 
 
There are many color pairs that are ordered (if we consider brightness as parameter), like pure 
white color is always brighter than any other color and there is no issue about its order to 
anyone. So, for such type of color pairs where there is no ambiguity, we can use Equation 3.4 
that have a single-peak distribution. 
 

𝐜௫ ≤ 𝐜௬ ⟺ 𝑟௫ ≤ 𝑟௬&𝑔௫ ≤ 𝑔௬&𝑏௫ ≤ 𝑏௬             (3.5) 
 
The sign of δx,y  is  directly applied to gx – gy ,   if  Equation  (3.5) is satisfied. Lest the sign 
is not specified prior, and a selection process has been put to search the appropriate color 
order optimally. The likelihood term is thus defined for one pixel pair as: 

1

2
൛𝑁ఙ൫𝛿௫,௬, 𝜎ଶ൯ + 𝑁ఙ൫−𝛿௫,௬, 𝜎ଶ൯ൟ                  (3.6) 

As two types of color order definition has been stated above, a map has been built to 
distinguish them and is stated:  

𝛼௫,௬ = ൜
1.0     if 𝑟௫ ≤ 𝑟௬, 𝑔௫ ≤ 𝑔௬, 𝑏௫ ≤ 𝑏௬

0.5     otherwise 
         (3.7) 

 
In color order , that is  unambiguous,the prior definition of  𝑁ఙ (δx,y, σ2) is enforced if  
 αx,y = 1. Otherwise bimodal distribution is followed by the color difference, that optimally 
selects the negative or positive sign . 
Then the objective function is: 
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ෑ  

(௫,௬)∈௣

൛𝛼௫,௬𝑁ఙ൫𝛿௫,௬, 𝜎ଶ൯ + ൫1 − 𝛼௫,௬൯𝑁ఙ൫−𝛿௫,௬, 𝜎ଶ൯ൟ   (3.8) 

 
(𝑥, 𝑦) ∈ 𝑝, where p is the four-neighbour set. 
Equation (3.8) can be maximized when its negative logarithm term is minimized and the 
minimized version is stated as 
 

𝑚𝑖𝑛
௚

 𝐸𝑛(𝑔) = [ − ෍  
(௫,௬)∈௉

ln൛𝛼௫,௬𝑁ఙ൫𝛿௫,௬, 𝜎ଶ൯ + ൫1 − 𝛼௫,௬൯𝑁ఙ൫−𝛿௫,௬, 𝜎ଶ൯ൟ]    (3.9) 

 
Here 𝑁ఙ() stands for Gaussian distribution and 𝛼௫,௬ for Weak color order . Substituting in 
Equation (3.9) the parametric gray model described in Section 3.1.1, a function is formed 
consisting of unknown coefficients {ωi}. As the global non-linear mapping is used, only nine 
parameters need to be estimated. The difference of two gray pixels can then be expressed 
w.r.t the parameters {ωi}: 
 
Parametric model stated previously is  substituted in Equation 3.9 , and as a result a function 
having unknown coefficients  {ωi}  is formed .  Here only nine parameters is estimated as the 
mapping used here is global non-linear. Since 
 

  Δ𝑔௫,௬ = 𝑔௫ − 𝑔௬ = ∑  ௟ച∈௓ 𝑤௖𝑙௖(௫,௬),   𝑙௖(௫,௬) = 𝑏௖௫ − 𝑏௖௬   (3.10) 
 which reduces in finding parametric model solution as follows: 
 

𝑚𝑖𝑛
௪೎

  𝐸𝑛(𝑤) = [− ∑  (௫,௬)∈௉ ln൛𝛼௫,௬𝑁ఙ൫∑  ௟∈ୀ௓ 𝑤௖𝑙௖(௫,௬) − 𝛿௫,௬൯ + ൫1 −

𝛼௫,௬൯𝑁ఙ൫∑  ௟∈ୀ௓ 𝑤௖𝑙௖(௫,௬) + 𝛿௫,௬൯ൟ]               (3.11) 
 
    So, the Energy function is minimized as:- 

   

𝑚𝑖𝑛
௪೎∈(୸}

 𝐸𝑛(𝑤) = − ෍  

(௫,௬)∈௉

ln ൝𝛼௫,௬exp ൭−
ห∑  ௟೎∈{୸} 𝑤௖𝑙௖(௫,௬) − ൫𝛿௫,௬൯ห

ଶ

2𝜎ଶ
൱

+൫1 − 𝛼௫,௬൯ exp ൭−
ห∑  ௟೎∈{୸} 𝑤௖𝑙௖(௫,௬) + ൫𝛿௫,௬൯ห

ଶ

2𝜎ଶ
൱ൡ       (3.12)

 

 
Numerical Solution 
 
Inside  energy function in equation 3.12 ,  partial derivative is taken  w.r.t  {Wc} and putting 
them as   zero  obtains a linear equation system. In  simplifying the  presentation, a term   𝐽௫,௬ 
has been defined as follow:  
  

𝐽௫,௬ =
𝛼௫௬𝑁ఙ൫𝛿௫,௬, 𝜎ଶ൯

𝛼௫,௬𝑁ఙ൫𝛿௫,௬, 𝜎ଶ൯ + ൫1 − 𝛼௫,௬൯𝑁ఙ൫−𝛿௫,௬, 𝜎ଶ൯
         (3.13) 
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With algebraic operations  that are limited, deriving partially  on Wj , i.e. 
பா௡(௪)

ப௪ೕ
 is stated as: 

 

෍  

(௫,௬)∈௉

෍ 𝑤௖  

௖

𝑙௖(௫,௬)𝑙௝(௫,௬) − (1 − 2𝐽௫,௬)𝑙௝(௫,௬)𝛿௫,௬ = 0         (3.14) 

 

By putting  
பா (௪)

ப௪ೕ
= 0  so in total  9 equations are obtained .  the problem in solving it due to  

𝐽௫,௬  terms, which comprise functions that are nonlinear about w.  Fix-point iteration approach 
has been applied on w that linearize the agreeing equations. i.e., in order to solve for 𝑤௖

௞ାଵ in 
the (k+1)th  iteration, the nonlinear term  𝐽௫,௬

௞   is generated by the formerly estimated 𝑤௖
௞ , 

which produces the following equation: 
  
                       ∑  (௫,௬)∈௉ ∑  ௖ 𝑤௖

௞ାଵ𝑙௖(௫,௬)𝑙௝(௫,௬) = (2𝐽௫,௬
௞ − 1)𝑙௝(௫,௬)𝛿௫,௬             (3.15)     

Through the above approximation, In Eq. (3.15) by varying parameter j ,9 equations are 
obtained. Therefore, in every iteration, the structure shows  linearity w.r.t  𝑤௖

௞ାଵ  and so it  can 
be solved successfully.  
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3.2 Semi-Parametric Decolorization(SPDecolor) 

 

3.2.1 Semi-parametric  Decolorization model 
 

 Here  the two-order multi-variance polynomial model from the subspace modelling is 
being analysed. 

 The key difference between the work in [28] and the  method here is that weights have 
pre-fixed  of the first three line channels 𝐾௥ ,  𝐾௚,  𝐾௕ and only optimized the six weights 
of the 𝐾௥𝐾௚,  𝐾௥𝐾௕ ,  𝐾௚𝐾௕ ,  𝐾௥𝐾௥ ,  𝐾௚𝐾௚,  𝐾௕𝐾௕ 

 The impression behind is that it treats the nine terms in the two-order model[28] with 
dissimilar importance, which prefers to find improved solutions in optimizing the non-
linear cost function 

3.2.2 Analysing the Three Subspaces  

A main downside in  work done by Lu et al. [28] is that it treats entire basis likewise. And, it 
uses iterative optimization method to resolve the derived model, taking more execution time. 
Here, the grayscale image as the addition  of 3 subspaces is conveyed:  

𝑦 = ∑  ௕೎భୀ௭భ
𝑤௖భ

𝑏௖భ
+ ∑  ௕೎మୀ௭మ

𝑤௖మ
𝑏௖మ

+ ∑  ௕೎యୀ௭య
𝑤௖య

𝑏௖య
            (3.16) 

 

𝑍ଵ = ൛𝐾௥ , 𝐾௚, 𝐾௕ൟ; 𝑍ଶ = ൛𝐾௥𝐾௚,  𝐾௥𝐾௕ ,  𝐾௚𝐾௕ൟ;  𝑍ଷ = ൛𝐾௥𝐾௥,  𝐾௚𝐾௚,  𝐾௕𝐾௕ൟ 

 

where , Z1, Z2, and Z3 belongs to the subspaces traversed by the monomials. For simplicity, 
the elements in the 3 subspaces are named as basis images. As they have been  previously 
explained and defined by linearly combining the channel images, the quest of  the mapped 
function inside Equation 3.16 turns to determining the weight parameters  (Wc). Now the 
variation of the three subspaces is analysed. 

In fact, the differences among the three subspaces are vast. Primarily, as the elements of  image 
inside that of  subspace Z1 is  the 1st order, and also the image basis inside Z2 and Z3 subspaces 
are that of  2nd order and truly it is the product (dot) of that  inside  Z1 subspace , so elements 
in Z1 subspace is showing  less correlation, and the subspace Z1 holds more contents. 
Moreover, the similarities among the three subspaces is quantitatively  investigated via the 
Structural Similarity (SSIM) measure , one of the most popular indexes that measures structural 
similarity in between 2 images [42]. 
The average Structural Similarity (SSIM) measure values amongst subspace Z1 and Z3 , and 
amongst subspace Z2 and Z3 are 0.5813, and 0.7470, correspondingly. By studying the above 
two phenomena, it is recommended that the 1st-order subspace Z1 and the later second-order 
subspaces Z2 and Z3 should not be treated in the equivalent manner. 
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   Fig. 3.1  The SSIM measure value between subspace Z1  and Z3 , and        between subspace 
Z2  and Z3  of Cadik dataset imaged[1]. 
 
Secondly, as the gradient preservation is the utmost significant issue in decolorization. So the  
gradient data of the three subspaces is studied. Now   color images from   dataset  of Cadik is 
taken as illustration. Quantity wise, the basis images  average gradient entropy of the  subspaces  
Z1 ,  Z2 and  Z3 are 1.0005, 0.9627, and 0.9147, respectively. It can be detected that the 
subspace Z1 traces at the chief importance. 
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Fig 3.2  The average gradient entropy of basis images in Z1 ,Z2 and Z3 of Cadik dataset 
images [15][1] 

 
Fig 3.3  The CCPR of basis images in Z1 ,Z2 and Z3 of Cadik dataset images [15][1] 
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3.2.3 Modified Semi-optimized Method Solver 
 
Under this analysis, Z1 the 1st  subspace inside the 2nd order multi-variance parametric model 
is of utmost importance and additional two subspaces to be secondary are likewise related, the 
semi-optimized method to decolorization becomes 
 

𝑦 = 𝑦ଵ + 𝑦ଶ         (3.17)  

𝑦ଵ = ෍  

௕೎భୀ௓భ

𝑤௖భ
𝑏௖భ

     (3.18) 

𝑦ଶ = ∑  ௕೎మୀ{௭మ,௭యൟ 𝑤௖మ
𝑏௖మ

      (3.19)       

 
Initially,  predefine the weight factors for the bc1 belonging to Z1 .  
In  this the weights set are (Wr =0.2989, Wg =0.5870, Wb= 0.1140) which is the weight of 
standard rgb2gray() function.  
 
Secondly, after the immediate grayed image y1 is achieved,  techniques for optimization as 
mentioned in [28] is used,  that  finds from the immediate grayed image y1 and  the (2nd  and 
3rd ) subspaces,  the best optimal  resultant image. In this work, the bimodal function Equation 
3.11  as a reference is used, the semi-optimized model is thus offered as follows: 
 
           

𝑚𝑖𝑛
௪೎∈(௭మ,௭య}

 𝐸𝑛(𝑤) = − ෍  

(௫,௬)∈௉

ln ൝𝛼௫,௬exp ൭−
ห∑  ௟೎∈{௓మ,௓య} 𝑤௖𝑙௖(௫,௬) − ൫𝛿௫,௬ − 𝑦ଵ൯ห

ଶ

2𝜎ଶ
൱

+൫1 − 𝛼௫,௬൯ exp ൭−
ห∑  ௟೎∈{௓మ,௓య} 𝑤௖𝑙௖(௫,௬) + ൫𝛿௫,௬ + 𝑦ଵ൯ห

ଶ

2𝜎ଶ
൱ൡ       (3.20)

 

Where y1 is got from Equation 3.18. Naturally, this method can be recognized as a modification 
method. 
  
Inside  energy function in Equation 3.20,  partial derivative is taken  w.r.t  {Wc} and putting 
them equal to   zero  obtain a linear equation system. In  simplifying the  presentation, a term 
has been defined as follow:  
  

𝐽௫,௬ =
𝛼௫௬൫𝛿௫,௬ − 𝑦ଵ൯𝑁ఙ൫𝛿௫,௬, 𝜎ଶ൯ − ൫1 − 𝛼௫,௬൯൫𝛿௫,௬ + 𝑦ଵ൯𝑁ఙ൫−𝛿௫,௬, 𝜎ଶ൯

𝛼௫,௬𝑁ఙ൫𝛿௫,௬, 𝜎ଶ൯ + ൫1 − 𝛼௫,௬൯𝑁ఙ൫−𝛿௫,௬, 𝜎ଶ൯
  (3.21) 

 
 

With algebraic operations  that are limited, deriving partially  on Wj , i.e. 
பா௡(௪)

ப௪ೕ
 is stated as: 

 

෍  

(௫,௬)∈௉

෍ 𝑤௖  

௖

𝑙௖(௫,௬)𝑙௝(௫,௬) − 𝐽௫,௬𝑙௝(௫,௬) = 0         (3.22) 
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By putting  
பா௡(௪)

ப௪ೕ
= 0  so in total  6 equations are obtained . As in [28], the problem in solving 

it due to  𝐽௫,௬  terms, which comprise functions that are nonlinear about w. Fix-point iteration 
approach has been applied on w that linearize the agreeing equations. i.e., in order to solve for 
𝑤௖

௞ାଵ in the (k+1)th  iteration, the nonlinear term  𝐽௫,௬
௞   is generated by the formerly estimated 

𝑤௖
௞ , which produces the following equations: 

 
  
                       ∑  (௫,௬)∈௉ ∑  ௖ 𝑤௖

௞ାଵ𝑙௖(௫,௬)𝑙௝(௫,௬) = ∑  (௫,௬)∈௉ 𝐽௫,௬
௞ 𝑙௝(௫,௬)     (3.23)     

Through the above approximation, In Equation (3.23) by varying parameter j ,6 equations is 
obtained. Therefore, in every iteration, the structure show a  linearity w.r.t  𝑤௖

௞ାଵ  and so it  can 
be solved successfully.  
 

 

 
 

3.3 Decolorization Results 
 

 
In this section, comparison of results of SPDecolor, CPrgb2gray and rgb2gray is done on 
Cadik and CSDD dataset. The parameters value of sigma is 0.01 as used in matlab program. 
 
3.3.1 Contrast measuring metrics 
 
Contrast Preserving Ratio(CCPR) 
 
CCPR is a metric which  quantitatively evaluates the contrast preserving capability of the 
decolorisation algorithms. It works on the principle that if the color difference δ is less than 
that of threshold τ, than that difference could not be perceived by human naked eye.  
Contrast-preserving decolorisation maintains human perceivable color change.  So CCPR is 
presented as:- 

 
𝐶𝐶𝑃𝑅 = #൛(𝑥, 𝑦)|(𝑥, 𝑦) ∈ Ωห 𝑔௫ − 𝑔௬ ∣∣≥ 𝜏 �ൟ/∥ Ω ∥              (3.24) 

 
where Ω is the set containing all neighboring pixel pairs with their original color difference 
δx,y ≥ τ. 

 ∥ Ω ∥ is the number of pixel pairs in Ω.  #{(x, y)| (x, y) ∈ Ω, |gx −gy| ≥ τ} is the number of 
pixel pairs in Ω that are still distinctive after decolorization. 

Using CCPR different methods are evaluated quantitatively on all the images of Cardik and 
CSDD dataset. The value of threshold  τ  is varied from 1 to 15 to calculate the average 
CCPR.  
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3.3.2 Comparison on Cadik’s Dataset  
 
The result on Cadik dataset is shown in fig. 3.4. Its  2st column contains rgb2gray results, 3rd 
column contains cprgb2gray results and 4th column contains SPDecolor results. From results 
it can be seen that, for some images rgb2gray does not produces good results and just 
generates flat results. Both cprgb2gray and SPDecolor finds solution using second order 
multI-variance polynomial function. It can be seen From results that SPDecolor and 
CPRgb2gray performance is better. In SPDecolor it can be seen that it’s feature preservation 
of color image is impressive and also its order preservation capability is good. While 
CPrgb2gray sometimes results in overfitting as can be seen in 6th and 8th image that as seen 
visually the result has more contrast .   
 
 
The performance metric for quantitatively evaluating the decolorization algorithm in contrast 
preserving terms is CCPR. CCPR for whole cadik dataset is calculated and also the value of  
τ  is varied  from 1 to 15.  It can be seen that SPDecolor outperforms other methods and has 
14 threshold values that gives best result while Cprgb2gray has 13 such best thresholds. 
When comparing these results with rgb2rray it can be seen that these methods has better 
structural similarity between grayscale and color imaged. Table 3.1 shows the CCPR result 
on Cadik dataset. 
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Fig. 3.4 Images from the Cadik Dataset with various decolorization method, (a) Input Image (b) 
Rgb2gray output (c) CPrgb2gray output (d) SPDecolor output  

Table 3.1  CCPR of Cadik Dataset 

 Rgb2gray CPrgb2gray SPDecolor 
1 0.68 0.76 0.76 
2 0.64 0.73 0.74 
3 0.62 0.72 0.73 
4 0.60 0.72 0.72 
5 0.58 0.72 0.71 
6 0.56 0.70 0.70 
7 0.55 0.69 0.69 
8 0.54 0.68 0.68 
9 0.53 0.67 0.67 

10 0.53 0.66 0.66 
11 0.52 0.65 0.65 
12 0.51 0.64 0.64 
13 0.50 0.63 0.63 
14 0.50 0.62 0.62 
15 0.49 0.61 0.61 

 

3.3.3 Comparison on CSDD Dataset  
 
THE CSDD dataset contains 22 images that are different and which has abundant colors & 
patterns . The result on CSDD dataset is shown in fig. 2st column contains rgb2gray results. 
3rd column contains cprgb2gray results and 4th column contains SPDecolor results. In 
complex scenes SPDecolor is better than all other methods as can be seen from results. 
CPrgb2gray produces grayscale artefacts in some portion on images, that caused high local 
contrast than the original images. It can also be seen that rgb2gray does not provide necessary 
local and global contrast. SPDecolor results are good both in terms of accuracy as well as 
color orders. 
 
Table 3.2 shows the CSDD dataset quantitative comparison. It is seen here that CPrgb2gray 
does not perform like it did in Cadik dataset. This shows that 2nd order multivariance 
polynomial model , without any extra constraints, does not produce good results. While 
SPDeclor uses 2 steps optimization  strategy and hence the results are better. The reason for 
this superior result can be inferred from the fact that it reduces the solution space , by fixing 
the weights of the 1st subspace and the optimizing the weights of 2nd and 3rd subspace. 
Rgb2gray results lack contrast while it provides stable results. 
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Average CCPR for whole CSDD dataset is calculated and also the value of  τ  is varied  from 
1 to 15.  It can be seen that SPDecolor outperforms other methods and has 12 threshold 
values that gives best result. When comparing these results with rgb2rray it can be seen that 
these methods has better structural similarity between grayscale and color imaged.  
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Fig. 3.5 Images from the CSDD Dataset with various decolorization method, (a) Input Image (b) 
Rgb2gray output (c) CPrgb2gray output (d) SPDecolor output 
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Table 3.2 CCPR of CSDD Dataset 

 Rgb2gray CPrgb2gray SPDecolor 
1 0.71 0.72 0.74 
2 0.64 0.65 0.68 
3 0.60 0.62 0.64 
4 0.58 0.59 0.62 
5 0.55 0.57 0.60 
6 0.54 0.55 0.58 
7 0.52 0.53 0.56 
8 0.50 0.51 0.54 
9 0.49 0.49 0.53 

10 0.47 0.48 0.51 
11 0.46 0.46 0.50 
12 0.45 0.45 0.48 
13 0.44 0.44 0.47 
14 0.43 0.42 0.46 
15 0.41 0.41 0.45 
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CHAPTER 4 
 

Application- Binarization of Historical Documents 

The contrast preserving decolorization techniques discussed previously has been used as an 
application in the field of binarization of documents. Here, these techniques has been applied 
as a pre-processing step before the standard global and local binarization thresholding 
algorithm . 

 

4.1  METHODOLOGY 
 
This section presents our proposed method. 
 
 
 
 
 
 

 

 

 

 

 

 

                                                     

                                          Fig. 4.1  Flow of the proposed method 

Figure 4.1  shows the steps in the proposed method. Firstly, we apply our contrast preserving 
pre-processing step to input image, which converts the input image to grayscale, preserving 
its contrast, and then we apply the conventional binarization technique which results in a 
better binarized image  

 

4.2 Contrast preserving decolorization(Pre-processing) 

Contrast preserving decolorization is a pre-processing step used in our proposed method.The 
purpose of using a contrast preserving color-to-gray conversion, instead of conventional 
colour to gray conversion, is that it helps in restoring degradations which were not possible 
using conventional method. 

In this proposed methodology , 2 types of contrast preserving docolorization techniques has 
been tested. 

Input image 
Contrast 

Preserving 
Decolorization 

techniques 

Binarization 
thershoding 

Binarized 
image 
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1. CPrgb2gray 
2. Semi-parametric decolorisation(SPDecolor) 

Detailed explaination of both the above techniques have been done in previous chapter. 

 

4.3 Binarization 

It is a process of separating text (foreground) from the non-text (background) regions. We 
experimented on Otsu[25], Sauvola[15] and  Nick[16] thresholding algorithms to produce the 
binarized images from the Obtained SPDecolor based gray scale image. The above stated 
algorithms for calculating the threshold value to decide the pixels belonging to foreground 
and background is given below in equations (4.2), (4.3) and (4.4). Global threshold T in 
Otsu’s binarization is given below in the equation (4.1). 

T = threshold in MIN (Within-class variance) (4.1) 
   The within-class variance is calculated using equation (4.2). 

𝜎௪
୑ = 𝑤௕𝜎௕ + 𝑤௙𝜎௙

ଶ                         (4.2) 
Where  𝜎௕ and 𝜎௙ represents the variance of background and foreground pixels. And wb and 
wf  are the background and foreground pixels weights respectively. Value in the equation 
(3.29) is the ‘sum of weighted variances’ that calculated t  i.e.  the threshold value. This 
scheme is iterated for 1 to L gray levels, so that all threshold values can be found. Global 
threshold value T is selected from among all value that has the least sum of weighted 
variances. A Pixel value which lower than the threshold becomes background, while those 
above threshold becomes foreground. 

TSauvola = 𝜇 ∗ ቂ1 + 𝑘 ቀ
𝜎

𝑐
− 1ቁ ቃ        (4.3) 

The constant (k) and  window size (w) are the manually selected . For Sauvola[15] 
binarization [23]. 

window size (w)= 15 and k=0.5  is endorsed . 

T୒୧ୡ୩ = 𝜇 + 𝑘ඨ൤
1

N
(∑𝑝௜

ଶ − 𝜇)൨ = 𝜇 + 𝑘𝜎       (4.4) 

Window size (w)= 19 and k= -0.2  is recommended for Nick]16] binarization [23].                        

Here 𝜎 and  𝜇 are the standard deviation and mean respectively, K and C represents 
thresholding 
constants for Sauvola [15] and Nick[16] method respectively, and are set according to the 
image contrast. 

 

 

 

 

 

 



22 
 

4.4 Binarization Results 
 

 
4.4.1 Dataset Tested 

The Standard Local  binarization approaches and its pre-processed version are tested mainly 
on the standard DIBCO(2009-2011) Datasets[19-21]. The images in DIBCO datasets contain 
various kinds of degradation . The reason for testing on these DIBCO Datasets is that it 
satisfies our aim for testing the proposed method on various types of degradation in historical 
document.  [19] comprises five printed and five handwritten images and their ground truth 
images.[20] comprises ten handwritten images and their ground truth images. [21] comprises 
eight printed and eight handwritten images and its ground truth images. These datasets 
contain various types of degraded images that are challenging to binarize using normal 
binarization process. 

4.4.2 Visual and Statistical binarization results 

We have shown the visual results of contemporary Local binarization algorithms such as 
Nick[16], Sauvola[15], and contemporary Global binarization algorithms such as Otsu[25] 
based on conventional color-to-gray conversion and SPDecolor based binarization 
algorithms. We mainly concentrated on the pre-processing step that causes information loss 

Figures 4.2, 4.3, 4.4, 4.5  shows comparison of various binarization methods on the document 
images, having various types of degradations. Figure 4.2a shows the input  image that is  
degraded  due to faded/faint text. Figure 4.3a shows the input image that has faint text due to 
thin strokes type degradation. Figure 4.4a shows the image that has variable colour 
background , faint text due to thin strokes type degradation. Figure 4.5a shows the input 
image that  contains  noise due to page borders and it  also contains non-uniform & faint text 
type degradation. In all these types of degradation , it is seen that SPDecolor pre-processed 
local binarization techniques shows a better output compared to conventional local 
binarization technique. 
It is also  seen that SPDecolor Pre-processed binarization technique does not show any 
significant improvement in output for Global binarization Techniques . 
Also, for the above degraded images, SPDecolor pre-processed local binarization technique 
performs better that the Global binarization technique 
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Fig. 4.2  a) Input image (8th image from DIBCO-2011 Printed) (lightly printed ) b) Sauvola , c) Spd -
Sauvola, d) Cprgb2gray -Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick, h) Otsu , i) Spd-Otsu, j) 
Cprgb2gray -Otsu 
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Fig. 4.3  a) Input image (2nd image from DIBCO-2011 handwritten) b) Sauvola , c) Spd -Sauvola, d) 
Cprgb2gray -Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick, h) Otsu , i) Spd-Otsu, j) Cprgb2gray -Otsu 
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Fig. 4.4  a) Input  (7th  image from DIBCO-2018) ) b) Sauvola , c) Spd -Sauvola, d) Cprgb2gray -Sauvola, e) 
Nick, f) Spd-Nick , g) Cprgb2gray -Nick, h) Otsu , i) Spd-Otsu, j) Cprgb2gray -Otsu 
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Fig. 4.5 a) Input  (5th  image from DIBCO-2018) ) b) Sauvola , c) Spd -Sauvola, d) Cprgb2gray -Sauvola, e) 
Nick, f) Spd-Nick , g) Cprgb2gray -Nick, h) Otsu , i) Spd-Otsu, j) Cprgb2gray -Otsu 
 
Table 4.1 shows the binarization evaluation metrics such as F-measure, PSNR and NRM for 
the above stated images. From these metrics, it can be inferred that the proposed SPDecolor 
pre-processed binarization technique perform better for the  local binarization algorithms. 
 
Table 4.1: Comparison of Statistical metrics for various DIBCO Images   

 Method F-measure PSNR NRM 
 Sauvola 82.33 20.16 14.87 

2nd  Image Spd-Sauvola 86.69 21.21 11.40 
 CP-Sauvola 80.52 15.31 15.72 

DIBCO-2011 Nick 86.12 21.07 12.07 
(Handwritten) Spd-Nick 89.54 22.15 9.16 

 CP-Nick 79.86 15.21 16.32 

 Otsu 88.93 21.91 9.50 

 Spd-Otsu 87.96 21.26 9.88 

 CP-Otsu 81.31 15.46 15.2 
 Sauvola 76.86 14.74 18.57 

8th   Image Spd-Sauvola 81.42 15.46 14.99 
 CP-Sauvola 82.01 15.42 14.68 

DIBCO-2011 Nick 72.63 14.17 21.39 
(Printed) Spd-Nick 83.06 16.01 14.28 

 CP-Nick 82.08 15.19 14.39 

 Otsu 76.86 14.74 18.57 

 Spd-Otsu 81.42 15.46 14.99 

 CP-Otsu 80.12 15.48 14.91 
     
 Sauvola 40.43 17.64 37.03 

7th  Image Spd-Sauvola 56.43 18.49 29.66 
 CP-Sauvola 50.97 18.14 32.32 

DIBCO-2018 Nick 59.24 18.70 28.26 
 Spd-Nick 71.9 19.52 19.98 

 CP-Nick 65.95 19.06 23.35 

 Otsu 56.76 16.80 20.14 

 Spd-Otsu 57.29 16.91 20.07 

 CP-Otsu 55.36 16.71 21.22 
 Sauvola 48.23 14.84 33.95 

5th  Image Spd-Sauvola 52.58 14.89 30.7 
 CP-Sauvola 50.86 14.83 31.83 

DIBCO-2018 Nick 47.56 14.54 33 
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 Spd-Nick 48.61 13.66 28.98 

 CP-Nick 48.31 13.07 30.06 

 Otsu 26.81 8.64 29.06 

 Spd-Otsu 27.25 8.58 28.21 

 CP-Otsu 27.14 8.54 28.14 

 

From the above results it is inferred that this preprocessing technique is efficient for local 
binarization methods only. So this contrast preserving pre-processing techniques is applied to 
local binarization techniques and are tested on DIBCO(2009-2011) datasets both statistically 
and visually. 

Figure 4.6 shows the result binarization when the input is 1st image from DIBCO 
2009(printed) dataset. SPDecolor pre-processing results in a better-binarized output in the 
case of Nick and Sauvola than the conventional Technique while there is no change in result 
for Otsu binarization with or without SPDecolor pre-processing. While CPrgb2gray pre-
processed  Sauvola, Nick and Otsu binarizations  does not produce much significant change 
in output when compared with conventional binarizations. 
 

 

 

 

   

   

Fig. 4.6  a) Input image (1st  image from DIBCO-2009 Printed) b) Sauvola , c) Spd -Sauvola, d) Cprgb2gray -
Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick 
 
Figure 4.7 shows the result binarization when the input is 5th  image from DIBCO 
2009(printed) dataset. SPDecolor pre-processing results in a better-binarized output in the 
case of Nick and Sauvola than the conventional Technique,while the CPrgb2gray pre-
processed  Savoula and Nick binarization  output is degraded , when compared with its 
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conventional binarization methods which shows that SPDecolor pre-processing is better than 
cprgb2gray pre-processing for this type of degraded image. 
 
 

 

 
 

 

   

   

Fig. 4.7  a) Input image (5th  image from DIBCO-2009 Printed) b) Sauvola , c) Spd -Sauvola, d) Cprgb2gray -
Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick 
 
Figure 4.8 shows 1st  image from the 2010 handwritten DIBCO dataset. The image contains 
dark greyish background with the text written with light blue ink. Sauvola and Nick produce 
a lot of degradation in the text, while when we pre-processed it with SPDecolor the results 
were better and now the text is visible and readable. While CPrgb2gray pre-processed Nick 
result is good, and it can be seen that the noise content which was there in SPDecolor pre-
processing is not there in Cprgb2gray pre-processed nick . But the SPDecolor pre-processed 
Savoula output is better than the  CPrgb2gray pre-processed Sauvola output 
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Fig. 4.8  a) Input  (1st jmage from DIBCO-2010HW)) (lightly printed text)  b) Sauvola , c) Spd -Sauvola, 
d) Cprgb2gray -Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick 
 
Figure 4.9 shows 3rd   image from the 2010 handwritten DIBCO dataset. The image contains  
greyish background with small blue dots all over in the background and some part of the  text 
written with light hand . SPDecolor pre-processing results in a better-binarized output in  case 
of Nick and Sauvola compared to  the conventional Techniques. While CPrgb2gray pre-
processed  Sauvola, Nick binarizations  output is degraded  when compared with its 
conventional binarization methods. 
 

 

 

 
 

 

   

   
Fig. 4.9 a) Input image (3rd  image from DIBCO-2010 handwritten) b) Sauvola , c) Spd -Sauvola, d) 
Cprgb2gray -Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick 
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Figure 4.10 shows 3rd  image from the 2011 handwritten DIBCO dataset. The image contains 
colored background with some dark spots and the text is written with thin strokes. The 
conventional Sauvola and Nick method produces some degradation in the text while the 
SPDecolor pre-processed method produces better results. While CPrgb2gray preprocessed  
Savoula and Nick binarizations  output is degraded  when compared with its conventional 
binarization methods 

 

 

 
 

 

   

   

Fig. 4.10 a) Input  (3rd image from DIBCO-2011HW)) (thin strokes, coloured background with some                                                                
dark spots) b) Sauvola , c) Spd -Sauvola, d) Cprgb2gray -Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick 
  
 

Figure 4.11 shows 2nd image from the 2011 handwritten DIBCO dataset. The image contains 
colored background with some part of text which is written with thin stroke and light hand. 
SPDecolor pre-processing results in a better-binarized output in the case of Nick and Sauvola 
than the conventional Technique. While CPrgb2gray pre-processed  Savoula, Nick and 
binarizations  output is better than tha conventional methods , SPDecolor pre-processing 
result is best.  
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Fig. 4.11  a) Input image (2nd image from DIBCO-2011 handwritten) b) Sauvola , c) Spd -Sauvola, d) 
Cprgb2gray -Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick 
 
Figure 4.12 shows 3rd  image from the 2011 printed DIBCO dataset. The image contains 
colored background with ink-bleed. From the results, it can be seen that SPDecolor pre-
processed Sauvola produces better results than the conventional Sauvola.CPrgb2gray pre-
processing does not produce any significant change in output when compared with 
conventional method. 
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Fig. 4.12   a) Input image (3rd  image from DIBCO-2011 Printed) b) Sauvola , c) Spd -Sauvola, d) Cprgb2gray 
-Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick 
 
Figure 4.13 shows 8th  image from the 2011 printed DIBCO dataset. The image contains 
some part of the text that is faded. From the results, it can be seen that SPDecolor pre-
processed Nick and Sauvola produces better results than the conventional method .While 
CPrgb2gray pre-processed  Savoula, Nick and binarizations  output is better than than 
conventional methods , SPDecolor pre-processing result is best.  
 

 

 

 

 
   

   

Fig. 4.13 a) Input image (8th image from DIBCO-2011 Printed) (lightly printed ) b) Sauvola , c) Spd -
Sauvola, d) Cprgb2gray -Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick 
 
 

 

Figure 4.14 shows 3rd  image from the 2011 handwritten DIBCO dataset. The image contains 
color background and the faint text is written with thin strokes . The conventional Sauvola 



33 
 

and Nick method produces some degradation in the text while the SPDecolor pre-processed 
method produces better results. While CPrgb2gray preprocessed  Savoula and Nick output is 
degraded  when compared with its conventional binarization methods 
 

 

 

 

 

 

 

   

   

Fig. 4.14 a) Input image (6th  image from DIBCO-2011 handwritten ) b) Sauvola , c) Spd -Sauvola, d) 
Cprgb2gray -Sauvola, e) Nick, f) Spd-Nick , g) Cprgb2gray -Nick 
 
 
 
By using benchmark ICDAR measures such as NRM , PSNR  and F-measure we have 
quantitatively evaluated different binarization results for the above stated datasets. 

F-Measure (FM) 

FM can be  defined  with the help of  Precision and Recall as:- 
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 Recall =
𝑇𝑃

𝐹𝑁 + 𝑇𝑃
∗ 100        (4.5

 
) 

Precision =
𝑇𝑃

𝐹𝑃 + 𝑇𝑃
∗ 100      (4.6) 

 

True Positive(TP) of an image is when both ground truth and pixels of image is treated as 
foreground. False Positive (FP) of an image is when ground truth of image is treated as 
background and image pixel is treated as foreground. False Negative( FN) of an image is 
when the ground truth of image gets treated as foreground and  image pixel gets treated as 
background. 
 
So, formula for calculating F-measure is 

𝐹𝑀 =
2 ∗ Precision  *  Recall   

 Precision  + Recall  
             (4.7) 

The greater is the F-measure metric the better is that technique. 

Peak SNR (PSNR) 
 
PSNR stands for Peak signal to noise ratio  and  it compares the binarized image with original 
image on the basis of quality.   
Mean Square Eror (MSE) is used for the calculation of PSNR. 

𝑀𝑆𝐸 = ෍  

ெ

௫ୀଵ

෍  

ே

௬ୀଵ

(𝐼ଵ(𝑥, 𝑦) − 𝐼ଶ(𝑥, 𝑦))ଶ

𝑁 ∗ 𝑀
          (4.8) 

𝑃𝑆𝑁𝑅 = 10∗ logଵ଴ ቆ
𝐷ଶ

𝑀𝑆𝐸
ቇ             (4.9) 

The value of  D =1 as it the difference between the  pixel value of  background and 
foreground in a binary image. The greater is PSNR metric of a method ,the better is that 
method. 
 
Negative Rate Metric (NRM) 

NRM is mean of  the negative rate of false positive (NRFP) and negative rate of false 
negative (NRFN) . 
The Negative rate of false negative (NRFN) is stated using False Negative (FN)  and True 
Positive(TP) as: 
 

𝑁𝑅ிே =
𝐹𝑁

𝐹𝑁 + 𝑇𝑃
          (4.10)  

Negative rate of false positive (NRFP) is stated using False Positive (FP)  and True 
Negative(TN) as: 
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𝑁𝑅ி௉ =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
          (4.11) 

 
And so NRM is:- 

𝑁𝑅𝑀 =
ேோಷಿାேோಷು

ଶ
         (4.12) 

 
 
Table 4.2 shows the comparison of various binarization evaluation metrics, such as F- 
measure , PSNR  and NRM on DIBCO 2009-11 dataset, for local binarization techniques . The 
metrics value for the conventional Nick and Sauvola for these dataset, has been taken from 
[23].From these metrics it evident that the SPDecolor pre-processed binarization technique 
perform better than the convention binarization technique. 

 
Table 4.2  Comparison of Statistical metrics for Local binarization techniques on DIBCO(2009-11) dataset. 

Dataset Method F-measure PSNR NRM 
 Sauvola 68.69 11.89 23.15 

DIBCO-2009 Spd-Sauvola 84.9 17.01 12 
 CP-Sauvola 72.79 12.86 19.28 

Printed Nick 76.35 12.924 17.67 
 Spd-Nick 84.82 16.75 11 

 CP-Nick 80.05 14.01 15.22 
 Sauvola 51.13 15.48 29.6 

DIBCO-2009 Spd-Sauvola 67.4 18.6 21.9 
 CP-Sauvola 65.31 16.9 22.8 

Handwritten Nick 73.3 16.43 18.1 
 Spd-Nick 76.32 18.83 15.7 

 CP-Nick 74.9 17.4 17.9 
 Sauvola 40.36 30.13 14.07 

DIBCO-2010 Spd-Sauvola 63.68 51.29 17.09 
 CP-Sauvola 58.37 16.23 26.86 

Handwritten Nick 60.22 47.2 14.64 
 Spd-Nick 72.01 60.04 17.34 

 CP-Nick 66.06 16.12 22.83 
 Sauvola 67.76 12.48 23.91 

DIBCO-2011 Spd-Sauvola 86.94 18.24 9.6 
 CP-Sauvola 78.97 15.12 12.9 

Printed Nick 76.04 13.92 17.13 
 Spd-Nick 79.47 16.2 11 

 CP-Nick 77.8 14.92 13.6 
 Sauvola 62.46 14.7 25 

DIBCO-2011 Spd-Sauvola 81.02 18.92 13.6 
 CP-Sauvola 76 16.24 18.3 

Handwritten Nick 74.4 15.4 18.1 
 Spd-Nick 81.49 18.37 11 
 CP-Nick 79.61 15.97 14.3 
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Chapter 6 

 

CONCLUSION 

 

 

 In this dissertation , Contrast preserving decolorization techniques such as SPDecolor and 

CPrgb2gray  have been analysed and they have been applied in the field of binarization of 

historical documents. These contrast preserving techniques have been applied as pre-

processing step in the normal binarization process. The performance of these technique has 

been assessed mainly on DIBCO (2009–2011) dataset. Experimental results on DIBCO 

dataset images show a preferable performance of the SPDecolor based approach, relative to 

the conventional color- to-gray conversion for contemporary binarization methods, in terms 

of obtained PSNR, NRM and  F-measure metrics. From the experiments done so far, we can 

conclude that this  SPDecolor based pre-processing improves the result of local binarization 

techniques compared  to conventional local binarization techniques.   Also, for certain types 

of degradation such as faded/faint text, this SPDecolor pre-processing works better for local 

binarization techniques than the Global binarization techniques. So, the  this approach is 

more suitable for the local binarization techniques.  
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