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ABSTRACT 
 

 

“A leader is one who knows the way, goes the way and shows the way.”  

 

John C. Maxwell 

 

 

Context: In the current scenario, the online social network has plenty of perspectives to 

interact with the other person, share information and ideas, and discover and realize the 

new thing within a single click. Social networking sites provide web-enabled resources 

that make human life more convenient and contented through the more comfortable 

communication method. Whenever people find any decisive situation in their daily lives, 

they share their viewpoints and opinions through blogs, social networking services, 

reviews, pictures, videos, etc. In the social network, an opinion leader is a person who has 

the ability to deflect human decision-making through their dexterity, knowledge, 

experience, and attitude. Nowadays, organizations appoint opinion leaders to promote 

their products as part of marketing strategies. The applicability of opinion leaders is very 

abundant in real-world applications like marketing, finance, recommender system, 

healthcare, consumer behavior, online learning and knowledge communities, 

blogosphere, and many more diverse fields. Therefore, this study represents an organized, 

systematic, and arranged effort that determines the identification, power, and 

applicability of opinion leaders in the online social network.  

Objective: The objective of the entire study has been classified into three segments.  

 The primary objective of the study is to discover the optimal opinion leaders in the 

online social network based on computational intelligence techniques.  

 The second objective focuses on presenting the significance and power of opinion 

leaders for the diffusion of products in the online social network.  

 The third objective is exploring the applicability of the opinion leader through the 

online social network in healthcare.  
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Methodology: For achieving the mentioned objectives, this study utilizes computational 

intelligence techniques like nature-inspired metaheuristic algorithms, game theory, graph 

neural networks, and fuzzy logic due to the tremendous applicability to solve natural 

world problems. Following strategies are used to achieve the targeted objectives: 

 For achieving the first objective, innovative and novel computational intelligence 

techniques are implemented to identify the suitable opinion leader in the online social 

network. The social network-based variant of two nature-inspired metaheuristic 

algorithms, the firefly algorithm and whale optimization algorithm, respectively, are 

used to find the opinion leaders. 

 To accomplish the second objective, two approaches; Game theory and Graph Neural 

Network-based, have addressed the importance and power of the opinion leader for 

the diffusion of products in the online social network. The game theory-based 

strategy is used to elucidate the coalition of opinion leaders, while Graph Neural 

Network-based technique proposed a reputation and trust-based unique model to 

show the relevance of opinion leaders for information diffusion. 

 To attain the third objective, the relevance and applicability of opinion leaders are 

explored in healthcare. In the ongoing Covid-19 pandemic course, people spread 

various COVID-19 related rumors and hoaxes on social networks, which incredibly 

negatively influences civilization.  A reputation-based opinion leader identification 

algorithm is designed that identifies opinion leaders to control the spreading of 

COVID-19 rumors. 

Results: The outcomes of the study are as follows: 

 A social network-based firefly algorithm is designed to identify the opinion leader 

within the local communities and globally. The Accuracy, Precision, Recall, and F1-

score of the firefly-based model is 0.94, 0.93, 0.95, and 0.94, respectively. 

 A modified Louvain community partitioning algorithm has been designed to identify 

the communities in the network. The algorithm’s modularity gain and running time 

are around 14% lesser than the original Louvain method.  
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 A  social network-based whale optimization algorithm is addressed that suitably 

recognizes the opinion leaders based on various optimization functions. The 

Accuracy, Precision, Recall, and F1-score of the model are 0.95, 0.94, 0.95, and 0.95, 

respectively, based on 12 standard benchmark functions. 

 An innovative community partitioning algorithm is also designed to find the 

communities based on neighborhood similarity. The total running time of the 

algorithm is 11% faster than the other standard algorithm. Also, the other parameters 

like  Node attribute similarity, Common neighbor similarity, Average community 

density, etc., are reduced to around 12%. 

 A new Game theory-based Opinion Leader Detection algorithm is presented to 

identify the coalitions of opinion leaders with the maximum synergy, marginal 

payoff, and Shapley value. The Accuracy, Precision, Recall, and F1-score of the 

model are around 0.94, 0.94, 0.95, and 0.95, respectively. Also, the diffusion rate is 

enhanced by approximately 15% over other SNA measures. 

 An exclusive Graph Neural Network (GNN) for Opinion Leader Identification 

(GOLI) model is proposed that utilizes the power of GNN to categorize the opinion 

leaders and their impact on the diffusion of products in the online social network. The 

GOLI model obtained around 91% training accuracy and 92% testing accuracy with 

an approximately 1% error rate. The Accuracy, Precision, Recall, and F1-score of the 

model are around 0.95, 0.96, 0.96, and 0.96, respectively. 

 An Opinion Leader-based Rumor Detection (OLRD) algorithm is designed to show 

opinion leaders’ applicability and significance for controlling the COVID-19 rumors. 

The proposed approach reduced the total number of diffusers by 26% faster, spread 

veracity around 22% more quickly, and impacted approximately 23% faster than 

other SNA measures.   

 A Reputation-based Opinion Leader Identification (ROLI) algorithm is defined to 

find the opinion leaders in the online social network. The proposed model produces 

91% Accuracy,93% Precision, 95% Recall, and 94% F1-score. 
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Chapter 1 

Introduction 

 

In the current web era, social media’s role is essential and vital in individual life. Life 

without social media is like a land without water. Similarly, opinion leaders’ presence in 

human life is critical and significant for information diffusion and the mind-making 

process. Section 1.1 covers the detailed view of online social networks along with the 

significance. Also, different types of online social networks also discussed in detail. 

Section 1.2 describes the opinion leaders’ definition, the need for opinion leaders, and 

opinion leaders’ characteristics are explained in detail. Section 1.3 illustrates the overview 

of computational intelligence techniques. Section 1.4 covers the motivation behind the 

study. Section 1.5 wraps the research questions and research objectives in detail.   The brief 

of all the chapters is discussed in section 1.6, while in section 1.7, the summary of the entire 

chapter is concerned.  

 

1.1 Online social network 

 

Utilizing IT Solutions and Web-based applications in individuals’ human lives cause the 

age of the social network’s broad scope. The practical investigation and analysis of social 

networks are generally significant to recognize the interaction and association among the 

people. Typically, the network organization comprises a bunch of nodes and links 

demonstrating the different kinds of connections between the nodes. 

The primary inspiration of social networks is derived by J. A. Barnes, an anthropologist, 

who analyzed and investigated human behavior and attitude in intellectual societies and 

communities in 1954 [1]. For the last many decades, social networks pay attention to the 

domain of sociology, psychology, geography, graph theory, neuroscience, statistics, 

producer-consumer behavior science, and computer science .  
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In 1967, Stanley Milgram proposed the theory of contemporary social networks and 

explained the concept of small-world networks [2]. According to this theory, each person 

in the world is indirectly connected, i.e., if there is no straightforward relationship between 

user i and j, both can share the stable connection through the third user who knows both of 

them. Although it is a fascinating and innovative concept, the other contributors did not 

readily accept the idea. During the research, Milgram performed two operations; in the 

former one, he asked the person to send the letter to another person who lived in another 

secluded city. One condition associated with the letter transmission is that it should have 

been delivered only to the person directly connected to the previous person who offers the 

letter to him. He found that the people in one city created a social network with the person 

in another city, i.e., a network is formed based on the user’s interactions. He also analyzed 

‘six degrees of separation’ between the source and the designation user, i.e., only five 

intermediate people must deliver the letter from one person to another person [3]. 

Afterward, Pool and Kochen presented Milgram’s theoretical prototype and demonstrated 

the fundamental research in a graphic pattern through various simulations and experiments 

[4]. They also explained that if the selection criterion to choose the source is known with 

some preliminary information, the six degrees of separation would be reduced in some 

cases. Further, other researchers also investigated that the six degrees of separation are 

sufficient for offline communication, while for online communication, only three degrees 

of separation are genuinely appropriate for transmission [5], [6]. 

With the evolution of internet technology and the World Wide Web (WWW), collaborative 

computing, also known as social computing, materialized as a surging and potential field 

of learning in the domain of computer science [7]. Collaborative computing involves the 

various networking services and tools, cooperative groups and forums, embedded software 

and hardware, and specialist and experts [8]. In the present time, collaborative computing 

is also referred to as social networking that includes data accessing, mining, gathering, 

processing, analyzing, and revealing different types of social data [9].    

Thus, the leading concept of the social network is derived from the term ‘society.’ A society 

is not just a collection of person or individual; it is slightly the aggregation of views and 



Chapter 1: Introduction 

 

3 

 

ideas shared by the people and establishes the connection among them [10]. Theoretically, 

a social network is delineated as a collection or accumulation of users and their relationship 

connecting these users [11]–[14]. Various researchers addressed social network definition 

in slightly different ways. So, both formal and informal descriptions of the social network 

have been discussed by researchers. According to Wasserman and Faust et al.[15], A social 

network is a collection of nodes in which each node represents the actor. He is an 

individual, collaboration, or mutual collective unit, while a relationship is depicted as the 

linkage between the actors. For example, the companionship among the students in the 

school, friendship among the employees working in the same team or organization, etc. 

According to Hanneman and Riddle et al. [16], a node indicates the point or agents and 

various types of multiple connections established among the issues. For example, the 

relationship between two agents, for example, the manager and staff member, can be 

friendship, neighbor, or team member. According to Kukla et al. [17], a social network is 

an aggregation of people and connections. If the people performed the same event 

continuously or periodically, they formed the formal or informal community based on 

frequent interactions. According to Yang et al. [18], an actor in the network is treated as a 

customer. The connection between the customers is represented by connectedness that 

shown the strong tie between the customers based on their business benefits. For example, 

companies alliances and make a network for the growth perspective. Liben-Nowell et al. 

[19] addressed a new definition of the social network in which people connected according 

to the specific reason, benefit, and domain of interest. For example, a business person 

interacted to enhance product productivity, sales and focus on business growth. 

 

1.1.1 Why study online social networks? 

 

Due to the ongoing growth and innovation on the internet and web 2.0, various services 

and facilities are offered and provided by the computer network. The group of people who 

used these services formed a virtual network, generally known as an online social network. 

The online social network is also referred to as a virtual community [20], web community 
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[21], computer-supported social network [22], or web-based social network [23]. The 

online social network provides different kinds of services such as online views, images, 

music, and videos sharing, conferences, meeting, product promotion, online gaming, 

learning communities, blogs, research collaboration, business, employee-oriented services, 

social groups, message services, and many more as shown in Fig. 1.1 [24]–[26].   

 

 

Fig. 1.1. Categorization of Social Networks on the Internet 

 

1.1.2 Types of online social network 

 

Due to the variety of significance and applications, there are varieties of online social 

networks in the real world. Generally, based on the node and link attributes, there are two 

types of social networks: homogeneous and heterogeneous social networks. A 

homogeneous social network is a collection of similar nodes that share the same properties, 

while a heterogeneous social network is a group of dissimilar types of nodes. Skype, 

Facebook, etc., are homogenous social networks that contain the same kinds of users and 

relationships. Simultaneously, flicker, LinkedIn, etc., are the heterogeneous social 

networks that include different types of entities and connections. Thus, as shown in Fig. 

1.2, based on people’s interests, choices, and domain, social networks can be broadly 

categorized in this manner. A homogeneous social network is controlled by a single 
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authority, company, or society using standard rules and practices based on information 

availability. The users in 

 

Fig. 1.2. Different types of Social Networks based on interest 

 

the homogeneous social network performed the same activities under the preferred 

conditions and also shared messages and emails through the familiar interface. On the other 

side, the heterogeneous social network is considered a multisystem social network. 
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Multiple entities are belonging to the different layered systems, and all the layers 

cooperated to make a hybrid system. Numerous connections belong to the multilayer 

system merge to make a single heterogeneous system that integrated multiple 

functionalities derived from various platforms [27]–[29].  

 

1.2 Opinion leader 

 

In the 1950s, opinion leaders’ character in building and recognizing the individuals’ 

sentiments can be followed back to specific works. Researchers suggested that people are 

not just chosen for acquiring the prominent administration position dependent on their 

characteristics; besides, they ought to have a few attributes that coordinate with a specific 

condition of the community and the bunch of common interests shared by its individuals 

[30]. Because of their theory, a person or set of the person in the group has the significant 

capacity to influence the community assessments on some recognizable and applicable 

issues in contrast with the other person. Katz proposed ‘the two-step flow of 

communication’ that significantly addressed opinion leaders’ powers for the transition of 

sentiments and views from social media to the public community [31]. They also 

considered the influence to integrate three main components; quality of values, capability, 

and domain of interest. Leader’s and follower’s character and decisions are likely to change 

unusually over time and domain applicability [32]. In the era of digital advertising, at 

whatever point an opinion leader is associated with a specific item or material, these items’ 

buying power expands sooner when contrasted with different things. In this way, an 

opinion leader impacts another user’s conduct by turning over more information about the 

items through their insight and knowledge [33].  

A human being is living in a period that the manners in which individuals speak with one 

another have been changed drastically due to web-based media destinations’ appearance 

and extension. By proliferation of informal communication locales, assessment sharing 

sites, online journals, and microblogs, individuals can without much of a stretch and openly 

collaborate and express their encounters, conclusions, feelings, and sentiments concerning 
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a particular item, administration, or even in a political circle and financial issues. In such a 

climate that data streams quickly, a few people have a high ability to impact others’ 

assessment or lead them toward a specific point on account of their experience, attitude, 

seek after objectives, or most likely due to their charming character to incite the feelings 

of their supporters [34], [35]. 

In the current scenario, social networks give a fundamental correspondence stage that 

encourages individuals’ associations in the public eye. Because of these connections, others 

might be influenced by others’ suppositions and can further impact them. Among them, 

the individuals who can move and shape others’ assessments are viewed as opinion leaders. 

Various terminology refers to opinion leaders such as opinion influencers, opinion makers, 

opinion shapers, opinion former, influence paddler, motivator, etc., based on domain 

variety and applicability [36]. 

 

1.2.1 Types of opinion leader 

 

The development of online communities is increasingly more prominent because of the 

improvement of the Web. Currently, most users are associated with numerous social 

networks to share their perspectives and thoughts, such as Facebook, Twitter, Google+, 

etc. These online social networks give an individual a stage to share their view about any 

items, images, videos, legislative issues, news, events, and many other related current 

issues.  Sometimes, these online assessment is firmly related with extraordinarily delicate 

and opposing. Often the information shared on online social networks is not more trusted 

and verified.  Hence, it is obvious to discover trusted and verified thoughts on these 

gatherings. An opinion leader assumes a significant part to help up correspondence among 

users and improve the likelihood to spread reliable information. 

However, due to opinion leaders’ applicability in multiple domains, many researchers 

considered the opinion leader an influencer [37]. Although influencing other decision-

making is one of the attributes of an opinion leader and all the opinion leaders are 

influencers, every influencer is not an opinion leader. Influence only can persuade other 
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decision-making processes and motivate others to follow their opinions. An influencer can 

be any family member, celebrity, blogger, YouTubers, sportsperson, etc [38]. Thus, 

usually, opinion leaders are classified into four categories, as shown in Fig.1.3. 

 Local and global opinion leader 

The classification of opinion leaders is based on the extent of the impact concerning 

marketing strategies. The local opinion leaders’ scope is limited, i.e., they influenced 

the people who belong to particular splinter and separated communities with a 

specialized subject. On the other hand, the power of global opinion leaders impacted a 

massive amount of followers. They influenced more dense and crowded communities 

on an international and global scale as per the network structure [39]. 

 

Fig. 1.3. Classification of opinion leaders 

 

 Monomorphic and Polymorphic opinion leader 

This classification type is derived from the domain knowledge and specialization from 

the business and marketing point of view. The discipline and scope of monomorphic 

opinion leaders are minimal and only on the specific topic. They have profound and 

insightful knowledge and penetration on the particular subject specifically 

recommended for a specific society. Polymorphic opinion leaders can spread the 

information up to a large extent as they have a massive amount of knowledge and 
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information on various domains. According to the analyst, nowadays, most opinion 

leaders are likely to be polymorphic because of technological advancement and social 

media sources [40], [41]. 

 Positive and damaging opinion leader 

In the real world societies, often every person has their thoughts and opinion towards 

particular thing based on internal attitude and external surroundings. Opinion leaders 

also have a positive and destructive attitude towards the products, issues, and events. 

Usually, an opinion leader has a positive opinion, but sometimes they also show a 

harmful or destructive view towards the things they are agreed with or not satisfied 

with them. The power of damaging opinion leaders is similar to positive opinion 

leaders. Positive opinion leaders are persuasive and optimistic for promoting the 

products. Simultaneously, the political parties or the companies adopt damaging 

opinion leaders to degrade rival companies’ exposure or ruling political parties. The 

destructive opinion leaders are more selfish, gloomy, demanding, compulsive,  and 

self-centered than positive opinion leaders who are very practical, helpful, productive, 

and goal-oriented [42]. 

 Short-term and long-term opinion leader 

Based on the impact duration, an opinion leader can be broadly classified into two 

classes: short-term and long-term opinion leader. Suppose the time interval of the 

opinion leader’s influence is around 2 to 3 years, which is needed to form the follower’s 

judgment and decision. In that case, it is considered a long-term opinion leader. On the 

other hand, if the opinion leaders can quickly penetrate others’ decision-making 

process by experience and skills, opinion leaders are considered a short-term opinion 

leader. The impact of long-term opinion leaders is long-lasting, deep-rooted, and more 

impactful than short-term opinion leaders. Besides, the entire manipulation process 

depends on the user’s trust, values, and opinion leader’s reputation [43]. 

 

1.2.2 Applicability of opinion leader 
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Since opinion leaders’ applicability is very extensive in multiple domains from general 

product dissemination to critical review and feedback, as per Fig. 1.4, a brief description 

of the opinion leader’s relevant environment is as follows:   

 Digital Marketing: Digital marketing involves using internet-based utilities, 

electronic applications, and social media to promote particular products. Opinion 

leaders can support identifying the most suitable techniques and procedures to spread 

the product information into large communities [44]. 

 Social Media: An opinion leader is supposed to be a social media model that motivates 

and propagates almost accurate media information. So, consider the opinion leader is 

associated with any social media. It is beneficial for the companies to promote their 

product easily through brand marketing and gain more customers’ attention [45]. 

 Consumer behavior: Due to a broader range of knowledge and proficiency, opinion 

leaders are competent to capture potential customers who are willing to purchase a 

particular product. In this sense, opinion leaders support both customers and companies 

to make the correct decision based on the current market trends [46]. 

 Online learning community: Online learning communities provide education facility 

for users from peer-to-peer learning using the internet and other online platforms. 

Opinion leaders share their views about the quality and value of the content shared by 

many users in the form of text, audio, images, and videos. Opinion leaders can also 

deliver and guide the users to find reliable sources of study and knowledge material 

significant to a specific group of interested users to gain information about that topic 

[47].  

 Agriculture: As per the recent trends, the opinion leader acts as a mentor who has a 

significant social and economic growth role. Opinion leaders have strong connections 

with the change agents, innovators, farmers, and social workers. From the economic 

viewpoint, the opinion leaders once adopt the innovation multiply the whole efforts by 

maintaining the connections with the local workers. Due to the lack of information and 

technology-enabled resources, people who belong to villages and rural areas are not 

aware of the new technology-driven transformations and innovations. Opinion leaders 
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support farmers and land workers by providing valuable agriculture-related 

information that eventually enhances the national economy [48].   

 Microblogging: Microblogs provide a platform to post and share a small quantity of 

relevant and current information among the audience quickly in the form of text, audio, 

video, and pictures. The opinion leader uses the microblog for information 

dissemination and identifying the current trending events and news. Through 

microblogging, the opinion leaders are evaluated and analyzed the customer feedback 

and reviews of the material,  consumer preferences, and choices profoundly that help 

companies upgrade the features and quality of products through innovative ideas [49].      

 Online Knowledge community: Online knowledge communities build up a society 

where various researchers and scholars belong to different regions on an online 

assembly platform and share knowledge on the suitable domain. An opinion leader is 

a primary user who controls and transfers the appropriate information intelligently in 

the other communities. So, it is rather significant to transmit only relevant information 

that is effective to a particular group of users [50].  

 Online review community: Online review communities are essential to establish a 

connection, trust, fidelity, and force sales of the organizations. To enhance business 

growth, the opinion leader initiates the strategies that generate the user-centric content, 

monitor user behavior, robust reputation system, embed with the existing system, and 

perform analysis and customization by user’s responses [51] .   

 Recommender system: due to the massive applicability of the internet, most 

customers share their views and provide product feedback. But it is challenging to find 

which feedback is more appropriate and trustworthy. So, the opinion leader supports 

and recommends customers choose the accurate and correct product so that they do not 

face any problem due to the quality of the product. On the other side, the opinion leader 

also helps resolve the cold start problem in the recommended system [52]. 

 Blogosphere: A Blogosphere integrates different types of blogs in which each user 

shares their views, ideas, and outlook on the specific topic. The aggregation makes a 

community with varieties of users but interlinked with some common issues. An 
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opinion leader supports integration by maintaining collaboration among different users 

to share knowledge and opinion [53]. 

 Online social networking: opinion leaders play a strong character in choosing and 

sharing the correct information in the social network. If the social networking site often 

spread misinformation and rumors regularly, it would reduce users’ trust in that social 

networking site, and viewers gradually stop their services [54], [55]. 

 

Fig. 1.4. Sphere of the relevance of opinion leaders 

 

1.2.3 Characteristics of opinion leader 

 

Table 1.1 represents the main characteristics of opinion leaders in brief.  

 

Table 1.1. Characteristics of opinion leaders 

Characteristics Description 
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Exclusive and higher 

social status 

Incredibly decent and estimable because of their specialized 

information about the item. 

Observability 
Analyze, detect and examine the issues with a profound 

sense. 

Gregarious 
Tend to rise in open groups or unadulterated affiliations due 

to generosity. 

Dogmatism 
The propensity to set down standards as undeniably evident, 

without thought of proof or the other’s assessments 

Innovative 
Lots of original and profitable techniques to promote the 

product. 

Product familiarity 
Having a massive amount of information and experience to 

deal with the product 

Risk Preference 
They are interested in taking a potential action having high 

risk but would produce more profitable outcomes. 

Leadership 
They can control, direct, motivate, and achieve the common 

objective. 

Exposure 
They can influence others through rational or experience 

about any subject related to the domain of interest. 

 

In the Table 1.1, various characteristics of opinion leaders are summarized based on [38], 

[56]–[58]. 

 

1.2.4 The need for an opinion leader 

 

A human is a social creature that lives in society and can share opinions and views on a 

particular subject. Whenever people face any problem and do not found any solution to 

solve it, at that time, they are looking for a person or expert who can provide guidance and 

suggestions to overcome the problem. Consider a case in which a person wants to purchase 

a mobile phone from an electronic shop. At that moment, you want a bit of advice from an 

important person on which you trust and provide an evocative suggestion about the car. 

Thus, at that time, the direction of that person works very well and influences you to make 

the right decision. So, the opinion leader is an individual who has the quality to guide, 

assist, influence and provide the solution to the followers and other people. As per the 
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research, opinion leaders have unique characteristics and are useful in various domains. 

Nowadays, companies adopt opinion leaders to promote products and achieve user trust 

and credibility [59]. The kind of impact enforced by the opinion leaders on their followers 

is very exquisite and perfect that exists over a long time. So the power of opinion leaders 

is very significant to our daily life [60], [61]. 

In the current time, companies and organizations utilize opinion leaders for designing and 

shaping the conceptual business model. The abstract business model provides the plan and 

growth for small and medium businesses and recommends more values and benefits to 

potential customers. Opinion leaders are involved in the various phases of the model and 

continuously improve the strategies that lead to pioneering and severe product quality 

changes [62]. Suppose the businessperson and marketer know their potential customer who 

follows a particular opinion leader on social media. In that case, they can adopt or contact 

the opinion leader to influence and advise them to choose the product manufactured by 

their company [38]. 

Similarly, in political science, opinion leaders are the key people or associations with an 

unmistakable status in their networks, which unite, change and engender a particular 

political pattern to the intended populace in the public eye to advance social agreement and 

soundness [63]. In healthcare, opinion leaders can help run a proof-based practice; 

accelerate the dispersion of well-being advancing and sickness forestalling developments 

[64]. There are many other domains like education, agriculture, marketing, defense, 

retailing, consumer behavior, and many more where opinion leaders’ applicability and need 

are very significant and vital [65]–[67]. So, in a nutshell, the need for an opinion leader 

can be summarized as follow: 

 Opinion leaders can govern and control other decision-making processes through their 

skills. 

 Marketers utilize the power of opinion leaders to establish and maintain trust and 

reputation. 

 Opinion leaders support the innovative and unique proposal and promote them through 

Social media services. 
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 Different types of communities have varieties of opinion leaders, so it is essential to 

choose the appropriate opinion leader to promote the product effectively. 

 Opinion leaders apply advanced technology-driven tools based to diffuse information 

through social media. 

 Opinion leaders have high experience and intelligence to deduce the essence for the 

followers. 

 Opinion leaders are responsible and dedicated to controlling misinformation and 

rumors on social media.   

 

1.3 Computational intelligence techniques 

 

Logical critical thinking comes from the procurement of information from a particular 

ambiance, the control of such information, and the involvement in reality with the 

controlled data. The more thorough and better organized the information base, the more it 

imitates a logical expansion. The more straightforward arrangement is to investigate more 

logical issues with sufficient understandings. As the experiences demonstrate, 

computational intelligence is not just about a machine that works based on predefined 

instruction. It is about understanding the behavior of agile thought and activity utilizing 

computer machines as exploratory components [68]. Intelligent devices have been used to 

arrange better and translate process conduct dependent on the accessible data to acquire 

input-yield planning and dynamic. The usage of technical information, capacity to utilize 

loose, dubious data, joining data over different controls, mechanized Artificial Intelligence 

propelled from the natural world such as neuroscience, and behavioral science improves 

models for streamlining the framework execution fulfilling the inalienable 

framework/measure imperatives [69]. 

Computational Intelligence (CI) integrates intelligent tools, techniques, and mathematical 

models that accept the unrefined data from the various resources [70]. After distributed 

processing, it produces outcomes that are incredibly fault-tolerance. CI uses soft computing 

techniques and approaches such as fuzzy logic, artificial neural network, evolutionary 
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computing, nature-inspired algorithms, swarm intelligence, learning theory, probabilistic 

mathematical models, and artificial immune system [71] to solve the problems, as shown 

in Fig. 1.5. 

 

 

Fig. 1.5. Types of Computational Intelligence Techniques 

 

CI derived intelligence from computer instructions. Bezdek presented the leading 

phenomenon of CI in 1994: a framework is called computationally smart if it manages low-

level information, for example, mathematical knowledge, has an example acknowledgment 

segment and doesn’t utilize data in the AI sense, and when it starts to show computational 

adaptively, adaptation to internal failure, speed moving toward human-like turnaround and 

error rates that estimated human routine [72]. Another definition of CI proposed by Bezdek 

stated that CI is the subset component of AI. AI utilizes hard computing methods to solve 

the problems, while CI employs soft computing processes to tackle them. Furthermore, AI 

and CI both have the common long-term objective to solve the problems with intelligence 

and make a machine perfect to perform any intellectual task that a human being can do 

with their intelligence [73].  
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The leading applications of CI include computer science, image processing, power system, 

healthcare, speech recognition, text mining, video segmentation, Manufacture system, 

business management, sensor network, engineering management, social science, 

education, and various other multidisciplinary domains [71], [74]–[78].  

 

Fig. 1.6. Applications of Computational Intelligence 

 

The most recent CI application includes fault-tolerance machine monitoring using ANN, 

GA-ANN, SVM, GA-SVM, and other models. ANN-based element removal, speech 

recognition,  noise extraction, power, and control system, sensor and robotics, face 

recognition,  nonlinear optimization, operational task selection and planning,  logic 

processing, granular computing, neuro-fuzzy design, global optimization, behavior 

analysis, intrusion identification, image segmentation, and many more. Thus, CI emerges 

as a new discipline of science to solve various multidisciplinary applications. Thus, CI 

produces better solutions over the conventional hard computing techniques and 
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continuously improves the machine’s rational behavior. Therefore the brief description of 

the main methods and techniques of CI is as follows: 

 Fuzzy logic: Fuzzy Logic (FL) is a strategy for thinking that looks like human opinion 

with an unclear and rough statement. The methodology of FL impersonates the 

dynamic method in people that includes all the intermediary prospects between 

computerized digital assessment yes and no. The concept of FL is proposed by  L. 

Zadeh, who stated that the traditional computer system only determines the outcomes 

as yes and no [79]. Still, human reasoning takes the decision consists of all the 

possibilities between the values yes and no. According to Zadeh, a fuzzy set allows an 

element to have a partial degree, i.e., the degree of a factor in the group is not entirely 

right or completely false. If an element x go to a set S, it can be represented as 

μS(i) ϵ [0,1] the membership of the element i in set S can be represented as A = (i, 

μS(i) | i  ϵ X) Where X represents the universe of discourse . 

 Artificial Neural Network: An Artificial Neural Network (ANN) is an organic 

stimulated computational network analyzed like the human brain and executes the 

information accordingly [80]. It is the pillar of AI to solve various real-world problems 

that are possibly unfeasible by traditional models and techniques. ANN consists of 

different neurons known as processing units that communicate and feed information to 

process the input. Every processing unit is connected with other units through links, 

and weight is associated with the link for learning purposes. There are hundreds or 

thousands of hidden layers between the input and output layers. The output of each 

layer is forwarded as input for the next layer. There are a variety of ANN like CNN 

(Convolutional Neural Network), RNN (Recurrent Neural Network), FNN 

(Feedforward ANN), LSTM (Long / Short Term Memory), and many more based on the 

different type of applications. The application of ANN includes Aerospace, defense, 

finance, stock marketing, medical, industries, speech, telecommunication, signal 

processing, anomaly detection, control system, voice recognition, text analysis, and many 

more [80], [81]. 
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Fig. 1.7. Structure of ANN 

 

 Evolutionary Algorithm: Evolutionary algorithms (EA) are heuristic-based 

techniques to deal with taking care of issues that can not be completed in polynomial 

time, for example, traditionally NP-Hard matters, and whatever else that would take 

dreadfully long to measure comprehensively [82]. They are regularly applied to 

combinatorial issues; in any case, hereditary calculations are frequently utilized pair 

with different strategies, going about as a quick method to discover a, to some degree, 

the perfect beginning spot for another estimate. In EA, there are a total of five necessary 

steps: Initialization, selection, Mutation, crossover, and termination. Initially, find the 

problem’s population, see the possible solutions, and calculate each possible solution’s 

fitness to verify how perfectly they perform. In each iteration, the population changes 

with time and produces a new potential solution. Next, the possible solution is chosen 

based on the highest fitness function score and mutation. In the crossover operation, 

two or more than two base solutions are selected, and perform the off-springs operation 

to generate the new solution using the parents’ content. In mutation, a variant n-ary 

operator operates on the chosen solution and create a new aspirant resolution. Finally, 

in termination phase, all the remaining solution terminated, and only those solution 

exists having the maximum fitness value. The same process is iterated multiple times 

until the best solution is found. 
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Fig. 1.8. Phases of Evolutionary Algorithm 

 

 Learning theory: Learning theory is the discipline of AI that includes the 

mathematical, statistical, and conceptual model for enumerating the learning problem.  

Computational learning theory is a novel and fast intensifying investigation domain 

that analyzed recognized models of stimulation by way of the objectives of determining 

the standard techniques underlying well-organized knowledge procedures and 

discovering the computational obstructions to learning.  

 Artificial Immune System (AIS): AIS is a branch of CI that is considered as the 

computational system that is originated by hypothetical immunology and monitored 

experiments, principles, and frameworks used to solve complex real-world problems. 

AIS is an adaptive, self-regulatory, distributed, resistant, responsive, and extractor that 

supports and simplifies the biologically related problem. The main application of AIS 

pattern matching, feature mining, information mining, assortment, distributed 

processing, self-protection, dependable system, self-healing system, etc. [83].  

 

1.4 Motivation of study 

 

Both opinion leaders and opinion receivers/searchers have their purposes behind giving 

data and accepting/looking for item data and guidance. Opinion leaders offer item-related 

data and advice now and again deliberately and some of the time when they are drawn 

closer and requested. Practically, opinion receivers/seekers demand data or tune in with 
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persistence to all that the opinion leader needs to state. There are different reasons why 

such correspondence trade happens between opinion leaders and opinion receivers/seekers, 

family members, companions, associates, or even outsiders. This way, they embraced the 

items to shoppers and, by implication, advance and profited the organization through the 

online social network. They are also backing to dodge any rumor by distinguishing the 

data’s integrity that may put humans in danger. These clarify the intentions behind the 

opinion leader recognition. Thus, in a nutshell, the motivation behind this research is 

summarized as: 

 6-R Concept: The phenomenon of 6-R includes Right purchase decision, Right 

product and service, Right brand, Right price, Right store, and Right time. The basic 

meaning of 6-R is that usually, most people do not have the right decision to purchase 

the right product and use the right brand’s right services at the right cost and time. So 

there is a need for a study that presents a unique solution to find the opinion leaders in 

the online social networks.    

 Penetration of E-Commerce: Due to the extensive visibility and promotions of 

multiple E-commerce websites, it is very tough to find which website provides the best 

products to the customers at the right cost. Thus, there is a need for a person who can 

support choosing the right E-commerce services so that the customers can purchase the 

products effectively. 

 Lack of knowledge: Most of the customers do not have much information about 

marketing strategies and policies. They are easily influenced by any of the unreliable 

and untrustworthy sources. So there is a need for a trusted and authenticated entity that 

can spread only the reliable and trustworthy information generated from the 

authenticated sources after validating its veracity. The customer may not fall into any 

deep trap. 

 Cold start problem: The cold start problem is related to the recommender system that 

stated that if a new product launches in the market and only a limited amount of users 

have the information about the product quality. It is challenging to promote the product 

due to a shortage of user ratings and recommendations. Although the new development 
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has more features and grades than the same existing products, it is far from its actual 

growth due to a lack of marketing and promotions. Thus, it is required to find a person 

who can endorse and promote the other people with their skills and experience.  

 Marketing strategies: In the current competitive environment, if a  person wants to 

initiate the startup or introduce a new product in the market, it very critical to establish 

credibility and loyalty with the customers due to adapting and time-varying strategies 

change over time. Thus, finding the right time to follow a correct approach is very 

critical and time-consuming. Opinion leaders can help and support organizations to 

think out-of-box and find out the solution to easily promote and deliver the product 

information visible to all the potential customers worldwide through social media tools 

and services.   

 The requirement of innovative techniques: As the technology and generation evolve, 

various novel and innovative designs, models, and approaches such as deep learning, 

evolutionary computing, optimization techniques, soft computing, NLP, sentiment 

analysis, virtual agents, marketing automation, social network analysis, etc., smoothly 

working with the current system. Various other modules dependent on these 

innovations developed to solve multiple complex systems significantly. Hence, there is 

a need for various novel models, algorithms, and approaches based on the new 

technology-driven platform to detect the opinion leaders in the online social networks. 

Besides, these methods would also demonstrate the applicability of opinion leaders in 

various domains.    

 

1.5 Research objectives  

 

This research’s leading objective is to try to overcome the limitations and design novel and 

innovative methods that inspect the technology-driven techniques. Thus, in order to 

achieve the designated aim, the following Research Questions(RQs) are identified: 

 RQ1: What should be the methods to find out the opinion leaders in the online social 

network based on computational intelligence techniques? 
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 RQ2: How can we improve the accuracy of the methods? 

 RQ3: What is the role and power of opinion leaders in information diffusion? 

 RQ4: What are the techniques to aggregate the collaboration of opinion leaders?  

 RQ5: How to explore the applicability of opinion leaders in healthcare through the 

online social network? 

for finding the solution to the above sub-queries, the following Research Objectives(ROs) 

are finalized: 

• Research Objective 1: Implement suitable computational intelligence techniques to 

identify the opinion leader in the online social network. 

• Research Objective 2: Addressing the significance and power of the opinion leader 

for the diffusion of products in the online social network. 

• Research Objective 3: Exploring the applicability of the opinion leader through the 

online social network in healthcare.  

The detailed description of the identified Research Objectives are as follow: 

• Research Objective 1: In this objective, innovative and novel computational 

intelligence techniques are implemented to identify the online social network’s suitable 

opinion leader. Due to the versatility of CI to resolve many real-world problems, two 

nature-inspired metaheuristic algorithms have been discussed to find the opinion 

leaders. The leading concept of nature-inspired algorithms is generated from the 

behavior of nature’s creatures, i.e., birds, animals, insects, etc. Thus, novel and unique 

meta-heuristic algorithms have addressed to select the opinion leaders from the variety 

of social networks 

• Research Objective 2: An opinion leader’s function is very central in business 

marketing and information diffusion. The information diffusion process is helpful to 

solve very business-related problems. Thus, Game theory and Graph Neural Network-

based approaches have addressed the importance and power of the opinion leader to 

the diffusion of products in the online social network.  

• Research Objective 3: The relevance of opinion leaders is far-reaching and covers a 

variety of applications. In this objective, the relevance and applicability of opinion 
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leaders are explored in healthcare. In the ongoing COVID-19 pandemic course, people 

spread various COVID-19 related rumors and hoaxes, which incredibly negatively 

influences civilization.  So, there is a need to invent a trust and reputation-based 

algorithm that identifies opinion leaders to control the spreading of COVID-19 rumors. 

In this context, for fulfilling the requirement of RQs and  ROs, Table 1.2 demonstrates the 

mapping among RQs, ROs, and publications. 

 

Table 1.2. Aligning of Research Questions, Research Objectives, and Publications 

ROs RQs Publication(s) 

RO1 
RQ1, 

RQ2 

 Jain, L., & Katarya, R. (2019). Discover opinion leader in online 

social network using firefly algorithm. Expert Systems with 

Applications, 122, 1-15. [Published, SCIE, IF:5.452]  

 Jain, L., Katarya, R., & Sachdeva, S. (2020). Opinion leader 

detection using whale optimization algorithm in online social 

network. Expert Systems with Applications, 142, 113016. 

[Published, SCIE, IF:5.452] 

 Jain, L., & Katarya, R. (2018, February). A Systematic Survey of 

Opinion Leader in Online Social Network. In 2018 International 

Conference on Soft-computing and Network Security (ICSNS) (pp. 

1-5). IEEE. 

 Jain, L., Katarya, R., & Sachdeva, S. (2019, November). Opinion 

Leader discovery based on text analysis in Online Social Network. 

In 2019 4th International Conference on Information Systems and 

Computer Networks (ISCON) (pp. 446-450). IEEE. 
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RO2 RQ3, 

RQ4 

 Jain, L., Katarya, R., & Sachdeva, S. (2020). Recognition of opinion 

leaders coalitions in online social network using game 

theory. Knowledge-Based Systems, 203, 106158. [Published, SCI, 

IF:5.921] 

 Jain, L., Katarya, R., & Sachdeva, S. (2020). Opinion leader 

detection using whale optimization algorithm in online social 

network. Expert Systems with Applications, 142, 113016. 

[Published, SCIE, IF:5.452] 

 Jain, L., Katarya, R., & Sachdeva, S. Opinion Leaders for 

information diffusion using Graph Neural Network in Online Social 

Network. [Communicated] 

 Jain, L., Katarya, R., & Sachdeva, S. (2019, August). Role of Opinion 

Leader for the diffusion of products using Epidemic model in Online 

Social Network. In 2019 Twelfth International Conference on 

Contemporary Computing (IC3) (pp. 1-6). IEEE. 

RO3 RQ5  Jain, L., Katarya, R., & Sachdeva, S. (2020). Recognition of opinion 

leaders coalitions in online social network using game 

theory. Knowledge-Based Systems, 203, 106158. [Published, SCI, 

IF:5.921] 

 Jain, L., Katarya, R., & Sachdeva, S. Impact of Opinion Leader to 

control Covid-19 rumor in Online Social Network. [Communicated] 

 Jain, L., & Katarya, R. (2018, December). Identification of opinion 

leader in online social network using fuzzy trust system. In 2018 

IEEE 8th International Advance Computing Conference (IACC) (pp. 

233-239). IEEE. 

 Jain, L., Katarya, R., & Sachdeva, S. (2019, August). Role of Opinion 

Leader for the diffusion of products using Epidemic model in Online 

Social Network. In 2019 Twelfth International Conference on 

Contemporary Computing (IC3) (pp. 1-6). IEEE. 
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 Jain, L., Katarya, R., & Sachdeva, S. (2021, April). Applicability of 

the Opinion Leader to spread COVID-19 vaccine awareness through 

Online Social Network based on Sentiment Analysis. In 5th 

International Conference on Advances in Computing and Data 

Sciences (ICACDS). Springer [Accepted] 

 

 

1.6 Outline of the thesis 

 

The thesis consists of six chapters describing the entire study in a very concise and precise 

way. A brief description of each chapter is as follows: 

 Chapter 2: In this chapter, all the state-of-the-art methods and previously developed 

methods and their merits and demerits to find the opinion leaders in the online social 

networks have discussed. During the research, multiple approaches are studied to find 

the opinion leaders in the OSN; Thus, the chapter also covers the background details 

of methods and Social Network Analysis (SNA)measures to find the opinion leaders.  

 Chapter 3: In this chapter, two nature-inspired meta-heuristic social network-based 

approaches, firefly, and whale optimization, respectively, discuss that optimally find 

the list of top-n opinion leaders in the different online social networks. The time 

complexity and advantages of both approaches are explained in detail. The proposed 

techniques are implanted on different datasets. For validating the authenticity of the 

methods, the experimental outcome is compared with the other standard SNA measures 

that illustrate the supremacy of both the approaches over other actions.   

 Chapter 4: In this chapter, a game theory-based approach is addressed that defines the 

coalitions of opinion leaders based on synergy and Shapley value. The game theory 

based practice explores the mathematical and logical models that companies use for the 

decisive cooperative system. Four alternative solutions have been provided to find out 

each user’s payoff in the clusters of the different kinds of online social networks. 
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Experimental results also prove the power of opinion leaders for the diffusion of 

products and information.    

 Chapter 5:  In this chapter, a Graph Neural Network-based model has been proposed 

that pulls up a new horizon to find the opinion leaders and show their powers for the 

diffusion of new products. A novel method is addressed to calculate the node’s trust 

and reputation differently from the traditional network embeddings approach. The 

experimental results illustrate the importance of the proposed model over other SNA 

measures.  

 Chapter 6: The importance of opinion leaders is vast, deep, and multi-directional, So, 

in this chapter, the significance of opinion leaders is explored in healthcare to control 

the COVID-19 rumors to avoid the risk of mental and physical health damage. A novel 

reputation-based Vote-Rank algorithm is designed to find the prominent opinion 

leaders who verify tweet’s veracity through entropy calculation and sentiment analysis. 

Twitter’s COVID-19 tweets dataset is used for the experimental purpose, and the 

performance of the proposed approach is measure through various performance 

metrics.   

 Chapter 7: In this chapter, the current research’s future scope and limitations have 

been discussed. In the present time, deep learning and graph embedding based models 

produce better results on the social network datasets. Finally, a few futuristic 

suggestions and plans have been suggested to find the opinion leader more precisely as 

the future of SNA is very bright and strongly opens new flaps for the companies.   

 

1.7 Chapter summary 

 

This chapter covers the overview of the entire work along with the content and description 

of each chapter. Each chapter includes some unique concepts and ideas to support the title 

and objective of the thesis strongly. The brief of the online social network, opinion leaders, 

and computational intelligence is also explained in the chapter. The main objectives and 

scope of the entire work with motivation to study are also described in detail.  
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Chapter 2 

Methodical literature review 

 

With the advancement of technologies, many approaches have proposed identifying the 

opinion leader in the online social network.  In this chapter, different methods are analyzed 

and investigated based on various parameters such as centrality, power, trust, 

responsiveness, social status, retweets, topic sensitivity, posted text content, 

responsiveness meta-heuristic algorithms, and many more to classify the opinion leaders. 

Section 2.1 covers the overviews of the chapter. Section 2.2 covers the Social Network 

Analysis (SNA) measures background includes different centralities and metrics. Section 

2.3 explores the entire review process, i.e., study plan, selection of studies, and dataset 

extraction. Section 2.4 explains the considerable description of the studies and their merits 

and demerits in opinion leader identification. Section 2.5 describes the research gap and 

limitations of the previous studies. Section 2.6 concludes with the summary of the chapter.  

 

2.1 Overview 

 

The technological movement and revolution play a crucial position to identify the opinion 

leaders in the social network. An opinion leader can be detected qualitatively and 

quantitatively based on the domain of interest need.  The conditions for choosing the 

opinion leaders may vary in each method. The social network studies follow meticulous 

approaches to identify the actor or person who catches the public attention, having more 

reputation, and having a higher degree of connections with other actors. These actors have 

higher chances to become the center of attraction and gain affluent public opinions in the 

network. The social network theory follows the 'centrality' concept to identify the total 

number of connections and degrees with other entities.  Formally, these centralities 

measures are known as SNA measures that include various kinds of calculative measures.  
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For quantification, the most prominent nodes in the network's centrality analysis must 

achieve the desired goal. 

 

2.2  Social network analysis 

 

The Social network can be well-defined as per the undirected graph G = (V, E), where V 

signifies the group of nodes indicating actors or user and E denotes the group of edges 

showing the relationship between the actors. The relationship between the actors can be 

friendship, acquaintances, author-coauthor relationship, and many more. SNA is the 

system of investigating social structures through the usage of networks and graph ideas. It 

characterizes networked systems in phrases of nodes (person actors, people, or things 

within the network) and the ties, edges, or hyperlinks (relationships or interactions) that 

join them. The leading focus of SNA is to identify the dynamics and characteristics of the 

network. In SNA, a node's centrality component is suitable to classify the most convenient 

and influential node in the network [84]–[86]. Furthermore, the four types of different 

centrality measures are used for calculating the reputation of the node. 

 

2.2.1 Centrality 

 

The power of centrality is imperative and considerable for measuring the significance of 

node and edge in the network. Four types of different centrality measures, such as closeness 

centrality (CC), betweenness centrality (BC), eigenvector centrality (EC), Degree 

centrality(DC), and PageRank (PR) [87], is used for calculating the prominence of the node 

in the network. 

 

2.2.1.1 Closeness centrality 

Closeness centrality (CC) grooves a value for each node based on their 'closeness' to all 

other nodes within the network. This scheme computes the shortest paths between all nodes 
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and, based on the sum of the shortest path, assigns a value to every node, as shown in 

Eq.(2.1). 

CC(x) = 
1

∑ d(x,y)
y=n
y=1

                                                …(2.1) 

Where d(x,y) is the shortest distance between node x and node y. 

 

2.2.1.2 Betweenness centrality 

 

Betweenness centrality (BC) considers the degree that counts the occurrence of a node on 

the straight path between other nodes. It can be defined as the fraction between the total 

number of shortest with existing between node i and j passes through node x to the total 

number of the shortest path between node i and node j as shown in Eq.(2.2). 

BC(x) = ∑
c(i,j) (x)

c(i,j)
i≠x≠j                                               …(2.2) 

Where c(i,j)(x) represent the total number of the straight path between node i and node j. 

 

2.2.1.3 Eigenvector centrality 

 

Eigenvector centrality (EC) is used to quantify the impact of a node in the network. In this 

scheme, a relative mark is assigned to all nodes, constructed on the knowledge that 

Association to high-marking nodes contributes more to the score of the node than equal 

connections to low-marking nodes. EC shows that an actor is all the more vital as it is 

associated with actors who are themselves essential, as shown in Eq.(2.3). 

EC(i) = 
1

λ
∑ yij j ≠i .xj                                             …(2.3) 

Where yij is the adjacency matrix and node xj is the neighbor of node xi. 

 

2.2.1.4 PageRank 
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PageRank centrality (PR) is used to uncover influential or important nodes whose influence 

extends beyond just their straight acquaintances, as shown in Eq.(2.4). This algorithm is 

used in the citation network, monitoring network activity, etc. 

PR(x) = α + ∑ aijj
xj

L(j)
 + 

1−α

N
                                        …(2.4) 

where L(j) is the total number of neighbors of node j. 

 

2.2.1.5 Degree centrality 

 

Degree centrality(DC) is based on the concept of straight links in the networks. The degree 

centrality of a node is the summation of all the direct links associated with node x, as shown 

in Eq.(2.5). 

DC(x) = ∑(dig (x))                               …(2.5) 

where dig(x) is the degree of node x. 

 

2.2.2 Metrics 

 

In order to measure and evaluate the network characteristics, the following metrics are used 

in the social network analysis. 

 

2.2.2.1 Circulation 

 

These types of metrics are used to define the sharing features of the node in the network. 

These metrics include bridges, distance, density, Preferential attachment, and structural 

holes. 

 Bridge: Bridge indicates the connection between the nodes that are part of the big 

network. There is zero overlapping neighbor(s) between the nodes. 



Chapter 2: Methodical literature review 
 

 

 

32 

 

 Distance: Distance indicates the path between the two nodes in the network. If one 

node is the direct neighbor of another node, the distance between the nodes is one. 

Other variations of distance are walk, path, geodesic distance, etc.   

 Density: The network density is defined as the ratio between the total number of actual 

edges and the possible total number of edges in the network. A network is dense if most 

of the nodes in the network are connected through direct edges. 

 Structural holes: Structural hole shows a critical role in information diffusion. The 

structural hole is defined as the vacant space between a node's neighbors, i.e., non-

overlapping nodes exist among the neighbors. Structural holes allow the flow of 

information from one different network to another network that exists on either side. 

 

2.2.2.2 Association 

 

Association is defined as the tendency to establish a connection with the other nodes in the 

network. The user attempt to make a connection with the other nodes based on their interest 

and requirements. These include multiplexity, homophily, transitivity, proximity, and 

preferential attachment. 

 Multiplexity: Multiplexity defines the total number of separate links between the two 

nodes in the network. In the real world, two nodes can be connected through various 

relations like friend and colleague, senior and neighbors, and many more. 

 Homophily: Homophily is defined as the node's affinity to make the connection with 

the other nodes having similar attributes and behavior. Homophily is the main element 

in the social network to make a connection based on common interests.  

 Transitivity: Transitive property is used to define the closure of a node in the network. 

For analyzing the 'friend of friend' connection, such a metric is used. If A likes B and 

B likes C, there is a chance that A also likes C.  

 Proximity: Proximity refers to a person's propensity to establish a relationship with 

others based on closeness. If a person is in the workgroup of another person, there is a 

more probability of making a relation based on spatial proximity. 



Chapter 2: Methodical literature review 
 

 

 

33 

 

 Preferential attachment: Preferential attachment property support the richer get 

richer phenomenon. According to this, if users have a higher number of connections 

than other nodes, they have more chances to receive more relations than other users 

having bad relationships. 

 

2.2.2.3 Segmentation 

 

 Clique: Clique represents a closed group of users in which all the users are directly 

connected with each other without any intermediate node. It is a kind of complete graph 

in which no other can not be added without any importance.   

 Clustering coefficient: Clustering coefficient refers to the degree through which nodes 

are inclined to make a cluster in the network. The global clustering coefficient defines 

as the division of closed triplet (three edges) to the total number of open(two edges) 

and closed triplet. The range of the clustering coefficient lies between zero and one. If 

there is no triangle in the graph, the clustering coefficient might be zero. 

 Cohesion: Cohesion defines the degree of togetherness or inseparableness among the 

nodes in the network. A node is more cohesive if it is closely connected with pairs of 

nodes in the network. Similarly, a cluster is more cohesive if the most nodes are 

strongly tied with each other. 

 

2.3 Review progression 

 

A systematic process is carried out to perceive the various opinion leader identification 

techniques, as shown in Fig. 2.1. The entire process is categorized into four steps: the first 

step is the drafting of research queries, the second phase includes the exploration approach, 

the third phase consists of the norms to compile the whole study, and the fourth step is the 

plan for data collection. 
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Fig. 2.1. Phases of the review process 

 

2.3.1 Drafting of research queries 

 

To systematically discover the substantiation opinion leaders and also identify their power, 

the following queries are recognized: 

 RQ1: What should be the methods to find out the opinion leaders in the online social 

network based on computational intelligence techniques? 

 RQ2: How can the accuracy of the methods improve? 

 RQ3: What is the character and power of opinion leaders in information diffusion? 

 RQ4: What are the techniques to aggregate the alliance of opinion leaders?  

 RQ5: How to explore the applicability of opinion leaders in healthcare through the 

online social network? 

 

2.3.2  Exploration plan 

 

Exploration strategy includes organized and managed actions to determine the relevant and 

appropriate studies and innovations after identifying the RQs. So, few keywords such as 

opinion leader, online social network, computational intelligence techniques, power, 

healthcare, information diffusion are pulled out from the RQs. These terms are the root for 

the further research plan. Some closest synonyms like influencer, reputation, Twitter, etc., 

are also used for searching purposes. Besides, the combination or permutation of 
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mentioned keywords is used for exploring the studies. Some boolean operations are also 

used for a more in-depth inspection.   

Various research articles, thesis, dissertation, digital libraries, conference/Journal papers 

published by the reputed publishers/digital societies are studies in this researcher. Total 11 

publishers/digital organizations like IEEE, ACM, Springer, Elsevier, Wiley, Taylor & 

Francis, SAGE, MDPI, Emerald, IET, and The MIT press are selected practically 

significant work. Various searching criteria like keyword, title, subject domain, and 

abstract are used for searching in these portals. Fig. 2.2 shows the total number of 

publications published under the various publications related to opinion leaders. 

 

 

Fig. 2.2. Total number of publications under the various digital publications 
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The selected studies are bounded into the time span, i.e., the period for searching the 

previous researches is a decade starting from 2009 to concluded till 2020. Fig. 2.3 

demonstrates the year-wise total number of studies related to opinion leaders in the online 

social network. 

  

2.3.3  Study compilation 

 

It is challenging and critical to identifying those articles/findings that are incredibly 

appropriate for the work. In this phase, an addition-rejection policy is applied to find out 

the relevant publications. 

 

2.3.3.1 Addition policy 

 

Addition policy includes the following guidelines: 

 All the research articles related to opinion leaders in online social network 

 All the survey, techniques, and frameworks that are related to opinion leaders. 

 Websites related to online social network-related datasets 

 All the measures that are used for comparative analysis related to opinion leaders. 

 All the articles that are depicting the applicability of opinion leaders in healthcare. 

 All the articles demonstrate the power of opinion leaders for information diffusion. 

 

2.3.3.2 Rejection policy 

 

 Rejection policy includes the following guidelines: 

 All the studies related to opinion leaders but have no novel work. 

 All the studies are related to non-online opinion leaders. 

 All the studies are other than the English language. 

 All the studies are not related to our RQs and do not fulfill our objectives. 
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2.3.4 Data collection strategy 

 

This phase includes the identification of those articles that maps to the particular RO. The 

extraction of valuable information from the specific theme is very challenging and 

complex. It consists of mining techniques, approaches, theories, datasets, outcomes, 

limitations, publication year, author credentials, journal/conference’s reputation, and future 

scope of the particular article. 

In a nutshell, a total of 172 articles are identified by applying the mentioned keywords on 

the 11 different digital publishers. After identifying and removing the similarity in the 

paper pattern, only 89 papers are selected. Further, after considering the addition-rejection 

policy, only 35 articles are chosen. Next, after reviewing the ROs and checking the novelty, 

uniqueness, and results of the papers, only 22 articles are finally selected. Besides, seven 

cross-reference articles are also considered for the study. Thus, a total of 29 (22+7) papers 

are found extremely suitable for further analysis and investigation. So in the literature 

survey, all these papers are deeply investigated along with their positive and negative 

features. Fig. 2.4 illustrates the flow chart of the entire review process in detail. 

 

 

Fig. 2.4. Flow chart of the review process 
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2.4 Literature survey 

 

In the present era, with the innovation of Web 2.0, there is the immense importance of 

social networks in human life. Lots of researches have been carried out to uncover the 

opinion leader in a social network. The researchers studied various approaches based on 

numerous parameters such as trust models and metrics, the total number of tweets, fuzzy 

logic, belief network, game-theoretic model, clustering, and text mining, and many more. 

In [88], researchers used the enhanced version of the Advogato trust metric that found the 

healthiest path from one user to another based on the maximum flow method. This method 

also found reliable users and avoids unreliable users from contacting the user's group. In 

[47], a framework is proposed that analyzed the user behavior by using their text content 

and responding to the responses. After investigating these attributes, the user ranked based 

on their longevity and centrality. 

In [89], a novel approach is proposed based on user opinion, text mining, and relationships 

with other network users. In [90], a time-based propagation model is proposed in which 

the authors defined a decay function that dealt with the user's influence and constructed the 

chain of action specific impact of the leader. In [91], researchers identified the domain of 

sensitive opinion leaders in online review communities in which the domain of the contents 

helped to classify the opinion leader. In [92], the authors proposed an approach based on 

diffusion speed and the maximum growing number of adapters. After analyzing those 

factors, ranked the user based on their high sociality. In [93], researchers discovered the 

opinion leader in web-based stock message boards using clustering and sentiment analysis. 

In this model, users are clustered based on their posts that they posted on the stock board. 

Further, they applied sentiment analysis to finding the opinion leaders. In [94], 

investigators designed a new model called LUCI (Longitudinal User Centered Influence ), 

which took the user's connection as input and categorized them into four different clusters. 

Next, classification techniques are applied to classify the users into followers and opinion 

leaders. In [53], researchers proposed an InfluenceRank algorithm that measured the 

importance of the content that a blogger posted in the blogosphere. The blogosphere's 
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effectiveness is also compared to other blogs. After measuring the content, ranked the 

opinion leader in the blogosphere. In [95], investigators addressed a new algorithm, called 

OLFinder, that computed each user's status score based on their content and popularity in 

a certain area. Next, the opinion leader ranked based on the probability of being an opinion 

leader. 

Next, in [96], the authors suggested a new approach in the dynamic social network using 

promising network methods and tried to resolve the influence of overlapping issues in the 

community structure. In [97], researchers deliberated a new-fangled framework that 

computed each user's total trust value and found those users having the highest total trust 

value in online communities. In [98], inventors proposed a dynamic opinion rank algorithm 

called POLD (Positive Opinion Leader Detection) algorithm in Chinese news remark. They 

structured the whole network in the three levels where level one consisted of news, level 

two indicated a single-level network, and level three showed a single topic user network. 

Next, a mapping among all three levels applied and identified the most promising users in 

the network. In [52],  an algorithm is proposed that used the opinion leader to resolve the 

cold start problem in the recommended system. In [99], a k-means clustering-based 

approach in a big social network is suggested. They considered the instant of posting a 

message to decide the weight of an edge and generated a post-follow relationship to 

construct a social network. Next, they identified the network's overlapping community 

structure and identified the opinion leader in each community. In [100], an innovative 

approach is proposed that considered key opinion leaders' discovery using a subspace 

learning algorithm in which common subspace identified for various modalities. This 

algorithm used the modality-consistent harmonized discriminant embedding (MCHDE) to 

find out the low-dimensional discriminative from the social network. In [101], researchers 

proposed an approach based on signal spreading in the social network. A signal spreading 

is a process in which each node affects its neighbor via multi-relational vector association, 

and the importance of a node identified using the iterative matrix technique. In [102], 

investigators proposed an innovative method depending on closeness that indicted the 

relationship between the adjacent and non-adjacent nodes based on different interaction 



Chapter 2: Methodical literature review 
 

 

 

40 

 

time and delays. The user with the highest closeness value is considered the opinion leader 

in the network. In [103], a novel hypothesis proposed that opinion leaders are topic-

specific, i.e., opinion leaders have more authority and influence in a particular field. They 

used various topic models to determine those users who had more knowledge and control 

on those topics. Finally, the opinion leaders discovered based on maximum information 

spread.  

Besides the mentioned literature, some researcher has different outlooks and ways of 

network formation to recognize opinion leaders. In [104], the researcher stated that the 

various human life opportunities made an opinion leader. They proposed that if a user 

received first-hand information from recognized sources, then no need to rely on any other 

social media. The gathered information itself sufficient to make them opinion leaders. In 

[105], the authors defined the role and explored opinion leaders' influence on the diffusion 

process of famous mobile games. They experimented that if an opinion leader promoted 

the game-related topic, the diffusion rate of those words is relatively too high as compared 

to advance by the user-generated content. In [106], the author proposed a unique K-means 

framework that includes three phases; the first phase identified the list of opinion leaders 

having a maximum local reputation, the second phase espoused an innovative active game 

model to discover the locally Pareto-optimal community structure and the last stage used 

the opinion dynamics model for creating the growth of the sentiment matrix. One of the 

applications of the opinion leader in Smart Grid that consists of 'Prosumer' who not only 

uses the energy but also generates the energy used by other grids or consumers. In [107], 

the researcher addressed the new approach that used the individual prosumer's energy 

density to find leader prosumers in Smart Grid. They also discovered a dynamic game 

model to identify the prosumer-community group structure and experimented on various 

Smart Grid datasets to validate the performance of the system. Table 2.1 demostrates the 

entire literature review in brief. 
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Table 2.1. Summarized review of literature papers 

S. 

No 
Ref. Dataset Mechanism Benefit Limitations 

1 [108] Online 

forum 

Text mining and social network 

analysis based new method has 

suggested in which positive and 

negative opinions formed. 

Opinion leaders selected based 

on their total positive opinions.  

Able to extract 

opinion 

automatically; 

useful for 

business 

modeling 

Limited text 

database; Only 

applicable for a 

static data set 

2 [89] Reviews 

of Apple's 

iPhone 

Proposed a model in which the 

connections among the user's 

cluster detected. Social behavior 

of the users analyzed based on 

these connections. Finally, the 

text mining technique used to 

identify opinion leaders. 

Simple and easy 

to implement; 

Helpful in 

recommendation 

system and trend 

analysis. 

Applicable 

only for online 

communities; 

Lack of 

validation 

database. 

3  [88] Epinions 

dataset 

An extensive Advogato trust 

metric proposed that encourages 

the recognition of reliable user 

concerns with other users. Next, 

recursively diffuse the limit of 

designated users all through their 

system. Finally, it exhibits the 

capacity-first maximum flow 

technique for finding the most 

grounded way appropriate for 

finding a set of valid users. 

Manage to get 

authorization in 

the network; 

Provide a 

solution for the 

recommended 

system. 

Trust metric is 

not valuable 

for worldwide 

express 

connections; 

Access only 

the binary 

relations in the 

network. 
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4 [92]  Synthesiz

ed dataset 

Explored the opinion leader 

based on the best-promoting 

decision,  dissemination speed, 

and the most extreme total 

number of adopters utilizing age 

model. Besides, the opinion 

leaders with high sociality are 

considered for quick 

dissemination based on the 

reenactment result-users with 

high disjointing centrality 

considered as the most extreme 

aggregate number of adopters. 

Useful for 

marketing and 

business 

purpose; 

Effective for 

indirect 

recommendation 

Adopters 

information 

needed; 

Limited 

centralities 

used for 

calculations; 

Viable 

characteristics 

of the products 

neglected. 

5 [47] Education

al blogs 

dataset, 

Parent-

child 

forum 

dataset 

A mixed approach proposed 

contained user connections, user 

behavior, user prominence, and 

time of responding recognized. 

The opinion leader discovered 

based on four features. 

Very helpful in 

online forums 

and blogs; high 

execution as far 

as centrality. 

Covered only a 

few online 

forums and 

blogs; Only 

topic-specific 

constraints 

considered. 

6 [91] Amazon.c

om 

dataset 

A model is designed to detect 

domain-sensitive opinion leaders 

in online forums and networks 

using a model. For the ranking 

purpose, identify the customer's 

domain of interest, user's 

specialty, and transition 

probability matrix. 

Helpful for 

product 

dissemination; 

Suitable for 

inclusion and 

authority. 

Limited scope; 

The user's 

interest needed 

for evaluation 

purposes. 



Chapter 2: Methodical literature review 
 

 

 

43 

 

7 [90] Facebook 

dataset, 

citation 

network 

dataset 

(Google 

scholar & 

DBLP) 

Characterized an exponential 

time-decay formula to gauge 

leaders' impact and build the 

chains of leaders' action-specific 

influence. At that point, next, 

manufacture the global chains by 

normalizing every conceivable 

user's activities. 

The proposed 

model is helpful 

to find an 

influence path; 

High accuracy 

and precision. 

Too 

complicated to 

understand; 

not suitable for 

all datasets; 

Lack of 

parameters to 

chose the path. 

8 [93] Web-

based 

Chinese 

stock 

Forum 

dataset 

User's activities measured based 

on the text submitted on the 

board. Next, applied the 

clustering algorithms on the 

user's information and set of 

appropriate opinion leaders 

identified. Further, the critical 

opinion leader discovered based 

on the sentiment analysis to find 

the real price movement patterns. 

Useful for 

marketing and 

business 

strategies; Easy 

to implement. 

Only 

compared the 

outcomes with 

PageRank 

centralities; 

Utilized only 

for online 

blogs and 

forums. 

9 [95] Synthesiz

ed dataset 

The proposed algorithm detects 

the central issue in the domain 

and then measure the leadership 

score of each user in the area. 

The opinion leader discovered 

based on the highest leadership 

score. 

Better average 

precision and 

precision-recall; 

Easy to 

understand 

Do not 

consider the 

total number of 

retweets; The 

output is topic 

dependant. 

10 [101] Douban.c

om 

An algorithm proposed to 

identify the node status based on 

importance matrix signaling 

spreading, i.e., how a node 

penetrated the entire network. 

The opinion leader selected 

Converged in 

lesser iterations; 

High accuracy 

and efficiency. 

Only page rank 

used for 

compared 

results; Few 

features used 

to manage the 
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based on the node status and 

importance. 

importance 

matrix. 

11 [97] Epinions 

dataset 

An innovative framework 

depends on trust in which total 

trust value (TTV) and opinion 

leader selected found on 

maximum TTV. 

Better in terms 

of in-degree, 

out-degree; 

Hybrid IO-

degree method, 

Less accuracy; 

Uses limited 

trust metrics. 

12 [96] Mobile01 

Forum 

An efficient procedure, 

D_OLMiner, suggested for 

identification of opinion leaders 

in a robust social network. Next, 

a network rising technique 

proposed to build a dynamic 

social network to recognize the 

network community, and unravel 

the impact covering the issue and 

decrease the total calculation 

time. 

Highly efficient; 

Implemented 

dynamic social 

network; Better 

impact flooding 

Compared the 

outcomes with 

few metrics; 

Applicable 

only for online 

forums 

13 [109] Mobile01 

Forum 

Addressed the innovative 

OLMiner algorithm used the 

behavior and standard neighbor 

connection to reduce the total 

number of generated candidate 

and choose the list of opinion 

leaders. 

Overcome 

overlapping 

influence 

problem; High 

efficiency and 

scalability. 

Not suitable 

for all social 

network 

datasets; 

Limited 

similarity 

metrics used. 
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14 [110] turnbackh

oax.id 

Implemented two approaches: 

Edge weighting and Centrality 

weighting; Edge weighting used 

to find the opinion leader by 

counting the total number of 

tweets and retweets. Centrality 

weighting is used to assigned 

weight to each centrality for 

finding the opinion leader more 

accurately. 

Suitable for 

rumor spreading 

in the network; 

identify the 

importance of 

each edge; 

Highly accurate. 

Limited 

centrality 

measures and 

relationship 

used; 

Applicable 

only on a few 

social 

networks. 

15 [100] KOL 

dataset 

using  

Instagram 

API, 

Synthesiz

ed dataset 

Opinion leader identification is 

considering a multimodal skilled 

job. An innovative subspace 

learning algorithm addressed to 

discover the low-dimensional 

discriminator from social media 

data to select key opinion 

leaders. 

Better subjective 

and quantitive 

outcome;  

Presented 

multimodality 

and high-

dimensionality 

characteristics. 

Highly 

multifaceted; 

straight-direct 

modification is 

not sufficient 

for the whole 

informational 

collections. 

16 [102] Synthesiz

ed dataset 

Opinion leader detection 

dependent on the new closeness 

based calculation that 

incorporates a distinctive kind of 

collaboration among the users. 

The calculation additionally 

relies upon the communication 

time and postponement of nodes 

in the system. 

Progressively 

productive and 

precise; 

designed 

updated 

independent 

cascade model; 

show more 

power than 

betweenness 

centrality. 

Highly 

complex; Only 

implemented 

on a static 

dataset. 
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17 [103] Sina 

micro-

blog 

dataset 

The opinion leader's selection is 

based on topic-sensitivity 

constrained. At first, the spread 

properties and the user's topic 

pertinence qualities estimated 

and haphazardly accept by 10% 

of the user. Opinion leaders 

classification dependent on the 

time of data diffused and the 

number of tainted nodes. 

Profoundly 

effective; 

Improved 

Independent 

Cascade model; 

the lesser 

number of seed 

nodes needed 

with limited data 

spreading time. 

Pre network 

structure and 

node 

information 

required; Due 

to the assorted 

variety of 

topics, not 

appropriate to 

work with a 

variety of 

datasets. 

18 [111] Chinese 

Sina BBS 

A PageRank-based algorithm 

called Hybridrank proposed 

considering topic sensitivity and 

temporal features. Topis 

sensitive analysis used to find 

groups, while temporal feature 

analysis used to obtain the 

influence of opinion leaders over 

time. 

High accuracy 

over PageRank 

algorithm; Easy 

to implement 

Only 

considered 

link, topic and 

temporal 

characteristics; 

applicable for a 

small dataset 

19 [106] Facebook, 

Twitter, 

Google+ 

Proposed a framework based on 

a discrete-time dynamic model. 

Opinion leaders identified based 

on densely connected 

components having a similar 

opinion vector. 

High Average 

cluster quality; 

More accurate 

and robust 

dynamic model. 

Complex in 

nature; Not 

suitable for 

overlapping 

communities. 

20 [112] Twitter Defined a unique component 

milestone centrality includes 

interest and exclusivity on some 

topics by participating users. The 

Proposed 

innovative 

centrality 

measures; Easy 

Experiments 

performed 

only on few 

topics; 
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users with the highest milestone 

centrality elected as opinion 

leaders. 

to understand; 

No need to 

review 

relationship. 

Milestones 

needed to 

validate the 

results.   

21 [113] Local 

Motor 

communit

y 

Proposed a method included 

degree, median, and near 

centrality as multi-features 

attributes. The benefit indicator 

and cost indicator used to 

improve the accuracy of the 

method. Opinion leaders are 

selected based on the highest 

multi-features characteristics.  

Robust; 

Straight- 

forward and 

easy to 

understand. 

Lack of the 

degree of 

promotion; 

Only used for 

static datasets. 

22 [114] travel 

communit

y dataset 

Opinion leaders identified in 

virtual travel communities based 

on construal, content influence, 

and action to measure the 

influence on consumer's 

decisions. 

Used SNA in 

virtual travel 

community; 

measure opinion 

leader influence 

efficiently 

Only 

applicable for 

few datasets; 

Consider few 

parameters for 

identification. 

23 [115] Higgs 

Boson 

data from 

Twitter 

Proposed an approach based on 

in-degree and out-degree to 

identify the opinion leader. Next, 

rank the user by their BC value. 

It also implemented the standard 

Louvain method for community 

detection. 

Simple and easy 

to implement; 

Less complex. 

Only a few 

centralities 

considered; 

Limited scope; 

Used static 

dataset. 

 

Now, few studies are addressed related to rumor spreading that supported the foundation 

of this research. In  [116], an innovative model is proposed based on the mean-field concept 

to find the decisive threshold value in the communities. The user worked as a mobile agent 

with some probability responsible for the inter-group long-range movement and disease-
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free clusters. The proposed approach also determined the transmission effect of the disease 

in the network. In [117], A memory-based model is suggested that explained the impact of 

memory over time. Also, they have used a few attributes along with memory rate that has 

more influence on rumor transmission. According to [118], a unique 8-phase ICSAR model 

is proposed that covered different features to find rumor dissemination. They have also 

considered the eight reasonable elements like information interest, rumor goal, users' 

inclination, trust scale on social media, transmission rate, augmented component, block 

score, and specialist influence to evaluate the rumor. In [119], researchers addressed a 

modified trust-based SIR model that defined a few mathematical equations representing 

the dynamics of the SIM model in the network. They also stated that the trust component 

could reduce the network population by limiting an evaluative threshold to control rumor 

transmission momentum. In [120], the analyst investigated that followers are the leading 

player responsible for rumor/antitumor diffusion or prevention. So they studied the nature 

of users who already have faith in rumors and can influence others by their strong beliefs. 

As per [121], researchers established a new Susceptible–Hesitating–Affected–

Resistant(SHAR) model that evaluates user's behaviors against rumors along with local 

and universal rumor concern equilibrium. They also computed the reproduction and 

sensitivity of rumors towards parameters change for the model. They have also analyzed 

the three different human viewpoints for experimental purposes. In [122], the authors 

investigated the importance and briefness of weak ties in the rumor spreading. They argued 

that the role of weak ties is not much powerful for rumor propagation, but the diffusion 

rate depends on the identification of weak links. They have also defined a probability based 

on weak-tie dependent function. 

In [123], analysts proposed two transmission channels; One is used for point-to-point 

transmission, and another channel is used for global rumor transmission. A modified SIR 

model also addressed using the mean-field formula. To authenticate the proposed approach 

and verify the impact of rumor spreading, a geometric function along with simulation has 

performed. In [124], a novel rumor transmission model has been proposed based on the 

time interval and non-linear procedure. Initially, the basic reproduction number calculated 
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based on the next-generation matrix. Next, the researchers analyzed the rumor stability and 

factors needed for stability survival using experimental simulation. According to [125], the 

researchers developed an innovative SIR-based SKIR model that integrated rumor and anti-

rumor-related facts. They have also identified the active factors that stimulate the people 

to accept the rumors and the anti-rumors using the game theory approach. They have also 

found the internal and external user characteristics that support rumor's impact using 

regression analysis.  They have also considered the user's attitude and dynamic behavior 

for rumor propagation.  

Thus, various approaches are put forward for rumor controlling and spreading from the 

user's and social perspective. Most of the methods are based on epidemic models, user's 

response time, distributing speed, rumor transmission rate, rumor's content, user's behavior, 

attitude, and opinions. The major pitfall with these approaches is the lack of user's trust, 

reputation, and content accountability. Although, few strategies also worked on the 

discussed issues but either fulfilled only a few limitations or could not demonstrate the 

power of opinion leaders in rumor prevention. 

 

2.5 Research gap and limitations 

 

After performing the profound, systematic literature on the selected studies, most 

concealed facts have been identified. Research gaps have been discovered as follows. 

 Less optimized outcome: It has been observed that almost all the techniques produced 

the optimized effect according to specific datasets. Once they are applied to some other 

dataset, their performance might be reduced or not produced the optimized results. In 

this study, all the approaches work well with almost all types of datasets and give the 

same performance. The outcomes are also compared based on accuracy, precision, 

recall, F1-score error rate, and execution time with other standard SNA measures.    

 Discover only global opinion leaders: Identifying opinion leaders is an extremely 

challenging task for the large degree of the dataset. All the previous investigations only 

identified the opinion leaders at the universal level, while in this research, the opinion 



Chapter 2: Methodical literature review 
 

 

 

50 

 

leader is not only recognized at the global level but in each community also at the local 

level.    

 The limited set of datasets: In the previous studies, mostly analysis performed on the 

online forums, the blogospheres, and review datasets. Only a few of them used the 

social network datasets to identify the opinion leaders. This research incredibly 

supports all types of datasets because only domain-specific user attributes are needed 

to calculate the user's centralities. 

 No balancing between the local and global search: Almost all the previously 

discussed approaches do not formulate the proper balance between the local and global 

tracking. Local search somewhere follows the greedy path and tries to find out the 

solution around its present solution. The global search focused on the best possible 

optimal solution and attempted to cover potential remoteness within the search space. 

In this work, two nature-inspired metaheuristic algorithms are proposed to balance the 

exploration phase and exploitation phase within the search space. 

 Highly complex structure: Most of the procedures are very complex and included a 

complicated logical structure, mathematical functions, derivatives, and equations. 

Also, algorithms needed too much computational time for the execution. The proposed 

approaches' rational design is straightforward and understandable that does not include 

any complex and inconsistent formation.  

 No parameter control:  Almost all the approaches used the fixed parameters derived 

by using pre-tuned algorithm-reliant observations. The suggested strategies are 

performed well as the number of users increases gradually due to the dynamic nature 

of the control parameter.    

 Usage of data mining approaches: Most of the studies used traditional data mining 

techniques such as clustering, text mining, classification, and many more to discover 

the opinion leaders. Although these techniques are well-received for most problems, 

yet data mining techniques are not much more appropriate for social networking 

applications due to the obscured data structures and the high volume of inappropriate 

data. 
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 No community detection algorithm: Generally, all the methods utilized the various 

domain-specific attributes to identify the universal top-N opinion leaders in their 

research. There are no methods which identified the communities in the network 

concerning opinion leader. Therefore, few techniques have been designed to find the 

communities in the network to discover the local opinion leaders.  

 No rational decision making: Most of the approaches used conventional methods and 

functions based on graph theory and complex networks to identify the opinion leader. 

There is a lack of rational decision-making to make logical and sensible decisions. The 

main benefits of rational decision-making are to choose the best possible impartial 

solution over alternatives. Thus, a unique amalgamation of social network analysis and 

game theory is addressed to produce the best possible solution.  

 No concept of the synergic coalition: In the synergetic partnership, various users 

participated in a group and conveyed compensation obtained from their marginal 

payoff and guaranteed a consistent and robust association formed. Till now, no 

approach considered this kind of group formation to find the opinion leader. The first 

time such type of composition has been proposed for opinion leader detection.   

 Limited graph representation: Mainly, all the discussed approaches do not consider 

the latent features of the graph; they used the network’s characteristics such as 

clustering coefficient, centralities, density, structural holes, and many more, as the 

necessary component for analysis purpose. On the other side, GNN models are highly 

potent, operative, and active on graph province data. Analyzing a graph is a very 

complicated task compared to different kinds of data such as image, audio, text, etc. 

GNN models can represent the structural graph information due to the extensive 

influence of Graph embedding and CNN.        

 Lack of feature vectors: Most of the approaches used the node’s attributes and social 

network properties to access opinion leaders. Adjacency or connection matrix is 

derived for depicting the predetermined graph in 2-D format. In contrast, GNN uses the 

network embedding representing the node and edge features into low dimension space 

while protecting the network knowledge and formation. The primary advantage of 
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feature vectors is determining the hidden dependencies among the network nodes and 

links.    

 No application for rumor prevention:  Till now, no study focuses on opinion leaders' 

applicability in healthcare by preventing COVID-19 rumors. The only few studied 

addressed that how opinion leaders are effective in promoting the right physicians. In 

this study, a new approach is proposed that identifies opinion leaders' power to stop 

COVID-19 related rumors that eventually impact mental and physical health. 

Thus, the critical observations swing the direction from classical approaches to modern 

approaches that significantly use the modern computational intelligence techniques and 

reach the new height of standard. This study put one step forward in the direction of 

novelty, innovation, and knowledge in the field of computer science.  

 

2.6  Chapter summary 

 

In this chapter, an organized and managed literature review is presented that profoundly 

identified the multiple significant studies for the opinion leader identification in the online 

social network.  The whole review plan is divided into four phases. The first phase involved 

the development of research queries. Next, a systematic study plan has been described that 

selects only the relevant studies related to opinion leaders from the various publications. 

Further, an addition-rejection policy is also applied that removes the total number of 

publications based on prescribed guidelines. Finally, few plans are used to collect the data. 

In the entire study, 172 papers have been identified for learning, but eventually, only 29 

articles are found appropriate for the research. Thus, this chapter presents relevant and up-

to-date literature about opinion leaders significantly.
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Chapter 3 

Opinion leader identification using the nature-inspired 

meta-heuristic optimization algorithms 

 

Various novel nature-inspired algorithms have solved many real-world complex problems 

due to their efficiency and agility. Such a multifaceted problem requires a very linear 

solution that can optimize the outcomes effectively. Traditional models are not much 

capable of solving such types of monotonous and complicated issues. Nature-inspired 

meta-heuristic algorithms are simulating the behavior of the organism living in the real 

world. The leading reason behind this popularity is collective behavior, followed by all the 

agents together. All the agents interact with each other, show the self-organizer behavior, 

and present some intelligence to achieve the optimal solution. This chapter covers the two 

nature-inspired meta-heuristic algorithms to identify opinion leaders in online social 

networks effectively. Section 3.1 explains the first approach based on a social network-

based modified firefly algorithm to find local and global opinion leaders in the social 

networks. Section 3.2 covers the social network-based whale optimization algorithm in 

detail. The comparative analysis of both the algorithm is also discussed in the section. 

Section 3.3 wraps the summary of both the algorithms. 

 

3.1 Firefly algorithm-based approach 

 

A novel and advance approach is proposed to determine the local and global opinion 

leaders in the community. Initially, a customized Louvain method based on the network's 

modularity gain is suggested to discover the communities in the social network. 

 

3.1.1  Community partitioning algorithm 
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A Community is a sub-organization or gathering of users in the organization that speak to 

specific organization highlights. In an interpersonal organization, it is an exceptionally 

pivotal errand to distinguish networks. For instance, communities can be a bunch of 

individuals who follow a similar religion, a gathering of creatures living in a similar 

geological district or organization of creator coauthor who deals with a comparable subject, 

and so forth. The structure of the modified Louvain community detection algorithm is 

presented in Algorithm 3.1. 

 

A modified Louvain method is addressed to find the communities in the online social 

network. The main element of the process is a greedy method-based hierarchical clustering. 

Modularity gain of the network points to the compactness of the edge in the network. The 

value of modularity gain exists in the interval -1 and +1. The addressed Louvain algorithm 
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is divided into two steps. In the initial stage, every node is fit into the community based on 

density. In the later stage, every node's modularity gain is calculated, associated with the 

adjoining cluster having the maximized modularity gain. The modularity gain can be 

computed as shown in Eq.(3.1) 

Ɱ = 
1

2m
∑ [Axy −

kxky

2m
]xy δ(cxcy)- (1-Cx)                           …(3.1) 

In the above equation, communities of node x and node y are cx and cy, respectively. The 

worth of function δ is one if both x and y belong to the same community; otherwise, it is 

0. The variable Axy represent the weight between node x and node y. the factor  
kxky

2m
 

represent the expected number of nodes between node x and node y where kx and ky are 

the degrees of node x and node y, respectively. 2m indicates the total weight of the network.  

The value of modularity gain Ɱ lies between 1 and -1. In the modified method, it has been 

observed that the clustering coefficient Cx of node x is also affected the modularity of the 

community. As soon as the clustering coefficient gradually increases, the probability of the 

node being the portion of the same community also increases and vice versa. 

 

3.1.2 Firefly algorithm’s variation in the social network 

 

Xin-She Yang instigated the Firefly algorithm in late 2007 at Cambridge University [126]. 

The basic idea of the firefly algorithm is based upon the flashing comportment of fireflies. 

A variation of the mentioned algorithm is proposed for the social network to discover the 

opinion leaders. In the interpretation of the said algorithm, the user behaves as firefly, and 

the user's attractiveness is proportional to the prominence of the user. Therefore, the 

following guidelines would propose by our algorithm: 

 Initially, all the user in the social network is treated homogeneous user regardless of 

their gender. 

 The attractiveness (β) of the user (Firefly) is proportional to the prominence 

(brightness) of the user, and as the centrality (distance) decreases, prominence about a 

user also decreases due to triadic closure and homophily. The user having lesser 
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prominence, try to find out a user having more prominence about a particular domain. 

If the user could not find the one having high prominence, the user stops the user’s 

search. 

 The prominence of the user is determined by the user’s centrality (C). 

 Rank the user based on an attractiveness score. 

 

3.1.2.1  Attractiveness 

 

The attractiveness (β) of the user is proportional to the prominence observed by the 

adjacent users. The attractiveness (β) of the user i within the community is explained as 

shown in Eq.(3.2). 

β = βoe−γC2
 + Pi                                                   …(3.2) 

Where βo is the attractiveness at C=0 and Pi is the prominence value. 

 

3.1.2.2  Progress 

 

The progress of the user i towards the more attractive user j, can be computed using 

Eq.(3.3). 

xi
t+1 = xi

t +  βoe
−γcij

2

( xj
t − xi

t ) + αt ϵi
t                                 …(3.3) 

Where the second fraction of the equation exists due to the attraction and the third fraction 

of the equation indicate the randomization process with αt as a randomized parameter 

and ϵi 
t a vector of random numbers. When the value of γ parameter is zero, it is equivalent 

to the Levy flight firefly algorithm.  

 

3.1.2.3 Search optimality in firefly algorithm 

 

The vital component of any of the nature-inspired algorithms is the searching optimality 

that indicates how efficiently the algorithm obtains the desired result. The firefly algorithm 



Chapter 3: Opinion leader identification using the nature-inspired meta-heuristic optimization algorithms 

 

 

 

57 

 

also exhibits the two searching strategies: exploitation and exploration to find the local and 

globally optimal. In the proposed approach, the exploration is gained by randomization, 

which includes the user's random search in the social network to find the other user having 

more attractiveness. Therefore this searching approach is beneficial to find the optimal 

opinion leader in the global extent. The appropriate amount of balance is needed between 

randomness and the global search for achieving the desired result. If the randomness is too 

high, it may be possible that the algorithm converges very soon or neglect some local 

minima of the subgroups; hence proper tuning is required. 

For implementing the exploitation, information and knowledge about the local region, the 

total number of users, each user’s neighbor, the distance between the users, and many more 

attributes are required. Besides this information, some other knowledge related to subgroup 

shapes such as convexities, gradients, and past processes records are also needed to find 

the local minima. The pragmatic study from the observation state that exploitation tends to 

enhance the convergence rate of the algorithm; on the other hand, exploration tends to 

decrease the algorithm's convergence rate.  

The harmonizing between exploitation and exploration is dependent upon the nature of the 

network and its surroundings. Landscape-based optimality includes the complete 

information regarding the whole network, total no of users, centrality, in-degree, out-

degree, clustering coefficient, and many more so that an optimal solution can be found at 

local as well as global level with a lesser amount of exertion concerning time and number 

of iterations. Although there is no proper guideline for landscape-based optimality, this 

synchronization mainly depends on concrete landscape-based optimality. In the proposed 

approach, both exploitation and exploration are used to find the local and global optimum 

minima.  

 

3.1.3 Parameters setting 

 

For implementing the social network-based firefly algorithm, the heuristic control 

parameters are initially set up with the best setting for the proposed research. Initially, some 
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random values are considered for the parameters and compared the result accordingly. In 

this research, all the parameters are not heuristic; some static parameters also exist, such as 

the size of the network, the centrality of the node, and the degree of trust. Due to the large 

size of the network, only 40% of the population is considered for the training set. The rest 

60% of the population is used for validating the parameter’s value in the research.  

In this work, attractiveness (β0), light absorption coefficient (γ) as prestige, randomize 

parameter (α), the total number of users in the network (n), and the maximum number of 

iterations (i) are heuristic parameters. The combination (n*i) is appropriate for obtaining 

the solution space of the problem. If the value of (n*i) factor is very large, it is a privileged 

probability to obtain the better value for all the parameters; but due to memory, time, and 

resource constraints, only 5000 nodes considered of the ‘small Slashdot’ dataset to hold 

the calculation of parameter within time. The value of all the parameters is analyzed using 

the linear model Analysis of Variance (ANOVA) approach [127]. Initially, three groups 

are selected in which; the first group consists of 1000 users that process over 100 iterations, 

the second group consists of 2000 users that process over 50 iterations, and the third group 

consists of 500 users that process over 2000 iterations. For filling the entire entries in the 

ANOVA table, the additive centrality is considered of each user for calculation.   

The ANOVA model consists of Degree of Freedom (DF), Mean Square (MS), Sum of 

Squares (SS), F-statistic, and P-test values as shown in Table 3.1. Only those parameters 

are considered as a statistically optimal parameter for which the value of P ≤ 0.05 with 

95% confidence intensity.    

 

Table 3.1. Values of heuristic parameters using ANOVA 

 

n*i 
Parameters Degree of 

Freedom 

(DF) 

Mean 

Squar

e (MS) 

Sum of 

Squares 

(SS) 

F-

statistic 
P-test 

Α β0 Γ 

(500*200) 

0.1 0.1 0.01 2 45893 2674981 25.87 0.000 

0.25 0.25 0.1 2 46348 2745896 32.51 0.000 

0.5 0.5 0.15 2 52872 3876403 59.07 0.003 
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From the above statistical result, it is concluded that the optimal value for the heuristic 

parameters attractiveness (β0) is 0.5, the value for light absorption coefficient (γ) is 0.15, 

and the value for randomizing parameter (α) is 0.5.  

 

3.1.4  Complexity of firefly algorithm 

 

The complexity of most of the nature-inspired algorithms is uncomplicated and simple. 

The firefly algorithm consists of one outer loop that iterates over the total number of 

maximum iteration m and two inner loops that iterate over the total size of network n. so 

the worst-case complexity of the algorithm is (n2m) [128]. Although, the complexity of the 

algorithm is linear if the iteration is very far above the ground and n is relatively near to 

the ground. The computation of the algorithm also engrosses the computation of 

attractiveness value that is a linear function ω, involves the computation of the degree of 

trust and centrality of the entire node in the network and the complexity of this fraction is 

(nω) that is linear. Therefore, the proposed algorithm's overall complexity is Ө (n2m + nω) 

≈ O (n2).  The pseudocode of the algorithm is as follow: 

0.75 0.75 0.2 2 35789 1784975 39.52 0.000 

1 1 0.25 2 27841 879423 17.93 0.000 

(1000*100) 

0.1 0.1 0.01 2 45893 2758106 39.05 0.000 

0.25 0.25 0.1 2 56489 3917393 45.92 0.000 

0.5 0.5 0.15 2 62958 4728491 65.20 0.005 

0.75 0.75 0.2 2 60013 4187928 52.69 0.001 

1 1 0.25 2 41433 2711942 21.72 0.000 

(2000*50) 

0.1 0.1 0.01 2 16784 1078349 24.97 0.000 

0.25 0.25 0.1 2 27538 2187592 36.80 0.001 

0.5 0.5 0.15 2 38222 4007828 48.53 0.004 

0.75 0.75 0.2 2 32989 3335713 27.41 0.000 

1 1 0.25 2 29483 2967485 15.36 0.000 
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The firefly algorithm is initiated with a set of users called population and defines the light 

absorption coefficient (γ) as prestige for each user in the network. In this case, the user’s 

behavior is not similar to the flashing behavior of the firefly that releases the light to attract 

the other fireflies; therefore, the initial value of the light absorption coefficient (γ) is 

computed using the degree of trust that one user in the network achieves. The degree of 

trust can be calculated with the following Eq.(3.4). 
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Txy= f (dxy, dyx , dxy
z  , dyx

z  , rx, ry)                                             ...(3.4) 

Where dxy is the degree of trust expand by user x on user y, dyx is the degree of trust expand 

by user y on user x, dxy
z  is the degree of trust that is supposed to be suggested by user x to 

user y on user z, dyx
z  is the degree of trust that is supposed to be indicated by user y to user 

x on user z. rx and ry are the reputations of user x and user y, respectively. The trust can be 

a direct trust (DT), indirect trust (IDT), and recommended trust (RT) as shown in Fig. 3.1. 

 

Fig. 3.1. Trust representation between the users 

 

Further, each user attempts to search for a user with more attractiveness that can be 

computed with the help of the user's prominence. There are two iterations in the mentioned 

algorithm; the first iteration for the outer users and the second iteration for the current user 

whose prominence value is compared with the other users' prominence value. Suppose a 

user searches for a user with higher attractiveness. In that case, the first user updates its 

knowledge about the user's attractiveness and socializes this knowledge to its all 

dimension. Similarly, all the users pursue the identical procedure and associate the 

experience to its entire neighbor in all dimensions. At last, identify the top-N users who 

have higher attractiveness in the social network. The flow chart of the proposed algorithm 

is shown in Fig. 3.2.  
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Fig. 3.2. Firefly algorithm flow chart 

 

3.1.5  Why does the firefly algorithm preferred? 

The main feature of the firefly algorithm that makes it so efficient to identify the opinion 

leader in the social network as follows: 
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  The firefly algorithm is a nature-inspired swarm intelligence-based heuristic algorithm 

in which multiple agents interacted with each other and solved the global optimization 

problems. The central concept of the firefly algorithm is based upon the brightness and 

attractiveness of the firefly. As soon as the distance between the users changes 

gradually, the user's attractiveness factor is also updated in the same proportion, and 

the whole population of the network is automatically divided into multiple subgroups. 

In each subgroup, all users move around the local optimum. Once the local optimum 

of all the subgroups has been measured, the most excellent global optimum solution 

can be established.   

 This algorithm's second main virtue is that as the whole population is separated into 

numerous subgroups, fireflies permit to find of local optimal simultaneously in each 

community. Therefore, as the network's population amplifies, there is no effect on the 

computation time to find the local optimum.  

 The third advantage of the firefly algorithm is that the control parameter, light 

absorption coefficient (γ), can be controlled as the iterations in execution to swift and 

speed up the chances of converges. The main benefit of this strategy is that once the 

result converges, the iterations can be discontinued and locate the optimal value for the 

control parameters. 

 

3.1.6  Experiment and evaluation 

 

In this segment, the total number of local and global opinion leaders evaluated and 

identified by the proposed algorithm that can be implemented on synthesized and real data 

sets. In the beginning, first, the datasets are described and then compared the result with 

the standard measurement that is to be used to find opinion leaders in the online social 

network. 

 

3.1.6.1  Datasets 
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3.1.6.1.1 Synthesized dataset 

 

A synthesized dataset has used for the experiment. The dataset has a total of 20 nodes and 

70 edges, as shown in Fig. 3.3(a). The network density is 7.00, and the degree of each node 

is shown in Fig. 3.3(b).  

  

 

(a)                    (b) 

Fig. 3.3. Structure of (a) Synthesized Social network, and (b) Node Degree distribution 

 

According to the proposed approach, a modified Louvain community partitioning 

algorithm is applied and found the entire four communities for the dataset. In the next step, 

the proposed modified firefly algorithm is involved in the social network to compute each 

community's attractiveness to find out the local opinion leader according to their 

attractiveness, as shown in Table 3.2. The same algorithm is also applied for the whole 

network structure to identify the opinion leader globally. Once each user's attractiveness is 

computed, arrange the user according to their attractiveness and find the top-N (=5) number 

of global opinion leader in the network as shown in Table 3.3. The results are also 

compared with other SNA measures. 

 

3.1.6.1.2 Real dataset 

 

The proposed algorithm is also implemented on a real dataset that included the ‘small 

slashdot’ datasets, a network of friends and foes, as shown in Fig. 3.4. The dataset has 
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13182 nodes as users, and a total of 34621 edges represent the relationship (friend) between 

the users. There are 76.7% users are friend relationship and remaining is foes relationship. 

The density of the network is 5.1981. for analysis purposes, the same procedure is applied 

for this dataset as used for the synthesized dataset.  

 

Fig. 3.4. Structure of slashdot social network 

 

In the real dataset, there are some missing relationship values between the users exist. So, 

the arithmetic mean is used of the entire node's degrees for substantial those missing values. 

Initially, the total degree of trust is measured of each user for measuring the prestige. 

Further, the modified Louvain community partitioning algorithm is applied to this dataset, 

and a total of 28 community structures are identified. The identification of the community 

also depends upon the type of network. The user's attractiveness also relies on the landscape 

of the network that includes the overall knowledge about the network. In this dataset, the 

in-degree, out-degree, and total degree distribution of the entire nodes are shown in Fig. 

3.5.  

 

  

Fig. 3.5. Degree, Out-degree, and In-degree distribution of network 
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3.1.6.2   Results 

 

The value of all the heuristic parameters is computed for the dataset and applies the firefly 

algorithm. The firefly attractiveness for the top opinion leader in every community is 

shown in Table 3.4. The top-10 global opinion leaders identified by the proposed approach 

and other SNA measures are also shown in Table 3.5. 

 

Table 3.2. Top-3 Local opinion leader based on various SNA measures and proposed 

firefly algorithm in each community for the synthesized dataset 

Local 

Comm-

unity 

Node 

id 

DC Node 

id 

BC node 

id 

CC Node 

id 

PR Node 

id 

Firefly 

attractivene

ss 

1 

12 0.473684 12 0.063464 12 0.655172 12 0.062541 12 0.2182500 

2 0.315789 19 0.035791 2 0.575758 19 0.045186 2 0.1195585 

15 0.315789 2 0.022086 15 0.575758 15 0.043607 15 0.1188108 

2 

8 0.684211 8 0.142888 8 0.76 8 0.086868 8 0.3923120 

1 0.421053 17 0.045134 1 0.633333 1 0.055526 1 0.1807533 

13 0.368421 1 0.034884 20 0.612903 17 0.050955 17 0.1531570 

3 

11 0.473684 4 0.048933 4 0.633333 11 0.061513 11 0.2081808 

4 0.421053 11 0.042203 11 0.633333 4 0.056041 4 0.1837085 

5 0.368421 16 0.033431 5 0.612903 16 0.050074 5 0.1510719 

4 

6 0.421053 9 0.057866 6 0.633333 6 0.055904 6 0.1818417 

9 0.368421 6 0.041133 9 0.59375 9 0.051139 9 0.1522720 

14 0.315789 14 0.020969 14 0.575758 14 0.043487 14 0.1193333 
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Table 3.3. Top-5 Global opinion leader based on various SNA measures and proposed 

firefly algorithm for the synthesized dataset 

 

Table 3.4. Top Local opinion leader based on various SNA measures and proposed 

firefly algorithm in each community for real dataset 

Comm- 

unity 

Node 

id 
DC 

Node 

id 
BC 

Node 

id 
CC 

Node 

id 
PR 

Node 

id 

Firefly 

attractiv

eness 

1 8 0.025036 8 0.050489 8 0.399739 8 0.003896 8 0.600012 

2 757 0.013656 757 0.013203 237 0.362853 757 0.002864 757 0.512457 

3 822 0.020256 822 0.021471 822 0.353719 822 0.00405 822 0.491772 

4 898 0.021925 898 0.022510 898 0.364136 898 0.004114 898 0.324512 

5 190 0.030802 190 0.036551 190 0.374471 190 0.005791 190 0.598897 

6 520 0.011683 520 0.013942 454 0.338434 520 0.002719 520 0.356568 

7 394 0.017449 394 0.020450 394 0.337542 394 0.004004 394 0.462458 

8 163 0.016918 163 0.021447 163 0.352867 163 0.003862 163 0.495554 

9 522 0.029436 522 0.037023 522 0.375666 522 0.005496 522 0.596478 

10 825 0.02974 825 0.031148 825 0.35607 825 0.005823 825 0.594271 

11 834 0.014946 834 0.016314 935 0.356407 834 0.003184 834 0.426680 

Node 

id 
DC 

Node 

id 
BC 

Node 

id 
CC 

Node 

id 
PR 

Node 

id 

Firefly 

attractiveness 

8 0.684211 8 0.142888 8 0.76 8 0.086868 8 0.392312044 

12 0.473684 12 0.063464 12 0.655172 12 0.062541 12 0.218250008 

11 0.473684 9 0.057866 4 0.633333 11 0.061513 11 0.208180898 

4 0.421053 4 0.048933 11 0.633333 4 0.056041 4 0.183708542 

6 0.421053 17 0.045134 6 0.633333 6 0.055904 6 0.181841780 
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12 523 0.018436 523 0.026269 523 0.371432 523 0.003503 523 0.345609 

13 617 0.016539 905 0.019068 617 0.35139 905 0.003451 617 0.487541 

14 642 0.030726 642 0.033205 642 0.359018 642 0.006029 642 0.595370 

15 936 0.031409 936 0.024885 936 0.396266 791 0.004299 936 0.594602 

16 62 0.03103 62 0.027942 62 0.380075 62 0.00478 62 0.602541 

17 162 0.018056 162 0.018683 106 0.371149 162 0.003867 106 0.587458 

18 344 0.01358 344 0.015740 344 0.361629 344 0.002594 344 0.452112 

19 644 0.018208 644 0.019741 644 0.346112 644 0.00382 644 0.475556 

20 57 0.017677 57 0.021058 57 0.368772 669 0.003462 57 0.482331 

21 184 0.031105 184 0.085150 184 0.385669 184 0.006851 184 0.601245 

22 794 0.015932 794 0.014683 794 0.354271 794 0.002878 794 0.548854 

23 706 0.000607 706 0.001062 706 0.262063 706 0.00025 706 0.574845 

24 855 0.011532 855 0.014769 453 0.338365 855 0.003007 453 0.554002 

25 142 0.020712 142 0.022020 142 0.361837 142 0.003955 142 0.495822 

26 173 0.025871 173 0.031230 797 0.353928 173 0.00569 173 0.521406 

27 813 0.015477 813 0.013895 813 0.346131 813 0.002878 813 0.560002 

28 248 0.011228 248 0.012686 248 0.344107 568 0.002602 248 0.485690 

 

Table 3.5. Top-10 Global opinion leader based on various SNA measures and proposed 

firefly algorithm for real dataset 

Node 

id 
DC 

Node 

id 
BC 

Node 

id 
CC 

Node 

id 
PR 

Node 

id 

Firefly 

attractiveness 

936 0.031409 184 0.085150 8 0.399739 184 0.006851 62 0.602541 

184 0.031105 8 0.050489 936 0.396266 642 0.006029 184 0.601245 
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62 0.031030 522 0.037023 82 0.390757 825 0.005823 8 0.600012 

190 0.030802 190 0.036551 43 0.388648 190 0.005791 190 0.598897 

642 0.030726 642 0.033205 625 0.387688 173 0.005690 522 0.596478 

913 0.030726 173 0.031230 913 0.385872 522 0.005496 642 0.595370 

82 0.030574 825 0.031148 184 0.385669 62 0.004780 913 0.594829 

791 0.030498 62 0.027942 791 0.383302 791 0.004299 936 0.594602 

825 0.029740 523 0.026269 74 0.381494 898 0.004114 825 0.594271 

522 0.029436 936 0.024885 62 0.380075 822 0.004050 791 0.594158 

 

In the mentioned tables, proposed algorithm results have been compared with the social 

network analysis standard measures. Each table includes six columns, and every column 

has two sub-columns; the first sub-column contains the node id and, the second sub-column 

contains the value for the particular measure. Table 3.2 and Table 3.3 are for the 

synthesized dataset to discover opinion leaders in local and global leaders, respectively, 

while Table 3.4 and Table 3.5 are for real datasets to find opinion leaders in local and 

global leaders, respectively. The last column in each of the tables displays the node's firefly 

attractiveness according to the proposed method. Further, in this investigation, it has been 

identified that there is a correlation between the light absorption coefficient (γ) and the 

network size. It is also analyzed that changes in the values of light absorption coefficient 

(γ) and the network size also affect the correlation coefficient (r). As the value of the light 

absorption coefficient (γ) updated, the correlation coefficient's value also changes, as 

shown in Fig. 3.6. 

 

Fig. 3.6. Absorption and correlation coefficient relation 
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It is also observed that as the absorption coefficient increase initially, the correlation 

coefficient also increases, but later it decreases gradually as soon as the absorption 

coefficient increases. Hence, based on this fact, this can also analyze that the overall 

correlation coefficient (r) also changes as the total number of opinion leaders increases, as 

shown in Table 3.6. 

 

Table 3.6. Correlation coefficient (r) and absorption coefficient (γ) relationship 

 

Furthermore, the experimental result also indicates that the total number of leaders 

identified in each community is also varied as the results proposed by our algorithm 

compared to the other methods used for the same purpose. It is observed that the total 

number of opinion leaders identified by each process in the above Tables demonstrated the 

percentage of the top 5% users discovered by each method out of the total users in the 

social network for the real dataset, as shown in Fig. 3.7. 

 

 

Fig. 3.7. Comparison of BC, DC, EC, PR, and proposed firefly approach for the top 5% 

users in each community for real data set 
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Total no of communities
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absorption coefficient 

(γ) r(N=10) r(N=100) r(N=500) r(N=1000) r(N=5000) r(N=10000) 

0.2 0.3250 0.3255 0.4021 0.4350 0.4822 0.5214 

0.5 0.3511 0.3758 0.4832 0.5298 0.6235 0.7566 

0.7 0.3355 0.3473 0.4521 0.4752 0.5214 0.6323 



Chapter 3: Opinion leader identification using the nature-inspired meta-heuristic optimization algorithms 

 

 

 

71 

 

For the validation of the proposed method, the proposed research results are compared for 

accuracy, precision, recall, and F1-score. It can be inferred that the proposed firefly 

approach yields better results as compared to other standard measures, as shown in Fig. 

3.8. It can also be monitored that the total number of opinion leaders is found lesser in the 

synthesized and real dataset. Additionally, the total amount of dignified opinion leaders 

also varies as the heuristic control parameters' values revolutionize in a different province. 

The research's crux is to optimize the attractiveness of the user that persuades other 

assessments and perceptions about a particular object. The firefly algorithm is unsurpassed 

appropriate for the social network as the firefly's behavior matched with the behavior of 

the social network user. Moreover, It is also observed that the total computation time taken 

by our algorithm is also significantly less as compared to other SNA measures, as shown 

in Fig. 3.9.  

 

 
(a) 

 

(b) 

 

Fig. 3.8. Comparison of firefly approach concerning the accuracy, precision, recall, and 

F1-score for (a) real data set (b) synthesized data set 
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The modified Louvain method is helpful to uncover the consequential communities. The 

average running time and modularity value are compared between the original and altered 

Louvain method as shown in Table 3.7 and found that results are improved and optimized. 

Therefore, confidently it can be concluded that the proposed technique produces better 

outcomes as compared to other standard SNA measures.   

 

 

Fig. 3.9. Comparison of computation time for real and synthesized data set using firefly 

approach 

 

Table 3.7. Comparison between proposed community detection approach and original 

Louvain method for real and synthesized data set 

Attributes 
Original Louvain Proposed Louvain 

Real Synthesized Real Synthesized 

No of nodes 13182 20 13182 20 

Modularity 0.8522 0.542 0.7237 0.483 

No of runs 100 10 100 10 

Average running 

time (in sec.) 
749 18 638 11 
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3.2 Whale optimization algorithm based approach 

 

Another novel approach for community detection and social network-based whale 

optimization algorithm has been proposed. However, various techniques have been 

proposed to classify the communities based on multiple attributes [129]–[135]. First, the 

total number of communities is identified based on common neighbor similarities and the 

clustering coefficient. The whale optimization algorithm is discussed in the next section to 

determine the opinion leader in each community at the local level and in the social network.  

 

3.2.1 Community detection algorithm 

 

For identifying the node's community, the concept of common similarity between the 

neighbors of the node is used, i.e., neighbors adopted the common feature constituted the 

community. Some researchers [136], [137] found that the phenomenon of common 

similarity between the neighbors is similar to the clustering, yet there is a significant 

difference between these two concepts. Clustering is an unsupervised technique in which 

objects of the same type make a cluster based on some measure. So, the objects of the same 

cluster are similar while differing from the objects of another cluster [138]. The basic idea 

behind the common similarity of neighbors is to find the common things that like by the 

neighbor of a node. If a node has more common friends, i.e., friends of friends, it is apparent 

that they have more common choices and likes and have more chances to form a 

community. Therefore, neighbors' common similarity is one of the ways to find the clusters 

in the network [139]. The proposed algorithm assumes that each community must include 

at least five nodes to form a community. Although this is not a mandatory criterion for 

building a community that must have five nodes in the network yet, this condition has been 

imposed to reduce the total number of communities. In general, a community must have a 

k number of nodes to form a community, where k is a nonzero positive integer. Suppose 

the size of the dataset is too large. In that case, the network's modularity is also high, and 

the clustering coefficient of the network is a low positive value, then there is a probability 
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that the network has more community of smaller size. A rigorous experiment has been 

performed for the different values of k on the same dataset and analyzed that the optimal 

value for k is five. Therefore, the condition has imposed that the communities must have 

at least five nodes in the dataset.  

In this procedure, the edges are continuously removed from the network to find only those 

neighbors strongly connected with the node. According to the proposed algorithm, a 

community is formed based on the proposition that 30% of the community's users ought to 

be common neighbors among the user. The total number of neighbors N(ni) and clustering 

coefficient C of each node i are calculated in the network and calculated the total number 

of relations ni among the common neighbor to identify the community. Now, the variables 

N=ni U nj , T ← neighbor(ni) ∩ neighbor(nj), and W = neighbor (vi) + neighbor (vj) are 

computed where vi and vj are the end nodes of the edge e. Besides, the variable Z is 

calculated using Eq.(3.5). 

Z =  {  
N∗U

W∗T
∗ C    ;    if T > 0  𝑎𝑛𝑑   

T

U
 < 0.3

N ∗ U     ;    if  T = 0                            
}                            … (3.5) 

Further, the edges are managed in ascending or descending order based on the Z value in 

Table M. Generally, Table M works as a container that stores the information about the 

edges in the network in chronological order. Now, the first edge e is considered and 

attempting to remove this edge from Table M. Once the edge is removed from Table M, 

the degree of other nodes is calculated as well. If the total number of the neighbor of the 

node vi and node vj more than zero, the edge is removed from the table. The same procedure 

followed continuously until the table empty. It has been mentioned earlier that each 

community must have at least five nodes. For ensuring this constraint, a minimum spanning 

tree for each community is made to ensure that it should have at least four edges. Another 

method for providing the same condition is to combine the entire subgraphs, having less 

than five nodes, to the last community and make one large community. The Pseudocode of 

the whole procedure is reviewed in Algorithm 3.3.  
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Algorithm 3.3: Community Detection Algorithm based on Neighbor similarity and 

Clustering coefficient (CDANsCc) 

 

Input: network graph G = {V, E}  

Output: total number of communities in a set C’= {C1, C2, C3, ..., Cn} 

Steps: 

1. begin 

2. for ∀ v ϵ V in G  

do 

     N(ni) ← { e(vm, vn) ϵ E) | vm,vn ϵ neighbor(ni) } and compute the  

     Clustering coefficient (C(v)) 

3. end for; 

4. for ∀ e(vi, vj) ϵ E in G  

do 

    T ← neighbor(ni) ∩ neighbor(nj) 

    U ← neighbor(ni) U neighbor(nj) 

    N ← N(ni) + N(nj) 

    W ← neighbor(ni) + neighbor(nj) 

5.     if T >0 

   if  
T

U
 < 0.3 then 

    Z ←  
N∗U

O∗T
∗ C(v)  and add e(vi, vj) in M 

else  

                Z ←  0    

end if; 

   else 

           Z ←  N ∗ U      

end if; 

end for 
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6. M ← sort the edges in descending order according to the Z value 

7. do 

8.     if (degree(neighbor(vi) || neighbor(vj)) > 0) 

        remove the edge  e(vi,vj)  from D and insert into community Ci based 

on Z   

        value 

   end if; 

9. while (M ≠ Ø)  

10.     for  ∀ community Ci in C’ 

    do 

        design the Minimum Spanning Tree (MST)  

        if (cardinality(Ci) ≤ k) 

             find the last community Cj in the network having a cardinality(Cj) 

≤ k and   

             Ci  ∩ Cj = Ø 

             merge Ci with Cj and eliminate Ci from C’ 

        end if; 

    end for; 

11. end; 

Further, the reputation r of the user measured using the optimization function. Therefore, 

initially, the objective function for each user is computed in the network.   

 

3.2.2 Objective function 

 

In a social network, the objective function O of each user can generate an active connection 

with another user. The objective function also represents the preference distribution of the 

user in the network. Whenever the position of the user changes, the value of the objective 

function updates accordingly.  In the proposed approach, the objective function is defined 

based on BC, CC, DC, clustering coefficient Ci for a node, and distance D⃗⃗  which is the 
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difference between the user’s current position and the best optimal position. The objective 

function is represented using Eq.(3.6).  

𝑂𝑖 = 

∑ √(𝐵𝐶𝑖.𝐶𝐶𝑖)
2

𝐷𝐶𝑖

𝑖=𝑛
𝑖=1

�⃗⃗� 
 * 𝐶𝑖                                            …(3.6) 

The main aim of the optimization function is to formulate the problem into a mathematical 

model. There are a set of known and unknown variables that manage the value of the 

optimization function. Therefore, an objective function is a mathematical function that one 

wants to maximize or minimize while preserving certain network constraints. In this 

approach, some limitations include the node’s degree, clustering coefficient, each user's 

position must be known, and the network structure must be properly defined. Thus, there 

is a need to maximize the objective function by minimizing the distance among the users.   

 

3.2.3 Node reputation 

 

The reputation r of a user in the network represented a kind of credibility and prominence 

in the network [140], [141]. The reputation is also the benchmark for user’s trust, 

authenticity, and security in the network. According to [142], reputation is what is said or 

believe about a person’s past behavior or experienced by others. On the other hand, 

reputation is also defined as a combined measure of credibility or reliability based on 

ratings or recommendations [143].  In the proposed approach, a novel approach is adopted 

to measure the user’s reputation. In this approach, the reputation of the user is directly 

proportional to the objective function. If the distance among the users is comparatively 

low, the value of the objective function becomes high. Eventually, the user's reputation 

might be lofty if the value of the objective function is increased. So, the reputation of a 

user is directly proportional to the objective function. If the network is analyzed deeply, it 

is found that the node having a higher reputation, containing more chances to become an 

opinion leader. There is a direct correlation between the user’s reputation and various 

centralities measures. Different types of properties exist, such as triadic closure, 



Chapter 3: Opinion leader identification using the nature-inspired meta-heuristic optimization algorithms 

 

 

 

78 

 

homophily, strong and weak ties, triad, diad, and many more elementary properties [144] 

that also affect the user’s degree of reputation in the social network.   

 

3.2.4 Social network-based whale optimization algorithm 

 

The phenomenon of whale optimization is proposed by S. Mirjalili, who explored the 

superiority of whale optimization using multimodal functions on various structural design 

problems [145].  The social network architecture is like a network in which each node 

represents the users, and each link represents the relation between the users. The whale 

optimization algorithm impersonates the humpback whale's behavior and uses the bubble 

net chasing techniques to prey as the enemy [146], [147]. 

 

3.2.4.1 Encircling prey 

 

According to the whale optimization algorithm, the current whale location is considered 

the best solution to identify the optimal prey, and every whale changes its location towards 

the optimal location. The other whales also search for the optimal solution of the targeted 

prey simultaneously. For implementing the same model in the social network, each whale 

is considered a user. Another user can be regarded as prey for other’s users but with a 

positive schism and approach. In 2-D space, the position of each user in the network can 

be represented using Table 3.8. 

 

Table 3.8. Matrix representation of the user’s position in the network  

[
 
 
 
 WU1,1

WU2,1

WU3,1
…

WUn,1

WU1,2 WU1,3 … WU1,m

WU2,2 WU2,3 … WU2,m

WU3,2
…

WUn,2

WU3,3 … WU3,m
…        …    …

WUn,2 … WUn,m]
 
 
 
 

 

Where WUi,j indicates the position of user i at location j in 2D space.  
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Initially, each user's current location is considered the best optimal location or near to the 

optimum. When the best optimal opinion leader is defined, a user attempts to update 

location towards searching the best optimal opinion leader with a higher reputation. During 

this process, the user activities and behavior can represent by Eq.(3.7).and Eq.(3.8). 

X⃗⃗ (t+1) = X⃗⃗ p (t) - A⃗⃗  . D⃗⃗                                               …(3.7)                                     

D⃗⃗  =| B ⃗⃗  ⃗Θ X⃗⃗ p (t) - X⃗⃗  (t)|                                              …(3.8) 

In the above equations, A⃗⃗  and B⃗⃗  are the coefficient vector, t indicates the current iteration, 

X⃗⃗ p (t) is the position vector for the best solution at iteration t, X⃗⃗ (t) is the position vector, 

X⃗⃗ (t+1) is the next position vector at iteration t+1, D⃗⃗  indicates the distance between users at 

position X⃗⃗ (t) and X⃗⃗ p(t), and Θ is an element by element multiplicative operator. It is also 

worth mentioning that in every iteration, the value of the vector  A⃗⃗ , vector B⃗⃗ , and control 

parameter a,  is calculated using Eq.(3.9), Eq.(3.10), and Eq.(3.11), respectively. 

A⃗⃗  = 2 a r - a                                                      …(3.9) 

B⃗⃗  = 2 r                                                       … (3.10) 

a = 2 – 2 
t

tmax
                                                  … (3.11) 

Where r  is a random vector, a is a control parameter that varies between 0 and 2 over the 

iterations, and tmax is the highest number of iterations. 

 

3.2.4.2 Exploitation phase: Bubble net attacking 

 

Now, the bubble net attacking behavior for each user is discussed in the network. The 

bubble net attacking behavior of each user can be represented using shrinking encircling 

and spiral updating methods, as shown in Fig. 3.10.  
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(a)                                                                       (b) 

Fig. 3.10. Bubble net attacking method (a) Shrinking encircling method (b) Spiral 

updating position 

 

3.2.4.2.1 Shrinking encircling position 

 

In the shrinking encircling phase, each user's location can be defined anywhere between 

the initial position and the best possible optimum position prescribed by the control 

variable a, and its value varies between 2 and 0. Through intense observation, it is found 

that the value of the vector A⃗⃗  also depended on control parameter a, and value of a vector 

A⃗⃗  lies in the interval [-a, a]. 

 

3.2.4.2.2 Spiral updating position 

 

In the spiral updating position activity, the distance between the user and the prey is initially 

calculated, as discussed earlier, for computing the optimization function. The user's 

position is at the location (X, Y), and the user's expected position is at (X*, Y*). Each user 

updates its position in the spiral’s helix-shaped structure using Eq. (3.12) and Eq. (3.13).  

 X⃗⃗  (t+1) = D′⃗⃗  ⃗ebl cos(2πl) + X⃗⃗ p(t)                                   … (3.12) 

D⃗⃗ ′ = | X⃗⃗ p(t) - X⃗⃗ (t) |                                             … (3.13) 



Chapter 3: Opinion leader identification using the nature-inspired meta-heuristic optimization algorithms 

 

 

 

81 

 

Where D′⃗⃗  ⃗ indicates the distance between the user’s current position and the prey user that 

demonstrates the best solution for another user, b is a constant value, and l is a random 

number having a range [-1, 1].     

A user can move in a spiral updating position and shrinking encircling position 

concurrently. Therefore, whenever a user searches for another user having a higher 

reputation concerning other users, there is a probability p that the user can choose either 

the spiral updating position or the shrinking encircling position during the optimization. In 

the social network-based whale optimization algorithm, when the user updates their 

position, 50% either decide on the spiral updating position or the shrinking encircling 

position; because both the positions have an equal chance, i.e., 0.5, of being chosen. 

Therefore, 0.5 is only the probability of choosing any one position. This approach can be 

represented using Eq.(3.14a) and Eq.(3.14b).  

X⃗⃗ (t+1) = X⃗⃗ p(t) – A⃗⃗  . D⃗⃗                              p < 0.5                          … (3.14a) 

X⃗⃗ (t+1) =D⃗⃗ ′ ebl cos(2πl) + X⃗⃗ p(t)           p ≥ 0.5                         … (3.14b) 

If the user does not follow either the spiral updating position or shrinking encircling 

position, they can move in random order, and movement can be represented using the 

Eq.(3.15) and Eq.(3.16). 

D⃗⃗  = B. X⃗⃗ rand(t) – X⃗⃗ p(t)                                               …(3.15) 

X⃗⃗ (t+1) =X⃗⃗ rand(t) – A⃗⃗  . D⃗⃗                                               …(3.16) 

 

3.2.4.3 Exploration phase: Investigating for victim user  

 

In this phase, the main essential factor of the exploration phase is randomization with the 

aim of random search by each user based on a few predefined network’s parameters such 

as the total size of the network, overall in-degree and out-degree of each user, and 

homophily, as shown in Fig. 3.11. In this phase, a user can also move either in spiral 

updating, shrinking encircling, or in a random position. There should be proper steadiness 

needed between the random search and standard search. The algorithm might be converged 



Chapter 3: Opinion leader identification using the nature-inspired meta-heuristic optimization algorithms 

 

 

 

82 

 

if the randomness is too high in the network. Therefore, this phase is appropriate to discover 

the prey at worldwide altitude and appropriate balanced needed between global search and 

randomness. 

 

Fig. 3.11. Exploration phase of whale optimization 

 

A flowchart and an algorithm for Social network-based whale optimization have been 

designed to explain the entire approach. A flowchart is the pictographic representation of 

an algorithm, and the user can quickly understand it. On the other hand, the algorithm is 

the step by step sequential solution of the problem. The overall structure of whale 

optimization can be represented using Fig. 3.12. 

 

3.2.5 Complexity of the proposed algorithms 

 

In this section, two algorithms are addressed; the first algorithm is designed to determine 

the opinion leader in the network at the community level and the global level, while the 

other is used to identify the communities in the social network. The complexity of both 

algorithms is not so diverse and is easily understood by others. In the community detection 

algorithm, initially, all the variables T, U, N, W, and Z are computed to set the network 

attributes. So, the complexity is linear; therefore, it needed only O(n) iterations to traverse 

all the network nodes. Next, the edges are sorted based on Z values which are computed in 

linear time O(m) and m ≤ n. Further, each community's cardinality is measured to check 
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whether the minimum spanning tree of a community has at least five nodes. For creating 

the minimum spanning tree, Kruskal's minimum spanning tree algorithm used that have 

complexity O(ElogV). As a result, the general complexity of the algorithm is O(ElogV) + 

O(m) + O(n) ≈ O(ElogV). 

 

Fig. 3.12. Social Network based Whale Optimization Algorithm (SNWOA) flow chart 
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The pseudocode of the Social Network-based Whale Optimization Algorithm (SNWOA) 

is summarized in Algorithm 3.4. 

 

Algorithm 3.4: Social Network-based Whale Optimization Algorithm (SNWOA)   

Input: Social network Dataset having n users, total number of iteration i 

Output: Optimized Distance between users 

Steps: 

1. begin 

2. for j=1 to n 

do 

O[j] ← compute the initial objective function for each user using 

Eq.(3.6).    

end loop; 

3. Evaluate 𝐴  and �⃗�  for each user using Eq.(3.9) and Eq.(3.10). 

4. Re-evaluate the objective function of the best search user. 

5. while ( t < i) 

do 

      if ( p < 0.5) 

          if ( |A| ≥ 1) 

              Update the position of the user using Eq.(3.14a). 

          else 

              Update the position of the user using Eq.(3.16). 

      else 

         Update the position of the user using Eq.(3.14b). 

      end if; 

end loop; 

6. t = t+1; 

7. do step (3) 

8. end;  
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In a social network-based whale optimization algorithm, the three centralities and distances 

are measured to compute each user's objective function in the network. This process's total 

computational time is O(4*n) ≈ O(n). Next, the coefficient vector 𝐴  and �⃗�  are measured 

that needed total O(n) computational time. Further, each user's position is updated either 

in a spiral updating position or in a shrinking encircling position, based on the reputation 

of other users, which required max (n) iterations.  Hence, the entire complexity of the 

proposed algorithm is O(n) + O(n) + max(n) ≈ O(n), that is linear.  

 

3.2.6 Why choose whale optimization algorithm in the social network? 

 

A nature-inspired meta-heuristic whale optimization algorithm superlatively fitted for our 

proposed model due to the following reason. 

 Various researchers recommend the whale algorithm for cracking the numerous 

problems [148]–[154]. This recommendation's motivating point is the social and 

intelligent behavior of whales that is somehow similar to human behavior. The sensing, 

learning, and communicating behavior of the whales are sturdy and robust compared 

to a human. Another most appealing feature of the whale is its bubble net attacking 

mechanism for probing the victim. In social network also, it is worth mentioning here 

that human is also eager to find a person having more reputation and prominence in the 

real world. Therefore, they try to follow the same pattern as supported by the whale. 

 Another worth mentioning reason is that in the whale optimization algorithm that there 

is a control parameter a, having value between -2 to 2. So, this control parameter is 

responsible for the convergences of the algorithm, i.e., as the total number of users in 

the network increases gradually, the control parameters' values also change 

accordingly, and the algorithm terminates as soon as it converges. 

 In the whale optimization algorithm, the optimal position of a whale for searching prey 

depends on another whale's relative position. Therefore, the position of the whale 

updated according to the uninformed, another whale agent. This movement's benefit is 
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that all the whales update their position optimally as the prey changes its position. In 

the social network, all users can also upgrade their position to identify the most 

significant opinion leader. 

 Whale optimization algorithm works on exploration and the exploitation phase that 

enables the users to search the opinion leaders locally in the community and globally 

in the social network. As the number of users increases gradually, the whole network 

is partitioned into the communities, and the whale algorithm permits to find the opinion 

leaders in each community concurrently. Hence, the overall computational complexity 

of the algorithm does not transform.  

 

3.2.7 Experiment and results 

 

In this section, the suggested algorithm has been implemented on both the real and 

synthesized dataset. Initially, both the dataset details are discussed, and next analyzed the 

datasets' statistics such as modularity and clustering coefficient. A software, Gephi 0.9.0, 

as a tool, is used for analyzing the social network dataset. Python 3.6 is used for 

implementing the proposed algorithm. Finally, the results are compared with the other 

standard SNA measures [155] to show the effectiveness of the proposed algorithm.  

 

3.2.7.1 Datasets  

 

3.2.7.1.1 Wiki-vote dataset 

 

The Wiki-vote dataset [156] is exploited as a real dataset with 7,115 nodes and 1,03,689 

links between the nodes as represented in Fig. 3.13(a). This dataset contains the 

information about the votes that one user has given to another user to promote leadership 

on Wikipedia. The average clustering coefficient of the network is 0.1409, and modularity 

is 0.424.   

3.2.6.1.2 Synthesized dataset 
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A synthesized dataset is also used to implement the proposed algorithms. The synthesized 

dataset is an undirected graph that includes a total of 100 nodes and 467 edges. The 

modularity of the network is 0.211, and the average clustering coefficient of the network 

is 0.1609. The network has a total of 17 strong triangles, and a direct link between two 

nodes represents the strong relationship. 

                                               

                     (a)                                                                                 (b) 

 

Fig. 3.13. Structure of dataset (a) wiki vote (b) synthesized   

 

The modularity of a network is the main feature to determine the strength of the partition 

of a network into different modules and clusters. The modularity is often used to identify 

the communities in the network. A network's modularity is the variation between the 

fractions of edges that fall within that cluster to the expected fraction and the number of 

edges with the same node degrees circulated randomly. The range of the modularity lies 

between -1 to 1. The modularity of the dataset is 0.424, i.e., the communities in the network 

have, somewhere, dense structure and having more number of edges as compared to the 

expected number of edges if the network generated randomly with the same number of 

node degrees.  

Clustering coefficient refers to the degree through which nodes are inclined to make a 

cluster in the network. The global clustering coefficient defines as the division of closed 

triplet (three edges) to the total number of open(two edges) and closed triplet. The range of 
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the clustering coefficient lies between zero and one. If there is no triangle in the graph, the 

clustering coefficient might be zero. The clustering coefficient of the dataset is 0.1409, i.e., 

there are no more closed triplets present in the network. In the dataset, the modularity is 

high, and low clustering coefficient, i.e., the nodes having a high density in the 

communities but having the bare association with the other nodes in the different 

communities. It depends upon the network topology and dynamics that what type of nature 

is exhibit by the network. So, the modularity and clustering coefficient both represent the 

clustering behavior of the network in different aspects.  

The proposed methodology is implemented on two datasets; the Wiki-vote dataset is a  real-

world dataset, while the other one is the synthesized dataset.  The primary reason behind 

choosing the dataset is that both datasets follow the power law and scale-free properties of 

social networks [157]. A rich-get-richer model uses the probabilistic approach to 

implement the power law in a newly added node, with probability p, chooses a node 

randomly. The nodes expand new relations in proportion to how many they already have, 

i.e., some nodes end up with many more relationships than others. In the wiki-vote dataset, 

even the entire user’s vote and admin vote has equal weight; yet, the current admin has a 

higher probability to leverage the power of their network so that they can take control over 

the entire network. So, the wiki-vote dataset depicts the generalized structure of the social 

network. Some nodes have a higher degree in the synthesized dataset due to homophily 

and stable triangles, while other nodes have a lower degree. If a new node is added to the 

network, there is a higher probability that the higher degree node may grab the new node. 

Therefore, both the datasets exemplify the general structure of the social network. 

The real dataset has some missing values, and for handling those missing values, the 

attribute mean value method is used in which the unknown values are filled by the attribute 

mean of the identified values. Next, the closeness centrality, betweenness centrality, degree 

centrality, and clustering coefficient for each user are calculated. The distance D between 

the users in the network is also measured. Further, each user's objective function in the 

network is evaluated and applied the proposed algorithm to find out the optimal minimum 

distance between the users. Whenever the distance between the users is changed, the 
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objective function is evaluated based on centrality and distance value, as discussed in the 

previous section. The range of the objective function varies between [0, 1]. Different 

standard benchmarks functions [158] are used for optimization associated with a whale 

optimization algorithm to find the minimum optimized distance. The description of the 

optimization function is represented in Table 3.9. 

 

Table 3.9. Standard benchmark optimization functions 

Function 

name 
Description Range 

Dixon-price 

function 
𝑓(𝑥) = (𝑥1 −  1)2 + ∑𝑖 (2𝑥𝑖

2 − 𝑥𝑖−1)
2

𝑑

𝑖=2

 

xi ϵ [-10, 10] 

for ∀ i =1, ..., d 

Beale function 
𝑓(𝑥) = (1.5 − 𝑥1 + 𝑥1𝑥2)

2 + (2.25 − 𝑥1 + 𝑥1𝑥2
2)2   

+  (2.625 − 𝑥1 + 𝑥1𝑥2
3)2 

xi ϵ [-4.5, 4.5] 

for ∀ i =1, 2 

Drop wave 

function 𝑓(𝑥) = − 
1 + 𝑐𝑜𝑠(12√(𝑥1

2 + 𝑥2
2 )

0.5(𝑥1
2 + 𝑥2

2) + 2
 

xi ϵ [-10, 10] 

for ∀ i =1,…, d 

Three hump 

camel function 𝑓(𝑥) =  2𝑥1
2 +  2𝑥1

4 + 
𝑥1

6

6
+ 𝑥1𝑥2 + 𝑥2

2 

xi ϵ [-10, 10] 

for ∀ i =1, 2 

Bukin 

function 
𝑓(𝑥) = 100 √| 𝑥2 −  0.01𝑥1

2 |   + 0.01| 𝑥1 + 10 | 

xi ϵ [-10, 10] 

for ∀ i =1, 2 

Matyas 

function 
𝑓(𝑥) = 0.26 (𝑥1

2 + x2
2 ) − 0.48 x1x2 

xi ϵ [-10, 10] 

for ∀ i =1, 2 

Easom 

function 
f(x) =  − cos(x1) cos(x2)e

(−(x1−π)2−(x1−π)2) 

xi ϵ [-10, 10] 

for ∀ i =1, 2 

Ackley 

function 

f(x) =  −a exp (−b √
1

d
∑ xi

2d
i=1 )  −

 exp (√
1

d
∑ cos (cxi)

d
i=1 ) +  a + exp (1) 

xi ϵ [-10, 10] for ∀ i 

=1, …, d and a=20, 

b=0.2 and c=2π 

Bohachevsky 

function 
f(x) = xi

2 + 2xi
2 − 0.3 cos(3πx1) − 0.4 cos(3πx2) +  0.7 

xi ϵ [-10, 10] 

for ∀ i =1, 2 

Mccormick 

function 
f(x) = sin(x1 + x2) +  (x1 − x2)

2 −  1.5x1 +  2.5x2 +  1 

xi ϵ [-10, 10] 

for ∀ i =1, 2 
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3.2.7.2 Results 

 

A separate practice is performed for each optimization function and also produced a 

separate outcome to check the performance individually. Once the community partitioning 

operation is completed on both the dataset, it is observed that the synthesized and real 

datasets have a total of 5 and 24 communities, respectively. Next, the proposed social 

network-based whale optimization algorithm is performed on both the datasets and 

measured the opinion leaders in each community separately and globally. Further, ranked 

the top-10 opinion leaders having the maximum reputation based on ten benchmark 

optimization functions and standard centrality measures after normalization on both the 

datasets, respectively, as shown in Table 3.10 and Table 3.11.  

In both the Tables, each user's global minima is calculated using a standard benchmark 

optimization function. The global minima are used for calculating the reputation of the 

user. Here, only top-10 opinion leaders are discussed with their several centrality measures 

and reputation obtained. In this analysis, it is worth mentioning to state which techniques 

are better or worst for identifying the opinion leader. For example, in column 2 of Table 

3.10, node #62 having ranked one with a reputation of 0.45548 for the synthesized dataset; 

So, node #62 is the top opinion leader according to the ‘Easom’ function. Similarly, in 

column Table 3.11, node #4482 has a reputation of 0.87981 and secured the real dataset's 

top position. 

 

Table 3.10. Top-10 opinion leaders with the highest reputation r using standard benchmark 

optimization functions and standard centrality measures on the synthesized dataset 

Rank 
Node 

id 
Easom 

Node 

id 
Ackley 

Node 

id 
Matyas 

Node 

id 
Bukin 

Node 

id 
Beale 

Node 

id 

Dixon 

price 

Node 

id 

Three 

hump 

camel 

1 62 0.45548 23 0.21156 49 0.44322 10 0.2213 24 0.66254 86 0.52014 25 0.62541 

2 72 0.45547 58 0.21155 83 0.44321 45 0.22129 74 0.66253 59 0.52013 46 0.6254 

3 28 0.45547 47 0.21154 15 0.4432 75 0.22128 48 0.66252 43 0.52012 34 0.62539 

4 74 0.45546 62 0.21153 93 0.44319 57 0.22127 42 0.66251 6 0.52011 85 0.62538 
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Table 3.11. Top-10 opinion leaders with the highest reputation r using standard benchmark 

optimization functions and standard centrality measures on the real dataset 

 

5 48 0.45544 29 0.21152 80 0.44319 68 0.22126 26 0.6625 42 0.5201 62 0.62537 

6 13 0.45544 53 0.21152 61 0.44317 73 0.22125 66 0.66249 10 0.52009 18 0.62536 

7 70 0.45543 41 0.2115 44 0.44316 98 0.22124 83 0.66248 8 0.52008 37 0.62535 

8 42 0.45542 43 0.21149 85 0.44315 22 0.22123 37 0.66247 37 0.52007 36 0.62534 

9 34 0.45541 21 0.21148 9 0.44313 39 0.22122 24 0.66246 16 0.52006 10 0.62533 

10 81 0.455 4 0.21148 131 0.44313 44 0.22121 11 0.66245 77 0.52005 8 0.62532 

Rank 
Node 

id 

Drop 

wave  

Node 

id 

Boha

chevs

ky 

Node 

id 

Mcco

rmic

k 

Node 

id 
BC  

Node 

id 
DC 

Node 

id 
CC 

Node 

id 
EV 

Node 

id 
PR 

1 74 
0.71

025 
99 

0.42

213 
89 

0.82

139 
62 

0.41

244 
74 

0.69

521 
74 

0.71

452 
19 

0.38

547 
74 

0.74

235 

2 72 
0.71

024 
10 

0.42

212 
12 

0.82

138 
44 

0.41

243 
25 

0.69

52 
28 

0.71

451 
91 

0.38

546 
83 

0.74

234 

3 57 
0.71

023 
74 

0.42

211 
35 

0.82

137 
7 

0.41

242 
18 

0.69

519 
25 

0.71

45 
12 

0.38

545 
32 

0.74

233 

4 62 
0.71

022 
91 

0.42

21 
6 

0.82

136 
28 

0.41

241 
10 

0.69

518 
18 

0.71

449 
74 

0.38

544 
18 

0.74

233 

5 29 
0.71

022 
28 

0.42

209 
10 

0.82

136 
25 

0.41

24 
28 

0.69

517 
10 

0.71

448 
15 

0.38

543 
43 

0.74

231 

6 47 
0.71

02 
33 

0.42

208 
12 

0.82

134 
10 

0.41

239 
25 

0.69

516 
50 

0.71

447 
46 

0.38

542 
10 

0.74

23 

7 29 
0.71

019 
21 

0.42

207 
28 

0.82

133 
34 

0.41

238 
25 

0.69

516 
11 

0.71

446 
13 

0.38

542 
28 

0.74

229 

8 41 
0.71

018 
7 

0.42

206 
2 

0.82

132 
78 

0.41

237 
86 

0.69

514 
12 

0.71

445 
6 

0.38

54 
25 

0.74

228 

9 85 
0.71

018 
62 

0.42

205 
19 

0.82

132 
74 

0.41

235 
2 

0.69

513 
95 

0.71

444 
26 

0.38

539 
12 

0.74

228 

10 82 
0.71

016 
90 

0.42

204 
69 

0.82

13 
12 

0.41

235 
53 

0.69

513 
25 

0.71

443 
94 

0.38

539 
86 

0.74

226 

Ran

k 

Node 

id 
Easom 

Node 

id 
Ackley 

Node 

id 
Matyas 

Node 

id 
Bukin 

Node 

id 
Beale 

Node 

id 

Dixon 

price 

Node 

id 

Three 

hump 

camel 

1 
448

2 

0.8798

1 

448

2 

0.5235

2 

448

2 

0.7425

1 

448

2 

0.6852

3 

448

2 

0.6113

8 

448

2 

0.8214

3 

448

2 

0.6458

2 
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Next, the top opinion leaders are assessed with each community's maximum reputation on  
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763 
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5 

212
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212
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3 
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8 
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8 
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3 
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4 

130

8 
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5 

130

8 

0.6851

9 

212

3 
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8 

130

8 
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6 

130

8 

0.6457

7 

4 
338

9 

0.8797

5 
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9 
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2 

186

9 

0.7424
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3 
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8 
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8 

186

9 
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5 
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9 
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3 
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763 
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8 
763 
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5 

671

3 
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7 

212

3 

0.8213

1 
763 
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6 763 
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338

9 
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5 

338
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0 

530

2 
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763 
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338
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299
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0.5228

9 

229

0 
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2 

229

0 

0.6850

9 
75 

0.6109

2 

229

0 

0.8212

6 

229

0 

0.6457

0 

8 
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3 
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9 
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3 

0.5228

4 

671

3 
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9 
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3 
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7 

338

9 

0.6108

9 

671

3 
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1 

671

3 
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7 

9 
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2 

0.8796

5 
75 
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2 

530

2 

0.7422

1 
75 
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3 

186

9 

0.6108

7 

530

2 

0.8211

9 

311

0 

0.6456

1 

10 75 
0.8796

1 

311

0 

0.5227

9 

311

0 

0.7421

6 

311

0 

0.6850

1 

299

0 

0.6108

6 

311

0 

0.8211

6 

530

2 
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8 

Ra

nk 

Node 

id 

Drop 

wave  

Node 

id 

Boha

chevs

ky 

Node 

id 

Mcco

rmick 

Node 

id 
BC  

Node 

id 
DC 

Node 

id 
CC 

Node 

id 
EV 

Node 

id 
PR 

1 4482 
0.71

224 
4482 

0.55

894 
4482 

0.71

003 
4482 0.57 4482 

0.77

255 
4482 

0.40

264 
4482 

0.63

66 
4482 

0.37

798 

2 1308 
0.71

223 
1308 

0.55

893 
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0.70

998 
2123 

0.56
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2123 

0.77

253 
763 

0.40

263 
2123 

0.63

66 
1869 

0.37

796 

3 2123 
0.71

220 
2123 

0.55

891 
2123 

0.70

997 
1308 

0.56

998 
1308 

0.77

251 
2123 

0.40

263 
1308 

0.63

66 
1308 

0.37

795 

4 1869 
0.71

217 
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890 
763 

0.70

995 
1869 

0.56
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1869 

0.77

251 
1308 

0.40

262 
75 

0.63

65 
3389 

0.37

794 

5 763 
0.71

215 
763 

0.55

889 
1869 

0.70

993 
763 

0.56

997 
763 

0.77

25 
6713 

0.40

261 
763 

0.63

65 
2123 

0.37

793 

6 3389 
0.71

211 
3389 

0.55

888 
2990 

0.70

991 
3389 

0.56

996 
3389 

0.77

249 
5302 

0.40

261 
3389 

0.63

65 
763 

0.37

792 

7 2990 
0.71

209 
2990 

0.55

886 
6713 

0.70

990 
2290 

0.56

995 
2290 

0.77

249 
3389 

0.40

26 
2990 

0.63

65 
2990 

0.37

791 

8 6713 
0.71

208 
6713 

0.55

885 
75 

0.70

988 
6713 

0.56

995 
6713 

0.77

248 
75 

0.40

259 
6713 

0.63

65 
6713 

0.37

791 

9 5302 
0.71

205 
75 

0.55

883 
5302 

0.70

985 
5302 

0.56

994 
3110 

0.77

247 
1869 

0.40

259 
1869 

0.63

65 
5302 

0.37

79 

10 3110 
0.71

204 
3110 

0.55

882 
3110 

0.70

984 
3110 

0.56

993 
5302 

0.77

246 
4910 

0.40

257 
3332 

0.63

65 
75 

0.37

789 
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a synthesized and real dataset. As discussed earlier, that synthesized and real dataset has 5 

and 24 communities, respectively. Again, the ten benchmark optimization functions are 

used to measure the reputation and also calculated various centrality measures for each 

user in every community. After calculating the normalized reputation and centrality 

measure, the top opinion leaders in each community for the synthesized and real dataset 

are shown in Table 3.12 and Table 3.13, respectively. For example, in Table 3.12,  node 

#72 is considered the top opinion leader for community #2 based on the ‘Easom’ 

optimization function, i.e., node #72 having a higher reputation synthesized dataset. 

Similarly, in Table 3.13, node #321 is considered a top opinion leader in community #1 

based on the ‘Easom’ optimization function.      

 

Table 3.12. A top opinion leader in each community having the highest reputation r using 

standard benchmark optimization functions and centralities measures on the synthesized 

dataset 

 

Table 3.13. A top opinion leader in each community having the highest reputation r using 

standard benchmark optimization functions and centralities measures on the real dataset 

 

 

Community Easom Ackley Matyas Bukin Beale 
Dixon 

price 

Three 

hump 

camel 

Drop 

wave 

Bohac

hvsky 

Mccormic

k 
BC DC CC EV PR 

1 62 23 93 68 48 86 125 74 91 10 62 74 74    15 32 

2 72 58 80 10 14 43 46 72 12 89 44 25 28 19 74 

3 28 47 49 45 26 43 34 57 99 12 7 18 25 91 9 

4 74 62 83 75 24 6 85 62 10 35 28 10 18 12 18 

5 48 29 15 57 74 42 62 12 74 6 25 28 5 74 11 

Commu

nity 
Easom Ackley Matyas Bukin Beale 

Dixon 

price 

Three 

hump 

camel 

Drop 

wave 

Bohache

vsky 

Mccor

mick 
BC DC CC EV PR 

1 321 321 1089 765 923 1089 3422 3098 2286 275 745 321 3066 2331 1089 

2 3389 3389 3389 3389 3389 2005 3389 3389 3389 3389 3389 5342 3389 3276 118 
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The execution of the whale algorithm optimization process is represented using different 

optimization functions. The graphical illustration of the global minima test function, often 

known as the optimization function, is used during the social network-based whale 

optimization algorithm, as shown in Fig. 3.14. Each function is a continuous unimodal or 

multimodal function represented in 2-D space. A unimodal test function has only one 

mode, while a multimodal test function has more than one mode. Each graph of Fig. 3.14(a-

j) captures the global minima in the subspace-based on its mathematical expression, and 

the x-axes indicate the input range in the interval [-10, 10], and y-axes indicate the value 

of f(x). Therefore, each graph presents a specific outcome viewpoint for the social network-

based whale optimization algorithm. 

3 165 3033 165 659 1004 165 2238 738 3033 472 6345 165 165 3033 3033 

4 6713 6713 6713 6713 6713 6713 6713 6713 6713 6713 6713 6713 6713 6713 6713 

5 5983 683 592 3875 2285 186 24 186 683 5983 24 24 186 1522 24 

6 1522 2640 72 1522 1522 72 2640 72 2640 744 72 1522 72 72 72 

7 3110 3110 3110 3110 3110 3110 4434 3110 3110 3110 3110 4434 4434 3110 3110 

8 75 75 694 75 75 1693 2529 75 75 75 694 75 75 694 377 

9 2268 4430 2268 2268 1975 2268 4430 1975 1975 2268 4430 2268 4430 2268 2268 

10 1869 1869 1869 3358 1869 1869 1869 1869 1869 1869 3358 1869 1869 1869 1869 

11 763 763 763 763 763 763 763 763 763 763 763 763 763 763 763 

12 1373 1373 1373 1373 1373 3360 1373 1373 173 1373 1373 1373 1373 1373 1373 

13 2069 2069 2069 2069 522 522 2069 522 522 2069 522 522 522 2069 2069 

14 4482 4482 4482 4482 4482 4482 4482 4482 4482 4482 4482 4482 4482 4482 4482 

15 3398 3398 3398 3398 368 368 368 3398 368 3398 368 3398 368 853 3398 

16 3968 725 1196 1196 2784 1196 2784 3968 2784 3968 2784 1196 2784 3968 992 

17 2990 2990 2290 2290 2990 2290 3318 2290 2290 2990 2990 3318 2990 2990 2990 

18 1308 1308 1308 1308 1308 1308 1308 1308 1308 1308 1308 1308 1308 1308 779 

19 5589 6439 5589 6439 6439 6439 6439 5589 5589 6439 5589 6439 6439 6439 6439 

20 149 2004 149 149 5593 149 149 1905 149 149 149 149 149 2004 2004 

21 5302 5302 5302 666 5302 5302 5302 5302 666 5302 5302 5302 5302 666 666 

22 3029 4729 3889 2748 4729 4729 4729 3089 39 3869 1984 1578 6823 387 2748 

23 2123 2123 2123 2123 2123 2123 2123 2123 2123 2123 2123 2123 2123 2123 2123 

24 47 47 338 47 338 5782 5782 47 5782 5782 47 3372 47 5731 47 
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(a)                                                (b)                                          (c) 

              
                  (d)                                                (e)                                         (f) 

                                     
                  (g)                                               (h)                                            (i) 

 
                    (j)    

      

Fig. 3.14. Whale optimization algorithm execution  using (a) Easom function, (b) Ackley 

function, (c) Matyas function, (d) Bukin function, (e) Beale function, (f) Dixon price 

function, (g) three hump camel function, (h) Drop wave function, (i) Bohachevsky 

function, (j) Mccormick function 
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Fig. 3.15. Total number of opinion leader identified by standard benchmark functions and 

SNA measures in each community in the real dataset 

 

Furthermore, it is identified that the total number of opinion leaders varies in each 

community measured by standard benchmark optimization functions and SNA measures, 

as shown in Fig. 3.15. It is observed that the social network based whale optimization found 

out the more users who have a high reputation in the network. For the real dataset, 

‘Matyas,’ ‘Three hump camel,’ and ‘Drop wave’ function produced better results and 

identified the highest number of opinion leaders in most communities.  

In this experiment, It is also investigated that as the control parameter's value changed, the 

total number of opinion leaders identified by each optimization method is too assorted. Fig. 

3.16 shows the total number of adopted opinion leaders by each optimization methods 

defined as the value of the control parameter varies from 0 to 2. It is experiential that the 

value of the control parameter depends on the total number of iterations. If the whole 

number of repetitions is too high, the control parameter's value is also too high. It is also 

pointed out that if the control parameter value is one, it identified the maximum number of 

opinion leaders for each optimization function, i.e., a synchronized balance needed 

between the total number of iterations and control parameter. For example, when the value 

of the control parameter is one, ‘Matyas,’ ‘Drop wave,’ and ‘Easom’ are the top-3 functions 
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that identified the maximum number of opinion leaders. In contrast ‘Beale’ function 

identified the minimum number of opinion leaders in the real dataset. 

 

 

Fig. 3.16. Total number of opinion leaders identified by different standard benchmark 

functions as the control parameter a, changes in real dataset 

 

For authorizing the validity of the algorithm, the results are compared with the other SNA 

measures used for the same dataset.  
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                                     (e)                                            (f)

                                         
                                    (g)                               (h) 

 
                                        (i)                                                                         (j) 

 

Fig. 3.17. Comparison of accuracy, recall, precision, and F1-score with different standard 

benchmark (a) Easom function, (b) Ackley function, (c) Matyas function, (d) Bukin 

function, (e) Beale function, (f) Dixon price function, (g) three hump camel function, (h) 

Drop wave function, (i) Bohachevsky function, (j) Mccormick function 

 

Sometimes, it may be possible that the traditional SNA measures provide better results as 

compared to advance approaches, depending upon the type of network structure. Also, the 

implementations of SNA measures also relatively straightforward and understandable, but, 

empirically, it is observed that as the size of the dataset grows gradually, these measures 

0.00

0.20

0.40

0.60

0.80

1.00

BC DC CC PR EV Proposed

Accuracy Recall Precision F1-score

0.00

0.20

0.40

0.60

0.80

1.00

BC DC CC PR EV Proposed

Accuracy Recall Precision F1-score

0.00

0.20

0.40

0.60

0.80

1.00

BC DC CC PR EV Proposed

Accuracy Recall Precision F1-score

0.00

0.20

0.40

0.60

0.80

1.00

BC DC CC PR EV Proposed

Accuracy Recall Precision F1-score

0.00

0.20

0.40

0.60

0.80

1.00

BC DC CC PR EV Proposed

Accuracy Recall Precision F1-score

0.00

0.20

0.40

0.60

0.80

1.00

BC DC CC PR EV Proposed

Accuracy Recall Precision F1-score



Chapter 3: Opinion leader identification using the nature-inspired meta-heuristic optimization algorithms 

 

 

 

99 

 

take too much execution time. In the case of the real dataset, the size of the dataset is too 

large, and it is detected that the proposed approach is better than the other SNA measures. 

For example, in Fig. 3.17(a), six different bar clusters has made; the first bar cluster for 

betweenness centrality, second bar cluster for degree centrality, third bar cluster for 

closeness centrality, fourth bar cluster for page rank, fifth bar cluster for eigenvector 

centrality, and sixth bar cluster for a proposed approach using Easom optimization 

function. 

Similarly, in each part, the same procedure applied in which the sixth bar cluster indicates 

the proposed approach's outcome value using different optimization functions. It is 

evaluated that the proposed approach is better in every part. It is also observed that these 

optimization functions might not always produce better results for all types of datasets 

because network structure, user’s characteristics, types of relationships, and network 

dynamics also change in the various networks.  From the above result, it is inferred that 

 

 

Fig. 3.18. Comparison of computational time with different standard benchmark 

optimization function on the real and synthesized datasets 

the proposed algorithm is better than other SNA measures in terms of accuracy, precision, 

recall, and F1-score using all the optimization techniques that are used in the whale 

optimization algorithm. In this study, it is also analyzed that the total computational time 

needed by the proposed algorithm for executing the entire process in both the datasets is 

also very less as compared to standard SNA measures, as shown in Fig. 3.18. 
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Table 3.14. Comparison between proposed and other community detection methods for 

real and synthesized dataset 

 

 

3.2.8    Performance of social network based whale optimization algorithm  

 

The Social Network based Whale Optimization Algorithm (SNWOA) has stronger 

steadiness, a quicker rate of convergence, and more accuracy as compared to other nature-

inspired meta-heuristic algorithms used for identifying the opinion leaders. In the previous 

work, the opinion leaders are determined using the firefly algorithm in each community 

locally and in the social network globally. Each algorithm has its features and dynamics to 

solve a particular real-world problem, and no algorithm is appropriate for solving all issues. 

So, both the algorithms are analyzed based on diffusion rate, convergence rate, accuracy, 

Parameter

s 

Louvain InfoMap FastGreedy Walktrap Makov cluster Proposed 

Real 
Synth

esized 
Real 

Synthe

sized 
Real 

Synt

hesiz

ed 

Real 
Synthe

sized 
Real 

Synthe

sized 
Real 

Synthe

sized 

Total 

number of 

nodes 

7115 100 7115 100 7115 100 7115 100 7115 100 7115 100 

Modularity 0.424 0.211 0.455 0.265 
0.40

2 
0.11

5 
0.395 0.112 0.435 0.226 0.398 0.187 

Node 

attribute 

similarity 

0.618 0.264 0.625 0.258 
0.58

5 
0.28

9 
0.652 0.274 0.624 0.281 0.518 0.255 

Common 

neighbor 

similarity 

0.775 0.472 0.712 0.452 
0.76

9 
0.48

3 
0.721 0.466 0.684 0.479 0.662 0.459 

Total 

running 

time (in 

sec.) 

538 16.2 520 14.5 526 14.7 548 17.3 563 18.8 506 12.7 

Average 

community 

density 

0.856 0.526 0.956 0.556 
0.75

8 
0.49

3 
0.834 0.519 0.795 0.512 0.699 0.471 
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micro-average precision, and macro-average precision. The diffusion rate determines how 

quickly the information spreads in the network over a while. The convergence rate 

determines the speed of an algorithm, i.e., the total number of iterations needed to reach 

the prescribed limit. If the rate of convergence is higher, fewer iterations are required for 

obtaining the outcome. Accuracy determines how many users in the dataset correctly 

classify as opinion leaders based on network ground-truth. In Micro-average precision, the 

individual true positive, false positive, and false negative are added to the network for 

different groups and then perform the mathematical operation for measurement. Now, both 

the algorithms are compared based on the mentioned parameters in Table 3.15. In this table, 

it is analyzed that the whale optimization algorithm offered better results as compared to 

the firefly algorithm for both real and synthesized datasets.   

 

Table 3.15. Comparison of whale optimization algorithm with a firefly optimization 

algorithm for real and synthesized dataset 

Characteristics 

Whale optimization Firefly optimization 

Real 

dataset 

Synthesized 

dataset 

Real 

dataset 

Synthesized 

dataset 

Diffusion rate 0.458902 0.689038 0.397801 0.667945 

Rate of 

convergence 
5.008622 7.075989 4.654073 6.080763 

Accuracy 0.862859 0.830117 0.790865 0.775116 

Micro-average 

precision 
0.920762 0.845836 0.860782 0.790443 

Macro-average 

precision 
0.918915 0.820814 0.849801 0.770679 

 

The average error value achieved by both the algorithms is also compared for each 

optimization functions. The average error value is the average of all the deviations between 

actual and measured optimum value delivered in each iteration. The main reason behind 

this error is the initial value of the coefficients and parameters that are chosen for the 
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function. If the initial value of the coefficients and parameters are too high, it may lead to 

distance from the optimal solution. The size of the network also matters for finding the 

optimal solution in the case of metaheuristic. Table 3.16 discovered that the ‘Matyas’ 

optimization function offered better results, i.e., produced lower average error value while 

the ‘Dixon-price’ function offered worst results, i.e., produced higher average errors value 

for the whale optimization algorithm. In the firefly algorithm for the same dataset, the 

‘Three hump camel’ and ‘Drop wave’ function provided the best and worst results, 

respectively.   

 

Table 3.16. Averaged errors value achieved by whale and firefly algorithm for each 

optimization functions 

Function 

Whale optimization Firefly optimization 

Real 

dataset 

Synthesized 

dataset 
Real dataset 

Synthesized 

dataset 

Dixon-price 0.086769 0.099761 0.112519 0.132512 

Beale 0.070056 0.081583 0.115628 0.135262 

Drop Wave 0.076858 0.082035 0.116253 0.135541 

Three hump 

camel 
0.075164 0.080089 0.105843 0.121514 

Bukin 0.078902 0.087005 0.109347 0.130054 

Matyas 0.074678 0.079982 0.107774 0.123995 

Easom 0.078766 0.085021 0.110025 0.124557 

Ackley 0.080067 0.092102 0.108432 0.128947 

Bohachevsky 0.081005 0.094580 0.110584 0.133802 

Mccormick 0.081740 0.093958 0.115444 0.134440 

 

Further, both algorithms' average running time for each optimization function is also 

compared, as shown in Table 3.17. In this table, it is found that all the optimization 

functions except ‘Beale’ and ‘Bukin’ consumed less time for the whale optimization 

algorithm as compared to the firefly algorithm. Therefore, in a nutshell, it is inferred that 
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the proposed social network-based whale optimization algorithm is better than the firefly 

algorithm in almost all the features.  

 

Table 3.17. Averaged running time (in sec.) attained by whale and firefly algorithm for 

each optimization functions 

 

Function 

Whale optimization Firefly optimization 

Real 

dataset 

Synthesized 

dataset 
Real dataset 

Synthesized 

dataset 

Dixon-price 89 9 93 10 

Beale 91 9 87 8 

Drop Wave 83 8 88 9 

Three hump 

camel 
85 8 91 8 

Bukin 87 9 85 9 

Matyas 85 8 88 9 

Easom 86 8 90 9 

Ackley 89 9 92 9 

Bohachevsky 91 9 97 10 

Mccormick 86 8 91 9 

 

 

3.3 Chapter summary 

 

In this chapter, two nature-inspired algorithms are addressed to find the practical and 

optimal opinion leaders in the different online social networks. In the firefly algorithm, 

initially, the communities are identified using the modified Louvain community 

partitioning algorithms in which the concept of clustering coefficient is associated to find 

out the communities. Next, the local and global opinion leaders are discovered using the 

firefly algorithm that produces a better result than other SNA measures. The result indicates 

that the algorithm finds the optimal opinion leader. Further, a new social network based 
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nature-inspired whale optimization algorithms explained with different standard 

benchmark optimization functions to identify the top-N opinion leaders in the social 

network. Initially, the objective function for each user using their distance and centrality is 

measured. Next, the community partitioning algorithm is implemented to determine the 

communities in the datasets. Further, the whale optimization technique applied with 

different optimization to estimate the top-10 opinion leader at the local and global stage. 

The proposed algorithms' main asset is that as the number of users increases, the 

algorithm's accuracy and efficiency also increase because more information about the other 

user’s vector position is accumulated. 

There are lots of further dimensions suggested by both approaches. The first one is 

exploring the other nature-inspired algorithm [159], [160] that might yield better 

performance and accuracy. Another one is to investigate users' other unique characteristics 

such as social status, culture, financial background, technical knowledge, experience, trust 

value [161], relationship, global identity, and many more to find more precise and concise 

results for online social networks.  
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Chapter 4 

Recognition of opinion leader's coalitions for 

information diffusion: Game theory approach 

 

Game theory provides more irrefutable and concise information about human decisions 

using multiple optimal strategies. This chapter dealt with the opinion leader detection 

dilemma in the online social network with the evolutionary game theory approach. Section 

4.1 reveals the overview of the entire chapter. Section 4.2 gives details of game theory and 

a brief of Shapley value. Section 4.3 provides the details of a novel Game theory-

based Opinion Leader Detection (GOLD) algorithm to identify users with the maximum 

synergy declared as the coalition of opinion leaders. All the inventive and distinctive 

solution is defined to measures the individual payoff using the distance-based centrality 

parameter. Section 4.4 explains the calculation of Shapley value for each user to identify 

the maximum marginal contribution and determine each coalition's maximum synergy. The 

complexity of the entire procedure is illustrated in section 4.5. Section 4.6 demonstrates 

the description of the datasets along with their implementation outcomes. Finally, section 

4.7 concludes the summary of the entire chapter. 

 

4.1 Overview  

 

Game theory played a significant role in finding out the opinion leader in the social 

network. The action performed by one user affects the outcomes of another user that they 

intended to achieve. A game theory approach is logical learning of the strategic interaction 

of the coherent user. In the real-life, the users do not know whether their actions affect the 

other user's outcomes, but they must understand that they know their efforts. The game 

theory's primary assumption is that the user must be rational and attempted to maximize 

their payoff. The social network also adopted the game theory approach, in the same way, 
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to find the opinion leader in promoting and capitalizing on the growth of products in the 

real-world commercial market [162], [163]. Game theory also approaches beneficial to 

identify the different types of power centrality and relationships between the users in the 

social network [164], [165]. Various issues related to network privacy and security are also 

resolved by game theory approaches [166].    

For instance, consider a network with a total of 16 nodes, as shown in Fig.4.1. The top 

nodes with a higher degree centrality are v5, v7, v8, v11, and v14. Here, the node v2 with 

higher betweenness centrality and node v11with higher closeness centrality, but it is not the 

right approach to analyze the node's importance based on a single attribute. Only one or 

two nodes are not responsible for the information diffusion, and a set of nodes disseminate 

the information in the network.  

 

Fig. 4.1. Representation of synergetic coalition of nodes  

 

It is observed that the synergetic coalition of nodes (v2,v7, v11) could spread or stop the 

information dissemination depending upon circumstances. If any of the false information 

is flooded by any other node, the coalition of these nodes can easily shatter information 

propagation.        

 

4.2 Introduction of game theory 
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Game theory offers a prescribed, structured, organized, analyzed, and 

systematically evaluated scenario that includes some players and a set of rules followed by 

each player [167]. Players play the game according to the rules. Whenever the player 

chooses a strategy and performs an action, an outcome produces. There is a payoff 

associated with each strategy stroke and can be of the monetary or non-monetary type, i.e., 

in the form of happiness, joy, or completeness. There are also some predetermined rules to 

play a game, but either the player may change its plan, or the environment and conditions 

may change results insufficient desired payoff. An approach is called optimum if it 

increases the player's payoff in each move. So, some strategies move are exquisite and 

produce higher payoff. Game theory also follows the no-cheating phenomenon, i.e., no 

player can deceive other players in the game. So, it depicts the strategies that show how a 

player can win the game without any cheating [168], [169]. Game theory classified the 

game into two categories: Normal form game and Extensive form game. 

 

4.2.1  Normal form game 

 

There are a finite set of players in a normal form game, and each player has a limited set 

of strategies. A payoff function assigns some payoff to each player depending on the 

player's technique and another player's strategy. For example, in the Prisoner's Dilemma, 

two persons with their plans cooperate(C) and defeat (D). If any of the people change their 

policy, both lose their optimal payoff [170].   

 

4.2.2 Extensive form game 

 

An extensive form game is a well-formed tree is defined in which every player has 

information about the other players like their strategies, possible outcomes of a sequence 

of moves, payoff associated with all game results. The tree structure indicates the graphical 

representation of a player's decision at a specific moment. The tree structure includes a root 

node that represents nature to move and responsible for the starting of the game. Each leaf 
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node represents the n-tuple payoff vector that consists of the payoff associated with each 

player obtained at the end of the moves. Each node of the tree indicates the possible level 

of the game from which the player chooses its strategy for achieving the next level. Each 

edge of the tree depicts the possible action taken by the player at each level. Once a user 

reaches a particular level, the player uses a probability distribution function over an edge 

to get another stage. The tree's terminal nodes contain the final payoff associated with every 

player involved in the game and exemplify the game's ending [171], [172]. 

For example, two players A and B, play with two strategies X and Y, in Fig. 4.2. At the 

ending of the game, both players receive some payoff. If player A chooses strategy Y and 

player B adopts strategy X, the yield might be one for player A and two for player B. 

Similarly, if both the payer chooses the strategy Y, both get the payoff zero.   

 

Fig. 4.2. The trustor-trustee tree structure for extensive form game 

 

4.2.3 Shapley value 

 

Trust is a prominent feature that affects the degree of relationship and makes a strong or 

weak connection between the users. For calculating the trust among the users, the concept 

of Shapley value is used in the research [173]. The Shapley value measures the expected 

payoff obtained by the player in the coalition game theory. The Shapley value represents 

the contribution of the player in a coalition having n number of players [174]. In other 

words, it is defined as that if the group of people participated in a coalition and got some 

payoff, how the payoff divided among the players fairly.  Shapley's main advantage is to 

provide the expected marginal payoff based on the participation of the player in a game 
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[175], [176]. There are various ways to calculate the Shapley value with some constraints 

[177]. In this examination, a hypothesis is defined as whether all the players belong to the 

same coalition or are nearby to at-least x-neighbors in the coalition. The main reason 

behind this assumption is that in the real world also, users generally interact only with those 

persons who follow the same behavior as by them and likely to make a group with them. 

In this case, a game can be represented as (N, v) where N represents the total number of 

players in the game, i.e., N = {1, 2, 3, ..., n} while v indicates the function v ϵ R2n−1 served 

using Eq. (4.1). 

v =  {
0 if C = 0

{v ∈ C | |N(v) ∩ C| ≥ x} if C > 0
}                            … (4.1) 

It is evident that if deg(node) < x, all the node belongs to the same coalition otherwise 

divide the network into other coalitions. So this is required that the deg(node) ≥ (x+1) for 

more precise calculation. In the coalition game, every player has its valuable reserve, and 

once the player alliances in the game, it may produce some collective synergy that is higher 

or may be lower than the sum of their resource at time t. For example, if two players I and 

j have an individual payoff in a game, it is 3 and 2, respectively. Still, if both players collate 

in the game, the collective synergy might be six (multiplicative factor), which is higher 

than the sum of their payoff [178]. Therefore, Shapley value analyzed the contribution of 

each user once they come together and make a cluster. The Shapley value of an individual 

based on payoff can be represented using Eq. (4.2). 

SP(v) =  ∑
|C|!(n−|C|−1)!

n!

N−i

Cϵ1
  {v(C ∪  i) − v(C)}                     … (4.2) 

In the above equation {v(C ∪  i) − v(C)} represents the marginal payoff received by the 

user in a collation game C. Hence, the above equation depicts weight to the expected 

contribution.        

 

4.3 Proposed methodology  

 

The game theory approach is categorized into two forms; extensive and normal form, 

respectively. The extensive game theory form is used to generate a trustor-trustee tree 
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based on trust for implementing the proposed strategy. The trust and centrality measures 

are used to define the user characteristics in the network [179]. It is hypothesized that each 

user behaves like a player in the network. Trust and other centrality measures are 

considered attributes that help to compute the marginal contribution in the game.  

Initially, the degree of trust is measured based on the user's frequent interaction patterns. 

Trust can be unidirectional or bi-directional depends on user behaviors. If a person has 

some prior information or recommendation about past experiences and performance, it 

increases the degree of trust in another person [161], [180]. As discussed in chapter 3, trust 

is classified as direct, indirect, and recommended. In direct trust (DT), a user directly trusts 

another person without any influence. In contrast, in the case of indirect trust (IDT), a user 

trusts another person indirectly by others' impact. In the case of recommendation trust (RT), 

trust is derived from other people's recommendations based on their experiences.  

In this study, trust is considered a significant factor in establishing a relation between the 

users. Three collective psychological elements are considered Goodwill, Power, and 

Uprightness for measuring the user's fidelity. These three elements reflected the user's 

aggregate trustworthiness and replicated other users' willingness to establish a friendship. 

The pseudo-code for the trust score calculation is shown in algorithm 4.1. 

 

Algorithm 4.1: Trust Score calculation Algorithm 

Input: n number of users in the Social network. 

Output: Trust Score (TS) of node i, 1 ≤ i ≤ V 

Steps:  

1. TSi={0}; 

2. for all node i ϵ {V} do  

 Calculate Direct Trust (DT) of the node i 

 DT(vi) = ∑ α(nj)
jϵW(i)

   

Where W(i) is the set of neighbors of user i and α is the tunable balance 

parameters.  
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3.  If (DT(vi) > k ) then 

  TS1= DT(vi) 

  else 

  TS1= 0 

 end if; 

4. Calculate In-Direct Trust (IDT) of the node i 

 IDT(vi) = ∑ [α(nj) + (1 − α) ∑ CkkϵW(j)
jϵW(i)

] 

Where W(j) the set of neighbors of a neighbor of user i and  Ck is the local 

clustering coefficient of node k. 

4. if (IDT(vi) > l ) then 

  TS2= IDT(vi) 

 else 

  TS2= 0 

 end if; 

5. Calculate Recommendation Trust (RT) of the node i 

 Suppose a user received m number of recommendations from other  

 RT(vi) =  β + α ∑
Ai

Ḿj
outjϵW(i)

 RT(vj) 

Here, β is the tunable balance parameters, Ai is the adjunct matrix of the graph G 

w.r.t. node i and Ḿj
out is the out-degree of node j. 

6. if (RT(vi) > s) then 

  TS3= RT(vi) 

 else 

  TS3= 0 

 end if; 

 end loop; 

7. TSi = ∑ (TS1 + TS2 + TS3i∈N ) 

8. end; 
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In the above algorithm, three constant threshold variables k, l, and s are used such that (k, 

l, s) ϵ R and varies in the interval [0.5, 1) for all three types of trust, respectively. The 

threshold value of the entire three variables is network-specific and depends on network 

structure and dynamics. Once the trust is calculated, the next task is to calculate the Shapley 

value in a coalition. In a network, users made the coalition based on their shared interests, 

dyadic and triadic closure, strong and weak ties, and many other factors based on the 

network's nature [181], [182]. In this research, a new approach is proposed in which all 

possible combinations of the coalition of users are considered. Suppose the synergy of 

marginal contribution of the entire users in a coalition is higher than the amount of marginal 

contribution of users of any other group. All the users belong to that coalition considered 

as the opinion leaders in the network. In the same synergy, the coalition has the users with 

higher Eigenvector centrality considered for selection. The proposed approach is unique 

and has lots of potentials to present different variations based on various parameters.  

In the real world, it happens that some of the players in the game have no much experience 

and cannot portray the game accurately. Most of the time, they are betrayed by their peers 

and colleagues. An inexperienced player may make decisions based on the cunning 

movement made by other players. In some situations, there is a probability that the other 

player may also be influenced by the other player's strategy up to some extent and modify 

their actions according to them. Thus, considering the above facts, four alternatives are 

considered for computing the individual payoff.  

Solution 1: In this case both the player tries to persuade another player to accept or agree 

on their plan or change their strategy according to the plan of another player. Of course, 

each player is not readily getting the strategy of another player; therefore, there is a fixed 

payoff, called p, associated with each player, which is defined as follow: 

p = +x if the other player changed their plan 

p= -y if the other player unchanged their plan 

p=-x if the player changed their plan 

p= +y if the player unchanged their plan 

Thus, the payoff table for both the player A and B is as follow: 
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Payoff for player A 

 B unchanged plan B changed plan 

A unchanged plan 0 +y+x 

A  changed plan -x-y 0 

 

Payoff for player B     

 B unchanged plan B changed plan 

A unchanged plan 0 -y-x 

A  changed plan +x+y 0 

 

Therefore, the payoff matrices for both the player A and B are as follow: 

MA = [
0 +x + y

−x − y 0
]                                                 MB = [

0 −x − y

+x + y 0
] 

In the above case, it is observed that if the player A unchanged their plan, player B have 

two option either change or keep their plan. In both cases, the payoff would be –x-y and 0, 

respectively. So this is the best option to choose 0 instead of –x–y, i.e., another player 

unchanged their plan. The above discussion concludes that both the player would not get 

any payoff and keep their plan unchanged and never reaching on an agreement. Thus, 

another solution is provided in which both the player agreed on an intermediate solution.         

Solution 2:  In this solution, an intermediate solution is suggested called 'agreement', i.e., 

both the players do not change their strategies and consent to an intermediate solution. In 

this case, the fixed payoff p has introduced for both the player as follow: 

p= +i  if the other player modify their plan towards the intermediate solution 

p=-i if the player modify their plan towards the intermediate solution 

Thus, the payoff table for both the player A and B is as follow: 

Payoff for player A 

 B unchanged plan B changed plan B agree 

A unchanged plan 0 +y+x +y+i 

A  changed plan -x-y 0 -x+i 

A agree -y-i +x-i 0 
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 Payoff for player B     

 B unchanged plan B changed plan B agree 

A unchanged plan 0 -y-x -y-i 

A  changed plan +x+y 0 +x-i 

A agree +y+i -x+i 0 

 

Therefore, the payoff matrices for both the player A and B are as follow: 

MA = [

0 +x + y +i + y

−x − y 0 +i − x

−i − y −i + x 0

]     MB  =  [

0 −x − y −i − y

+x + y 0 −i + x

+i + y +i − x 0

] 

Again, in this case, It is observed that if the player unchanged their plan or agree on an 

intermediate solution, Player B has three alternatives, the first is to change the plan, the 

second is unchanged, and the third is to agree on an intermediate solution. In all the tree 

alternatives, the payoff for player B would be –y–x, 0, and –y–i, respectively. So the best 

option for player B is to choose payoff 0 and unchanged their strategy. It is analyzed that 

both the player's best choice is to unchanged their strategy and not receive any payoff. 

Thus, in this case, also both the player never ended with a proper solution and needed some 

better solution to obtain the optimal payoff. Therefore, another optimal solution is provided 

based on the centrality associated with the intermediate solution. 

Solution 3: In this solution, a new parameter is introduced called 'distance', say d, which 

signifies the mean centrality between the users. In the social network, centrality plays a 

crucial role in defining the importance of a node. The centrality of the user depends on the 

network dynamics and network structure. As the dynamics of the network changes, the 

centrality of the user also varies over time. It is evident that if the centrality of a user is far 

above the ground, a user is reachable and accessible by most of the other users easily and 

may influence them with their behavior and technical knowledge. In the proposed 

approach, BC, CC, DC, and Clustering coefficient Ci to define the distance dij between the 

users i and user j in the network using the Eq. (4.3). 
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dij = ∑ √
BCi∗CCi

DCi

2

n

iϵN−j

+ λCi + ρCj                                          … (4.3) 

In the above equation, both λ and ρ are the weighted coefficients which are used for 

balancing the distance d. the value of λ and ρ between [0, 0.5]. It is also found that, if the 

clustering coefficient of the user increases gradually, the distance between the users also 

increases. Now, the proposed payoff p for both the player A and B are as follow:    

p = +x if the other player changed their plan 

p = -y if the other player unchanged their plan 

p = -x if the player changed their plan 

p = +y if the player unchanged their plan 

p = +i+
1

d
  if the other player modify their plan towards the intermediate solution 

p = -i+
1

d
 if the player modify their plan towards the intermediate solution 

Thus, the payoff table for both the player A and B is as follow: 

Payoff for player A 

 B unchanged plan B changed plan B agree 

A unchanged plan 0 +y+x +y+i+
1

d
 

A  changed plan -x-y 0 -x+i+
1

d
 

A agree -y-i+
1

d
 +x-i+

1

d
 

2

d
 

 

 Payoff for player B     

 B unchanged plan B changed plan B agree 

A unchanged plan 0 -y-x -y-i+
1

d
 

A  changed plan +x+y 0 +x-i+
1

d
 

A agree +y+i+
1

d
 -x+i+

1

d
 

2

d
 

 

Therefore, the payoff matrices for both the player A and B are as follow: 
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MA = 

[
 
 
 
 
 0 +x + y +i + y +

1

d

−x − y 0 +i − x +
1

d

−i − y +
1

d
−i + x +

1

d

2

d ]
 
 
 
 
 

 

MB  =

[
 
 
 
 
 0 −x − y −i − y +

1

d

+x + y 0 −i + x +
1

d

+i + y +
1

d
+i − x +

1

d

2

d ]
 
 
 
 
 

 

In this case, it is analyzed that if both the player agreed on the intermediate solution, the 

payoff for the player is 
2

d
. Although this solution produced better results as compared to 

solution 3, again, the same problem occurred in which if any of the players unchanged their 

plan, another player may have three choices –y–x, 0, and –y–i+ 
1

d
 to take the payoff. So the 

best option for another player is to choose payoff 0 if (y+i) > 
2

d
 and agree on an intermediate 

solution. In the particular case, another player may receive the payoff of 0, if both the 

players changed or unchanged their plan simultaneously. So again, for overcoming this 

problem, a new solution is suggested along with the parameter d.   

Solution 4: In the real-world, it has been observed that it is not necessary that each time a 

user completely disagrees with the other player strategy. There is a probability that up to 

what level a player convinces another player with their plan. In this solution, again, a new 

parameter initiated called 'u', which signifies the degree of inducement in the game. Two 

probability ua and ub are defined that signifies the probability that up to what level, player 

A influences player B, and player B, respectively, influence player A. So, in this game, the 

payoff of each player is controlled by two parameters ua and ub. If player A is not able to 

influence player B, then the (1- ua) be the probability to receive the payoff. Now the payoff 

for both the player is defined as follow: 

Payoff for player A 

 B unchanged plan B changed plan B agree 
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A unchanged plan y((1- ub)-(1- ua)) y(1- ub) +xua y(1- ub)+i+
1

d
 

A  changed plan -xub -y(1-ua) x(ua- ub) -xub+i+
1

d
 

A agree -y(1-ua)-i+
1

d
 xua-i+

1

d
 

2

d
 

 

Payoff for player B 

 B unchanged plan B changed plan B agree 

A unchanged plan y((1- ub)-(1- ua)) -xub -y(1-ua) -y(1-ua)-i+
1

d
 

A  changed plan y(1- ub) +xua x(ua- ub) xua-i+
1

d
 

A agree y(1- ub)+i+
1

d
 -xub+i+

1

d
 

2

d
 

 

Hence, the payoff matrices for both the player A and B are as follow: 

MA = 

[
 
 
 
 
 y((1 − ub) − (1 − ua)) y(1 − ub)  + xua y(1 − ub) + i +

1

d

−xub  − y(1 − ua) x(ua − ub) −xub + i +
1

d

−y(1 − ua) − i +
1

d
xua − i +

1

d

2

d ]
 
 
 
 
 

 

MB  =

[
 
 
 
 
 y((1 − ub) − (1 − ua)) −xub – y(1 − ua) −y(1 − ua) − i +

1

d

y(1 − ub) + xua x(ua − ub) xua − i +
1

d

y(1 − ub) + i +
1

d
−xub + i +

1

d

2

d ]
 
 
 
 
 

 

In this case, it is found that if both the players do not change their plan, still both the player 

may get some payoff based on the parameters ua and ub with the constraints that 1>ub>0, 

1>ua>0. Similarly, if both the player agreed on the intermediate solution, the payoff may 

remain the same for all. Therefore the proposed solution motivates the player to plan their 

strategy and choose the next step accordingly. Suppose, at time t, both the player takes the 

decision based on the previous progress, the time progression needed to convince another 

player can be represented using Eq. (4.4) 

EA(t + 1) =  EA(t) + μ (EB(t) − EA(t))    if 0 < μ < 0.5                     …(4.4a) 
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EB(t + 1) =  EB(t) + η(EB(t) − EA(t))    if 0 < η < 0.5                     …(4.4b) 

In the above equation, both μ and η both are the configurable variables that lie between [0, 

0.5]. Finally, it is noticed that if  ua < (i +
1

d
), player A decides to take the decision' 

agreement' whatever the strategy is chosen by player B. Similarly, if ub< (i +
1

d
), player B 

chooses the decision agreement, whatever the plan is decided by player A.  

 

4.4 Calculation of synergy 

 

A network's synergy is defined as the combination of nodes' ability or power that produces 

more value than the separately two or more nodes can do.  A regular machine can do more 

productive work than another machine if all the machine components coordinate 

seamlessly with any mutual inference [178]. Likewise, in social networks, a coalition of a 

lesser number of organized people might produce more productive and innovative 

outcomes than a group of more disorganized people. The main phenomenon of synergy is 

based on structural holes in the network [183]. A structural hole is created when a single 

node connected with the vast network, and the same node also joined with another node 

related to an extensive network. These two nodes are the only medium through which 

information can pass from one group to another group. These nodes are responsible for 

sharing knowledge and communication [184]. Researchers suggested that these nodes have 

a high impact on network operations because they may simultaneously affect multiple 

links. In Fig. 4.3, consider the two networks having a node with a higher degree centrality 

(blue color node), and most of the other nodes connect with that node. If any node of a 

network needs to share information with another network, all the data might pass via this 

node, so this node plays a critical role in the synergetic coalition of networks.    
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Fig. 4.3. A synergetic coalition of two networks 

 

Two or more nodes are likely to be integrated when the merging outcome is hugely higher 

than expected. For measuring the synergy of the merger, we used Eigen centrality (EC) as 

the major component as the source node would attempt to merge with only those target 

nodes having a higher Shapley value.  So the synergy ωij of the merger of two nodes and 

total synergy of a coalition can be measured using Eq. (4.5) and Eq. (4.6). 

ωij = 
1

2
{(EC)i + (EC)j} ∗

1

2
∂{(SP)i + (SP)j }                              … (4.5) 

φ =  ∑ ∑  δ ∗x
j=i+1 

x

i=1 
(
ωij

x
)c                                           … (4.6) 

Where x is the total number of nodes in the coalition, c is the specific condition in which 

the user behaves, δ, and ∂ is the coordination rate that defines the coordination among the 

users. The value of c, δ and ∂ varies between 0 and 1. The flow chart of the proposed 

approach is shown in Fig. 4.4, and pseudo-code revealed in Algorithm 4.2. 
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Fig. 4.4. Flow chart of the proposed Game theory-based algorithm 



Chapter 4: Recognition of opinion leader's coalitions for information diffusion: Game theory approach 

 

121 

 

 

Algorithm 4.2: Game theory-based Opinion Leader Detection (GOLD)  

Input: n number of users with their degree of trust  

Output: a coalition of opinion leader  

Steps: 

1. Measure the degree of trust (Ti) for all nodes in the network 

S[] ←{0}; 

 for each node i ϵ {V} do 

 for j=1 to V  

    S[j] ←{Ti}; 

 end; 

2. Computed the conditional probability (pd) to connect with another node in trustor–

trustee tree based on Bayes theorem 

  pd(
Ti

Tj
) = 

pd(
Tj

Ti
) ∗ pd(Ti) 

pd(Tj)
 

  for j=1 to V  

     P[j] ←{pd}; 

 end; 

3. Calculate the Shapley value of each user using Eq. (4.2).  

 for j=1 to V  

    SP[j] ←{SPi}; 

end; 

4. Measure the user's marginal payoff using all the possible alternative solutions 1, 2, 3, 

and 4. 

5. Compute the synergy (SE) of all coalition using Eq. (4.5). 

6. If the synergy of two coalitions is equal, choose the coalition having the nodes with 

higher Eigenvector centrality.  

7. Rank all the coalition based on maximum synergy. 

8. Identify the top coalitions and find a list of opinion leaders. 
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4.5 Complexity of the algorithm 

 

The algorithm's complexity determines the total amount of time and memory needed for 

the implementation of the entire program for specified input. Here, two unique algorithms 

are anticipated; the former is addressed to calculate the degree of trust, and the later 

depicted the coalition's identification in the network. In the first algorithm, the direct, 

indirect, and recommended trust is measured based on goodwill's fundamental behavioral 

attributes. For measuring the direct trust, all nodes are considered directly connected with 

the root node. Hence the complexity of the direct trust is O(E). Next, for measuring the 

indirect trust, the depth-first search is used to measure the clustering coefficient of the node. 

Thus, the time complexity of indirect trust measurement is O(V+E). In the case of a 

recommended trust, the node's adjacency matrices are used to measure the 

recommendations suggested by its neighbors. So, the complexity of the recommended trust 

is O(V+E). Therefore, the overall time complexity of the algorithm is 

O(V+E)+O(E)≈O(V+E). 

In the case of game theory-based opinion leader detection, initially, the conditional 

probability of the nodes is calculated in the network based on Bayes' theorem. In this case, 

all the users are independent of each other; the action or decision taken by them is to depend 

on their acquaintance's actions. Therefore the time complexity of this procedure is O(V). 

Next, the Shapley value of each user is calculated in the coalition. The complexity of 

Shapley value calculation depends upon the type of input, i.e., how the input is given in the 

problem domain. As discussed earlier, it is assumed that either the user belonging to the 

same coalition or is contiguous to as a minimum x-neighbors who are in the coalition. 

Therefore, the time complexity to evaluate the Shapley value of each node is O(|V|+|E|).  

Further, a calculation is performed on the whole possible number of permuted coalitions 

to measure the probability that which permutation produces the highest synergy. The 

Shapley value and Eigenvector centrality are used to measure the synergy of each coalition. 

Thus, the time complexity to measure the synergy for each coalition is O(|V|2). Next, all 

the coalitions are ranked based on their synergy. This step's complexity is based on the 
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total number of coalitions, say e, identified in the network. So the time complexity of this 

step is O(e). Thus, the overall time complexity of the proposed method is O(|V|+|E|) + 

O(|V|2) + O(e) ≈ O(|V|2)     

 

4.6 Experimental analysis and results 

 

The two real networks are used; Wiki-vote and Bitcoin OTC trust weighted signed dataset. 

A network visualization tool, Gephi 0.9.2, is used for measuring the network parameters 

and analysis purposes [185]. Python 3.0 and Intel i7 multi-generation processors are used 

to obtain the experimental results [186]. Now, the detailed description of the datasets is as 

follows. 

 

4.6.1  Datasets 

 

4.6.1.1 Wiki-vote social network 

 

Wikipedia is a free information portal that provides various types of information for its 

users. Wikipedia allows the facility for its user to add new information and features under 

the supervision of administration. If the user wants to update any technical details on an 

issue, a request is delivered to the administrators, who have the right to update the 

information. If a user wants to become an administrator, an application of adminship gave 

to Wikipedia authority. The election of an administrator is either done by the community 

users or by the voting mechanism. The dataset contains all the voting information, 

including the total number of votes and the number of candidates participating in the 

election. The node in the dataset indicates the total number of users, while an edge from 

one user to another user depicts the user's voting choice. The dataset has a total of 7115 

nodes and 103689 edges. The density and average clustering coefficient of the network is 

0.002 and 0.081, respectively. Some structure holes are valuable to make a bridge between 

two or more huge clusters [187]. 

4.6.1.2  Bitcoin OTC trust weighted signed network 
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Bitcoin OTC trust weighted signed dataset is a trust-dependent network in which users 

trade the Bitcoin using a platform called Bitcoin OTC (Over-the-Counter) [188]. During 

Bitcoin trading, the customer's identity is hidden, so it is required to maintain a database of 

user's reputations to avoid any counterfeit and hazard. Such a network, also known as a 

who-trust-whom network, in which the user grades another user on the scale of -10(total 

distrust) to +10(absolute trust). It formed the web-of-trust network that has a total of 5881 

nodes that represent the users and a total of 35593 links that describe the user's trust grading 

on another user. The density and average clustering coefficient of the network is 0.002 and 

0.267, respectively. The geographical structure, degree centrality, and adjacency matrix of 

both the network are shown in Fig. 4.5.  

 

                       

(a) 

           

(b) 

Fig. 4.5. Geographical structure, adjacency matrix, and degree distribution of (a) Wiki-

vote network, (b) Bitcoin OTC trust weighted network 

 

4.6.2 Analysis and visualization of the experimental result 
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Now, the proposed algorithm is deployed on both the dataset. In the real world, it is found 

that trust is not considered as a discrete value, i.e., not in binary form (yes or no). So in the 

first step, the trust is measured among the user based on Algorithm 4.1. Initially, some 

degree of trust is assigned to each user based on their experience and knowledge. Further, 

a trustor-trustee tree is designed by randomly select a seed user and its subsequent 

neighbors iteratively. For measuring the trust, some parameters are used, say α and β, to 

obtain the optimal output. The value of parameters is decided based on experimental 

analysis.  

 
 

Fig. 4.6. Parameters value estimation for Wiki-vote dataset 

 

 

Fig. 4.7. Parameters value estimation for Bitcoin OTC trust weighted dataset  
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In Fig. 4.6 and Fig. 4.7, we found that at α=0.5, β=0.75, λ=0.4, and ρ=0.4, the proposed 

algorithm-generated only those opinion leaders who are significantly influencing the 

followers. Similarly, two weighted coefficients λ and ρ, whose value is also identified 

based on experimental analysis, measure the distance between the users.       

Next, the conditional probability between the users is measured using Bayes' theorem. To 

implement the game theory approach in the network, 100 units are initially assigned to 

each user. Four alternative solutions have projected to calculate the marginal contribution 

of each player in a game. Still, the fourth solution produced better results and took a lesser 

number of iterations as compared to other solutions. In Table 4.1, the top-5 coalitions are 

obtained from both the datasets and the total number of opinion leaders with their average 

marginal payoff.  

 

Table 4.1. Top-5 coalitions in the Wiki-vote and Bitcoin OTC trust weighted dataset 

Data set Coalition 
Total number of 

opinion  leaders 
Collective Synergy 

Wiki-Vote 

Dataset 

C1 382 278.45932 

C2 478 275.06345 

C3 684 270.48298 

C4 952 264.95834 

C5 1689 262.10047 

Bitcoin OTC trust 

weighted dataset 

C1 205 186.99605 

C2 380 185.26755 

C3 538 183.33674 

C4 884 180.38609 

C5 1087 176.19118 

 

In the social network, there are also some other SNA centrality measures to find the 

prominence of the node. In Tables 4.2 and 4.3, we illustrated the Shapley value of top-10 
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opinion leaders of the coalition having maximum marginal payoff and compare their 

ranking with other centrality measures. 

 

Table 4.2. Top-10 opinion leaders in Wiki-Vote data set based on Shapley value 

Rank Node id 
Shapley 

Value 
DC CC BC EC PR 

1 3542 97.53765 0.24915 0.48009 0.32025 0.27582 0.41251 

2 267 97.52764 0.24832 0.46276 0.32586 0.27362 0.41589 

3 1089 97.52116 0.24786 0.48769 0.31254 0.26845 0.42185 

4 5376 97.51986 0.24641 0.46388 0.32817 0.26521 0.40356 

5 1008 97.51912 0.24465 0.47894 0.32118 0.26559 0.41664 

6 387 97.51854 0.24562 0.47106 0.31958 0.26331 0.41985 

7 6959 97.51606 0.24378 0.46228 0.32682 0.25487 0.42581 

8 2968 97.51594 0.24371 0.46834 0.31584 0.26580 0.41607 

9 4822 97.51568 0.24374 0.45732 0.31958 0.25148 0.40931 

10 3911 97.51561 0.24366 0.46117 0.31705 0.26958 0.41583 

      

      Table 4.3. Top-10 opinion leaders in Bitcoin OTC trust weighted dataset based on 

Shapley value 

Rank Node id 
Shapley 

Value 
DC CC BC EC PR 

1 2829 93.34872 0.32514 0.29201 0.36128 0.22183 0.41006 

2 74 93.34773 0.31522 0.29651 0.36982 0.22058 0.41002 

3 1008 93.34754 0.33201 0.29536 0.36108 0.22015 0.40995 

4 3116 93.33543 0.32584 0.28105 0.36471 0.23197 0.41264 
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5 1427 93.31008 0.31998 0.27847 0.35927 0.23496 0.40865 

6 4275 93.30635 0.30584 0.28853 0.35461 0.22004 0.41106 

7 2731 93.30223 0.32115 0.29147 0.36014 0.21986 0.40137 

8 694 93.30018 0.31458 0.27651 0.35100 0.21547 0.41042 

9 3952 92.29474 0.31025 0.27502 0.34925 0.22010 0.40892 

10 4937 92.29223 0.32264 0.27984 0.34998 0.21327 0.41072 

 

The above tables show that the highest Shapley value user does not have the highest degree 

centralities. Only a few users hardly maintain the centrality hierarchy, and the rest of the 

users are scattered in the record as per the ranking of the Shapley value. Therefore, it does 

not mean that the node with the higher centralities also has a higher Shapley value. It 

depends on the trust, payoff, probability of coalition, and network structure.     

During the evaluation, it is identified that solution 4 converges earlier as compared to other 

alternative solutions, as shown in Fig. 4.8. So, it can be concluded that solution 4 produced 

the desired outcome in a smaller number of iterations and proven its significance to 

implement the proposed algorithm. Thus, the entire obtained coalition and corresponding 

opinion leaders evaluated using solution 4.   

          

(a)                                                                    (b) 

Fig. 4.8. Rate of convergence for all the proposed alternatives to calculate payoff for (a) 

Wiki-vote network, (b) Bitcoin OTC trust weighted network 
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Further, to justify the superiority of the proposed algorithm, the experimental results are 

compared with the standard SNA measures based on accuracy, precision, recall, and F1-

score [189]. The outcomes are also compared based on execution time and power of 

influence. Most of the researchers compared their findings with the standard SNA 

measures, and only a few compared the outcomes with the other methods based on some 

common features in a specific domain. There is a need for True Positive, True Negative, 

False Positive, and False Negative [81] observations for evaluating these measures. The 

compared results are based on the mentioned performance metrics shown in Fig. 4.9.  

 

 

(a) 

 

(b) 

Fig. 4.9. Comparative analysis to the accuracy, precision, recall, and F1-score with other 

SNA measures for (a) Wiki-vote dataset (b) Bitcoin OTC trust weighted dataset using the 

game-theory approach 
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The above analysis can quickly examine that the proposed methodology conferred better 

results over other SNA measures for both datasets. The proposed approach obtained an 

approximate 90% accuracy and having 94% precision for the wiki-vote dataset. Similarly, 

for the Bitcoin OTC trust weighted dataset, the accuracy is around 91%, and precision is 

nearly 94%. Besides, the total implementation time is also examined needed to deploy the 

entire algorithms on the dataset. It is found that the suggested approach needed lesser time 

and about 37% reduced in contrast to other SNA measures, as shown in Fig. 4.10. 

 

 

Fig. 4.10. Comparison of execution time for Wiki-vote dataset and Bitcoin OTC trust 

weighted dataset with other SNA measures using game theory approach 

 

One of the opinion leaders' significant contributions is to diffuse the products over a while 

[190]. The degree of diffusion depends on the total number of opinion leaders involved in 

the process, the total number of followers, and the time at which the revolution took place. 

The main task in diffusion consists of accepting any modification or innovation in the 

product by the customers in the real world [92]. Sometimes the company has to struggle 

many of the years to promote its products in the commercial market, still not able to 

convince the consumers. So, an opinion leader is too supportive of disseminating products 

and resolving the cold start problem in the recommended system.  Moreover, it is observed 

that the proposed approach required etiquette number of opinion leaders for both the 

dataset. Simultaneously, other SNA measures need comparatively more opinion leaders to 

achieve full adoption by the customers, as shown in Fig. 4.11. 
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Fig. 4.11. Impact of the total number of opinion leaders on the diffusion rate in (a) Wiki-

vote dataset (b) Bitcoin OTC trust weighted dataset  

 

It is analyzed that the proposed method needed a total of 1859 opinion leaders for the Wiki-

vote dataset and  1304 opinion leaders for the Bitcoin OTC trust weighted dataset while 

the other SNA measure needed additional opinion leaders for the diffusion of products and 

services entirely in the social network.  

 

4.7 Chapter summary 

 

In this chapter, a game theory-based approach is explained to find the coalition of opinion 

leaders based on the group's maximum collective synergy. Shapley value is also exploiting 

to find the average marginal contribution of a user in a coalition utilized to produce 

synergy. A user probably interacts with the others based on the degree of trust, and 

likelihood conditional probability depends on the other user's action. The payoff of each 

user is also sensibly calculated in every coalition by providing the four alternative 

solutions. Therefore, the social networks' power is uniquely combined with the logic of 

game theory and trust and conditional probability to precisely identify the opinion leaders 

in the social network. The proposed approach is also efficient compared to other SNA 

measures and produced the enhanced results with around 90% accuracy and 94% precision. 

The computation time of the algorithm is also reduced by 27% as compared to other SNA 

measures. 
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The suggested approach works as an intelligence expert system that intelligently identifies 

opinion leaders' lists using the game theory approach in the social network. Nowadays, 

most industries adopt opinion leaders to promote their commodities inside the real world 

and use their expertise to analyze the reviewers’ and other promoters' feedback. So, they 

are very supportive of increasing the wholesale price and gross growth rate of the product. 

In a nutshell, an opinion leader's role is genuinely deserving and prominent for developing 

new products and can persuade the assessment by their convincing power and strategy. In 

the future, the power of other centrality measures and game theory approaches may be 

combined to find the list of opinion leaders. Besides, the amalgamation of computational 

intelligence-based techniques, social network dynamics, and the evolutionary game theory 

approach may detect the promising opinion leader in social networks [191], [192]. 
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Chapter 5 

Opinion Leaders for information diffusion using Graph 

Neural Network 

 

The Graph Neural Network (GNN) is a deep learning-based model that modernized neural 

networks' efficiency by analyzing and extracting the latent dependencies and confined 

embedding via message passing and neighborhood aggregation of data in the network. In 

this chapter, an exclusive GNN for Opinion Leader Identification (GOLI) model proposed 

utilizing the power of GNN to categorize the opinion leaders and their impact on the online 

social network. Section 5.1 explains the overview of the chapter. The introduction of GNN 

is discussed in section 5.2. Section 5.3 elaborates on the proposed GOLI model in detail.  

In this model, the n-node neighbor's reputation of the node is measured based on 

materialized trust. Centrality conciliation is performed instead of the conventional node 

embedding mechanism. Section 5.4 discussed the experimental results performed on six 

different online social networks consisting of billions of users to validate the model's 

authenticity. Section 5.5 demonstrated how the opinion leaders effectively used 

information diffusion through various performance metrices. Finally, section 5.6 

concluded with the chapter abstract. 

 

5.1  Overview 

 

The deep learning-based model achieved more sensation and strengthened the research in 

image processing and restoration, natural language processing, computer vision, speech 

recognition, healthcare,  finance, automobiles, bioinformatics, defense, grid computing, 

and many more [193]–[195]. Various machine learning tasks such as object identification, 

classification, regression, outlier detection, and many more have modernized by different 

stem-to-stern deep learning archetypes such as Artificial neural network (ANN), Recurrent 
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Neural Network, Convolution Neural Network(CNN), Autoencoders, Long-Short-Term-

Memory(LSTM) and many more [196]. The advanced electronic circuit, i.e., GPU 

(Graphical processing unit), speedily and updates memory using parallelization to step up 

the generation of image, text, and video in a frame buffer, also one of the prominent causes 

behind the exposure of deep learning models. Besides, the ability to handle and process a 

large amount of training data, capture the multi-scale confine latent features, and map them 

into Euclidian space strengthens the deep learning-based model's power.  In general, the 

deep learning-based model having six main components: raw input, number of multiple 

hidden layers, shared weights, activation functions (Sigmoid, ReLU, etc.), loss function 

(Gradient Decedent, etc.), and output (Binary Classification, Multi-class Classification, 

Regression, Clustering, etc.) [197], [198]. 

 

5.2 Graph neural network 

 

The GNN is ubiquitous and pervasive to depict deep neural networks on graph structure 

data. Naturally, the developed deep learning-based models are not so much capable of 

managing and optimized graph data. For example, CNN is well building for structured grid 

data, while the RNN sounds suitable for time series data and progression. GNN based 

model contains the integration of both of these frameworks without any geographical 

constraints. Usually, in the previous build-up approached, the adjacency matrix or 

variations used as input data. The adjacency matrix's primary issue is the dependency of 

the arrangement of nodes. If we consider the isomorphic graph and evaluate it, the different 

forms of adjacency matrix give the same network's other output. The first primary problem 

with the graph data is that it can not be represented in Euclidian space, i.e., it can not be 

depicted in any coordinate system [199]. 

The second problem is with the graph is that they do not have a fixed organization because 

of isomorphism. One of the foremost benefits of GNN is to produce the same results for 

all possible permutations. The leading function of the GNN is to identify the node 

embedding of each node by considering the information received from its neighbors. In 
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Fig. 5.1, it is observed that different nodes can be embedded in n-dimensional Euclidian 

space through respective feature vectors. A euclidian space or vector space is n-

dimensional (usually 2-dimensional or 3-dimensional) space to store x-points of real 

numbers. Various graph embedding techniques such as  Locally Linear Embedding (LLE), 

HOPE, Word2vec, DeepWalk, Node2vec, Structural Deep Network Embedding, 

Autoencoder, and many more used for capturing node's state information [200]–[203] The 

state of the node is updated according to the neighbor's participation. A local transition 

function is distributed mutually among all the nodes, accountable for the state modification, 

while the local output function defined the produced outcomes. 

 

Fig. 5.1. Graph implantation in embedding space using GNN  

 

During the message passing phase, the node's network embedding message transformed 

and updated the node's state according to the node's neighborhood, as shown in Fig. 5.2. 

All the corresponding neighbors aggregated and updated the embedding information as 

received from a node. 

 

Fig. 5.2. Feature aggregation by a node in GNN 
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Therefore, technically, in the conventional GNN, the feature vector of a node x at (l-1)-th 

layer is represented by f⃗ x
l−1, modified using the cumulative feature vectors collected from 

the neighborhood set И(x) of node x, and probably the weight wx,y
l  received from neighbor 

y. The aggregation function is repeated up to the L layer, and the feature vector of (l-1)-th 

layer becomes the input of the l-th layer. Hence, after the total L(1,2,3,…,l) number of 

repetitions, the node x received the L-th order feature vector representation via their 

neighbors as shown in Fig. 5.3. The feature learning representation of node x at layer l is 

indicated as following Eq.(5.1) and Eq.(5.2). 

f И(x)
l  ← Transformationl (Aggregation ( [f x

l−1, wx,y
l  ]| y ϵ И(x)]))              … (5.1) 

f x
l  ← Join (f И(x)

l  Ս  f x
l−1)                                           … (5.2) 

The aggregation function can be min-max or average pooling function. The transformation 

is a model-driven operation that performed some non-linear transformation-based input 

received from (l-1)-th layer and few non-linear variables, i.e., σ(.). Join is a union operation 

used to combine the feature vector of a node x and collective neighborhood depiction.   

 

 

Fig. 5.3. The layered architecture of GNN 



Chapter 5: Opinion Leader for information diffusion using Graph Neural Network 

 

137 

 

5.3  Proposed GOLI model 

 

In this segment, the proposed GNN for Opinion Leader Identification (GOLI) model is 

discussed online. Initially, the motivation and key factors behind the generation of the 

model have been discussed. Next, the proposed model architecture explained that it 

consists of trust calculation, centrality reconciliation, and reputation aggregation. The 

training mechanism of the model is also demonstrated in detail.  

 

5.3.1 Motivation 

 

It is analyzed and found that the following aspects stimulate the opinion leader 

identification process. 

 Centrality knowledge: A node with high centrality is considered the most powerful 

node in the network with no other measure. However, this is not the right way for 

assortment, yet one of the essential factors for the opinion leader selection. Centrality 

defines the power, connectivity, and influence of a node in the network.  

 Neighborhood consciousness: A node is connected with multiple nodes in the network 

directly or indirectly. The neighbors of a node are directly communicated with the node 

and share state features. Dyadic and triadic relations are formed due to the 

neighborhood's homophily properties, i.e., the node's affinity to make a connection with 

the nodes having analogous attributes.    

 Mutual trustworthiness: Trust is one of the well-known factors for the construction 

and development of the network. Connections between the nodes break or become 

weak due to the lack of trust. So, it is vital to consider and measure the degree of trust 

among the nodes. A trust can be direct, indirect, or recommended, depends upon the 

mutual connection and experience.    

 Utilization of reputation: Besides network structure, node reputation is also needed 

and provided lots of information to find opinion leaders. The reputation of the node 

signifies the prominence, power, and strength of the node.   
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 Agile adjustment: In the real world, different kind of social network exists because of 

their working style, structure, content delivery, and users. So, it is essential to make 

such a type of model that could be easily adaptable with most of the social network and 

may utilize their characteristics effectively. 

Therefore, the proposed model's primary target is to accomplish all the mentioned 

requirements as much as possible. The general building block of the proposed GOLI model 

is shown in Fig. 5.4. Initially, the feature vector matrix of the nodes is estimated. The 

feature vector matrix comprises the latent features derived from the network topology and 

node neighbors' information. The feature vector's value varies from network to network 

because of different kinds of working methods and topology. Next, the anticipated trust 

network is formed based on the feature vectors and trust. Here, trust plays a critical function 

in developing a network. The leading cause behind the generation of trust networks is to 

predict the degree of confidence and trustworthiness unceremoniously among the nodes to 

sustain the network's decision-making process. Next, the proposed technique is applied to 

calculate the reputation of the node. Finally, the top-n opinion leaders are elected based on 

the uppermost reputation score. 

 

Fig. 5.4. The building block of the proposed GOLI model  

 

In this work, few symbols are used for experimental analysis and model generation. The 

used characters, along with their description, are shown in Table 5.1. 

 

Table 5.1. List of symbols along with their description used in GOLI model  

ℛ Set of nodes with a recognized reputation score 
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fx⃗⃗  The feature vector of node x 

L Total number of reputation aggregation layers 

И(x) Total numbers of first-order neighbors of node x 

rx
η
 

Reputation score of node x by Reputation Aggregator (RA) in η -

th layer 

Lη η-th level of the reputation aggregation layer 

rx
∗ Centrality reconciliation score of node x 

d(x) In-degree of node x 

d' (x) Preliminary centrality of node x 

Tx,y
η

 Node x trust on node y calculated by RA at η-th layer 

δ⃗ η 
Attainable parameters used by RA at η − th layer  to measure  

Tx,y
η

 

βη,  γη 
Learnable parameters used for tuning and normalization at η-th 

layer 

 

5.3.2  Structural design of the model 

 

The basic GOLI model architecture consists of a solo reputation aggregation layer(i.e. l-th 

layer) trailed by the centrality reconciliation module, as shown in Fig. 5.5. Initially, the 

node's feature vector is computed based on the various attributes depending on the 

network's nature and services. The feature vectors ensembling the latent features which 

grant more embedding knowledge of a node. Next, the feature vectors' information is 

utilized to measure the initial reputation of the node by its neighbors at layer zero. As soon 

as all the nodes received the information about their neighbors' initial reputation, they 

anticipated a trust network. Although the anticipated trust network's construction is merely 

based on user experience, social persuade privacy, and social interaction with other nodes. 

Next, the single reputation aggregation layer cumulated the reputation score and the 

measured trust received from multiple numbers of neighbors. The same instructions are 

followed by all the layers simultaneously for all the nodes. Hence the entire procedure 

supports parallel computation.  
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Fig. 5.5. The layered architecture of the GOLI model 

 

Now the whole procedure is explained along with operational notations empirically. Let L 

be the total number of aggregation layers and Lη be the η-th number of the reputation 

aggregation layer. Let,  rx
η−1

 The reputation score of node x by reputation aggregator in (η-

1)-th layer that is to be transmitted to cumulate the reputation score at the η-th layer. At the 

initial layer, the reputation score rx
0 of the node measured by applying the Artificial Neural 

network (ANN) on the input feature vector f C
0. The reputation score produced by the 

preceding layers (L>0) is used for calculating the mean of reputation score in the 

succeeding layers. Therefore, each layer's reputation score's importance also has a strong 

influence on the aggregate reputation score estimation. The reputation aggregator also 

considered the trust Tx,y
η

, obtained from its corresponding neighbors for the computation of 

reputation score. 

 

5.3.2.1 Centrality reconciliation 
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Centrality is one of the major components that affect the attractiveness of the node in the 

network. A node with higher centrality captures the center of attraction and impacts other 

nodes' influencing power. Generally, multiple centralities measures, such as degree, 

betweenness, closeness, eigenvector, PageRank, etc., has high gratitude for critical leaders 

recognition [87]. So, the preliminary centrality d'(x) of node x is described in Eq.(5.3).   

d'(x)= log(d(x) + ε)                                           … (5.3) 

Here, ε is a constant used for scaling and normalization. Further, the node centrality has an 

active  impact on the opinion leader identification, so the extended and updated in-degree 

centrality dη
∗ (x) is used for the final reputation score calculation. The extended centrality 

of node x measured by score aggregator rx
η
at η-th layer is represented in Eq.(5.4). 

dη
∗ (x)= βη* d’(x) + γη                                        … (5.4) 

Here, βη and γη both are the learnable parameters used for tuning and optimization 

purposes. This centrality parameter is also utilized for the final calculation of node 

reputation score.  

 

5.3.2.2 Trust measurement 

 

The proposed GOLI model mainly focused on neighbor trustworthiness. Trust also plays a 

lead role in opinion leader identification in the social network [141], [204]. Even in the real 

world, only a trusted person can gain the other's person favor and support to disseminate a 

particular thing. Trust mainly depends on direct and indirect interactions. Sometimes, 

recommended trust also significant for the decision-making process. GOLI model follows 

the one-order trust calculation and utilizes the initial reputation value that a node gained 

from direct neighbors and their neighbors. At each layer, the trust between the nodes is 

calculated by the Reputation Aggregator (RA).  So, the trust of node x on node y, i.e.,  Tx,y
η

 , 

calculated by RA at η–th layer represented in Eq.(5.5).  
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Tx,y
η

=  
exp(αδ( ∑ δ⃗⃗ η

T
( rx

l  |×|ry
l )))

∑ exp(αδ( ∑ δ⃗⃗ η
T
( rx

l  |×|ry
l ))) zϵИ(x)U{x}

                             … (5.5)  

Where, δ⃗ η is a power vector used by RA at η-th layer while αδ is non-linearity. rx
l , ry

l , and 

rz
l  depicts reputation score of node x, node y, and node z respectively by reputation 

aggregator in η -th layer. |×| operator indicates the multiplication operation between two 

reputation aggregation scores. 

 

5.3.2.3 Reputation aggregation 

 

The reputation aggregation score is used to find the importance of a node in the network. 

The proposed model used the mean weighted assemblage of the midway values from the 

node and its neighbors. One of the benefits of the score aggregation over node embedding 

is to trim down the overall number of total parameters. The initial reputation score rx
0 of 

node x is measured using any neural network and feature vector f x
0 of the node. A fully 

connected ANN returned the node's initial importance based on network characteristics and 

knowledge, as shown in Eq.(5.6). 

rx
0 = ANN(f x

0)                                                  … (5.6)  

Further, the reputation aggregation score rx
η
 of node x at layer η is calculated in Eq.(5.7). 

rx
η

= ∑ rη−1 (y)
yϵИ(x)U(x)

 Tx,y
η

                                       … (5.7) 

where Tx,y
η

 represents trust of node x on node y calculated by RA at η-th layer, И(x) 

indicates the total number of first-order neighbors of node x, and rη−1 (y) reputation 

aggregation score received from the neighbors in the preceding (η − 1) layers. Thus in 

nutshell, The reputation aggregation score of a node x is represented as in Eq.(5.8)  

rx
L = {

ANN(f C
0)                                         if L = 0 

∑ rx
η−1

 (y)
yϵИ(x)U(x)

 Tx,y
η

          if L > 0
}                         … (5.8) 

The centrality reconciliation dη
∗  (x) is applied at the last concluding layer to include the 

centrality weightage of node x. Thus the concluding reputation score rx
∗ of node x is the 
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mean of the multiplication centrality reconciliation and reputation aggregation score of 

node x by using σ a lateral constant, as shown in Eq.(5.9).  

rx
∗ =  σ(mean {dη

∗  (x) ∗  rx
L }| η = 1,2,3, … , L)                        … (5.9) 

 

5.3.2.4 Model training 

 

It is required to train the model for measuring the reputation score accurately as much as 

possible to avoid overfitting and underfitting. Due to the social network's dynamic nature, 

it is very challenging to find the ground-truth about the network. Still, the GOLI model is 

trained by calculating the mean squared error between the obtained reputation score and 

the known reputation score t(i)from the set ℛ⊆ V. Hence, the loss function S is represented 

using Eq.(5.10). 

S = 
1

V
∑ (ri

∗ − t(i))2
i ∈ ℛ                                           … (5.10) 

 

5.3.2.5 Parameter setting 

 

In this research, various parameters are used for calculating reputation score, trust, 

centrality, and model learning purpose. The weighted optimized value of these parameters 

is obtained during the model learning. The accurate parameter value enhances the 

predictive power and decreasing the training time of the model. Various issues are 

considered overfitting-underfitting, learning rate, batch size, and gradient descendants for 

local minima calculation. Thus, the following parameter values are chosen based on 

multiple tests, as shown in Table 5.2. 

 

Table 5.2. Parameters value with the corresponding testing value range for GOLI model 

Parameter Optimal value Testing value range 

Learning rate(τ) 0.01 (0,0.5] 

Batch size(B) 500 [100, 2000] 

Total number of layers (L) 16 [2, 30] 
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Total number of epochs 400 [100, 1000] 

δ⃗ η 0.25 (0,1] 

βη,  γη Varies in each layer (0,1] 

  

5.3.3  Model's virtues 

 

 Sustain parallelism: One of the main reasons behind choosing the GNN is that it 

maintains workflow parallelism, i.e., all the nodes perform the computation 

concurrently without any external inference. The calculation involves feature 

aggregation, reputation score aggregation, trust calculation, etc. Even during the 

model's training, all the nodes parallelly receive and send the information to other 

neighbors.  

 Capable of handling big data: Often, most models and approaches can not handle the 

enormous data size, but the GOLI model is GNN based model that quickly takes a large 

amount of data. The dataset's density is a significant factor in finding the number of 

strong-weak ties and triangles. GOLI analyzed the latent features of nodes efficiently 

because of the profoundly layered architecture. As soon as the network's volume 

gradually enhances, all the nodes functioned efficiently and simultaneously aggregated 

neighbor's information.  

 Support a variety of datasets: One of the most significant issues with the previous 

models is supporting a limited number of datasets applicable only in a finite domain. 

The proposed model is very efficient in holding a wide range of datasets. For 

authorization, we have used the diverse province's six datasets as input in the model 

and successfully capture the top-n opinion leaders for each dataset. Thus, it is 

applicable in various real-world applications. 

 Control network isomorphism: The proposed model's leading merit is to manage the 

isomorphic network dilemma by converting the network isomorphic to graph 

isomorphic. In the network isomorphism, the two networks' structure looks different, 

but actually, they are identical and share the same features. Some of the models 
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produced different results for the isomorphic network, but the proposed model had the 

same effect for all isomorphic datasets.     

 Highly accurate results: The proposed model successfully attained around 92% 

accuracy, 95.4% precision, 96% recall, and 95% F1-score for all the experimental over 

other standard SNA measures. Although some other models also produced highly 

accurate results, but only in the specific field. Our model covers a diverse range of 

datasets and lucratively achieved the desired target.    

 

5.4  Experimental setup and results 

 

In this research, six real datasets are used that represent different types of online social 

networks. The main issue behind selecting these datasets is to cover all kinds of activities 

and behavior happen on the social network. All the datasets have their features and services 

that support different types of information exchange. The graph analyzing software Gephi 

0.9.2 [12] is explored for the revelation and investigation of network properties. Intel Core 

i7-9700K 9th Generation 3.6 GHz processor, python 3.6, networkx, PyTorch, and 

Tensorflow (with GPU momentum) libraries [186] are used for instruction interpretation 

as well as execution.  

 

5.4.1 Datasets 

 

5.4.1.1 Slashdot dataset 

 

Slashdot datasets is an advanced technology-rich news broadcasting website in which 

website authors submitted their newsletters and reports related to advance technologies and 

techniques. Further, the editors are to evaluate these reports that made their decision about 

acceptance or rejection.  One of Slashdot dataset features is tagging done by one author to 

other authors as acquaintance or rival. Therefore, an acquaintance or rival connection is 
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established among the users. The dataset includes a total of 77360 users and 905468 edges 

among them [205].  

 

5.4.1.2 Epinions dataset 

 

Epinion dataset defines the 'who-trust-whom' network based on the customer comments on 

a particular product through the website' epinion.com.' So, first, the user has to make 

registration on the website and then able to submit their reviews on products. It merely 

depends on other consumers to follow other reviews or not. The user review then makes a 

web of trust and integrates the reviews rating to determine the customers' recommendation. 

The dataset has 75879 users and 508837 connections based on the user's suggestions [206].  

 

5.4.1.3 LiveJournal dataset  

 

LiveJournal is a famous social networking website for promoting and creating a diary, 

journal, or blog. If one user is not present in another user's friend list and has no mutual 

friends; still, they can mutually become friends without any contraction. The dataset 

consists of an overall 3,017,286 users and 87,037,567 directed links among them [207].  

 

5.4.1.4 Last.fm dataset  

 

Last.fm is one of the websites related to music and the user's recommendation. A user can 

seek a different kind of music according to their taste, choice, and advice. So, the website 

offers a flowless radio service and a variety of styles of music. The website also maintained 

a specific user profile that is the base for music suggestions. Last.fm network consists of a 

total of 136,420 users and 1,685,524 connections among them [208]. 

 

5.4.1.5 Bitcoin alpha trust weighted signed network dataset 
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Bitcoin alpha trust weighted signed network represents the trusted network in which 

various customers do the trading for Bitcoins using the portal called Bitcoin Alpha. In this 

trading, it is required to maintain the user's details and respective transactions as all the 

users' status are unidentified, i.e., users have a masked identity. To prevent forgery and 

supervise trustworthiness, all the members graded in the range of -10 to +10. The user with 

high positive grading has more reliability and vice-versa. There are overall 3783 nodes and 

24186 edges in the network [188].  

 

5.4.1.6 Weibo-Net-Tweet dataset 

 

Weibo-Net-Tweet network pursues the 'who follows whom' kind of structure. Initially, 

some random number of users picked up from the network and then collected the total 

number of followers' followers. Recursively the same process has been carried out, and the 

collective number of large users formed a vast network. It is observed that, on average, 

every user has around 200 followers. The dataset includes approximately 1,776,950 users, 

and 308,489,739 edges exist based on user comments and retweets. We used the user's and 

their followers' profile information for analysis purposes [209]. 

Thus, The summarised description of each dataset is shown in Table 5.3. 

 

Table 5.3. Summarized datasets description used for GOLI model 

Dataset Nodes Edges Density 

Avg. 

clustering 

coefficient 

Diameter 

Slashdot 77360 905468 0.00032 0.0603 11 

Epinions  75879 508837 0.00017 0.0578 14 

LiveJournal 3,017,286 87,037,567 1.91*10-5 0.0371 16 

Last.fm 136,420 1,685,524 0.00018 0.0822 8 

Bitcoin 

alpha 
3783 24186 0.00338 0.0523 7 

Weibo-Net-

Tweet 
1,776,950 308,489,739 0.00019 0.0783 22 
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5.4.2 Estimated outcomes analysis and visualization 

 

This section publicized the outcomes produced by applying the GOLI on the real data sets, 

as mentioned in the preceding section. Initially, each node's feature vector is measured 

based on multiple characteristics depending on network topology and neighbor's 

knowledge. It is critical to measure trust in the social network realm due to the users' 

unstable relations. So, few random values are consigned between 0 and 1 as a trust to 

achieve each node's experimental motive. Next, each node's initial reputation score is 

measured and passed the same information to the respective node's neighbors. Various 

parameters are used during the model training and efficient execution. Around 100 tests 

have been conducted to find the best possible value of parameters. The model's learning 

rate is 0.01, and 500 observations are put together in a single batch. A total of 16 layers or 

channels are used for network configuration and reputation transmission, while the entire 

process required around 400 epochs. 

Further, the node's reputation score and trust are recursively forwarded to the next level 

layers, where RA computed each node's aggregated reputation score. Finally, the node with 

a higher reputation score is declared as the opinion leader. This research has applied the 

GOLI model on six different datasets; Epinions, LiveJournal, Last.fm, Bitcoin alpha, and 

Weibo-Net-Tweet, respectively. In this research also the value of five standard SNA 

centralities are calculated for the comparison purpose. Table 5.4, Table 5.5, Table 5.6, 

Table 5.7, Table 5.8, and Table 5.9 show the top-n(=5) opinion leaders in each SNA 

measure along with the used experimental dataset correspondingly.    

 

Table 5.4. Top-5 opinion leaders for Slashdot dataset using GOLI model 

User 

id 
DC 

User 

id 
CC 

User 

id 
BC 

User 

id 
EC 

User 

id 
PR 

User 

id 

GOLI 

Reputation 

23845 0.2344314 65402 0.1927551 26512 0.1447860 29087 0.1334619 40067 0.1145022 39089 0.3022736 

65213 0.2344312 28712 0.1927550 39821 0.1447860 11090 0.13345618 3267 0.1145022 71092 0.3022735 

40781 0.2344311 8956 0.1927549 6982 0.1447859 61890 0.13345618 18590 0.1145022 67845 0.3022734 

1278 0.2344311 44231 0.1927548 55782 0.1447859 39055 0.13345617 72334 0.1145021 56119 0.3022734 
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55402 0.2344310 71092 0.1927547 1095 0.1447858 4902 0.13345616 50893 0.1145020 26512 0.3022733 

 

Table 5.5. Top-5 opinion leaders for Epinions dataset using GOLI model 

 

Table 5.6. Top-5 opinion leaders for LiveJournal dataset using GOLI model 

User  

Id 
DC 

User 

 id 
CC 

User 

 id 
BC 

User  

id 
EC 

User  

id 
PR 

User  

id 

GOLI 

Reputation 

208594

3 
0.1045491 675749 0.0985694 583920 0.1300784 860509 0.0767853 

118576

0 
0.0938963 759430 0.1389832 

29581 0.1045491 
296004

9 
0.0985694 

195695

0 
0.1300784 457302 0.0767852 748495 0.0938962 

194639

7 
0.1389832 

698043 0.1045490 57584 0.0985693 438596 0.1300784 295869 0.0767852 
298609

0 
0.0938962 597940 0.1389832 

584953 0.1045490 957482 0.0985693 857469 0.1300783 6859 0.0767851 48493 0.0938962 28575 0.1389831 

177382

9 
0.1045489 

185968

4 
0.0985693 29586 0.1300783 986849 0.0767851 986893 0.0938961 699301 0.1389831 

 

Table 5.7. Top-5 opinion leaders for Last.fm dataset using GOLI model 

User  

id 
DC User id CC 

User 

id 
BC User id EC 

User 

id 
PR User id 

GOLI 

Reputation 

59293 0.2933422 82364 0.1743229 85023 0.1699493 57232 0.1833385 28644 0.1418205 9034 0.2744035 

107821 0.2933422 18432 0.1743227 64172 0.1699492 6693 0.1833384 65733 0.1418204 29422 0.2744034 

8632 0.2933421 84561 0.1743226 448 0.1699492 28319 0.1833384 38376 0.1418204 14880 0.2744034 

17901 0.2933420 117281 0.1743226 16482 0.1699491 118473 0.1833383 9251 0.1418203 847 0.2744033 

14873 0.2933419 1167 0.1743225 59072 0.1699490 928 0.1833381 13932 0.1418202 100982 0.2744032 

 

Table 5.8. Top-5 opinion leaders for Bitcoin alpha dataset using GOLI model 

User 

id 
DC 

User 

id 
CC 

User 

id 
BC 

User 

id 
EC 

User 

id 
PR 

User 

id 

GOLI 

Reputation 

748 0.2178362 2083 0.1610389 839 0.1429575 920 0.1857445 476 0.192294 2690 0.2289953 

User 

id 
DC 

User 

 Id 
CC 

User 

id 
BC 

User 

id 
EC 

User 

id 
PR 

User 

id 

GOLI 

Reputation 

27852 0.3487869 47720 0.2842291 52358 0.3047477 21158 0.1640095 7364 0.1765642 20085 0.3573947 

19983 0.3487868 719584 0.2842290 39068 0.3047475 38694 0.1640093 43626 0.1765641 37756 0.3573945 

345 0.3487868 20085 0.2842288 63954 0.3047474 8634 0.1640092 27575 0.1765640 58671 0.3573944 

69434 0.3487867 639 0.2842287 28768 0.3047472 28468 0.1640090 58363 0.1765638 19686 0.3573942 

54764 0.3487866 11593 0.2842285 13869 0.3047471 67364 0.1640089 11675 0.1765636 7665 0.3573941 
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1063 0.2178361 185 0.1610388 43 0.1429574 582 0.1857414 805 0.1922930 698 0.2289952 

93 0.2178360 449 0.1610387 2782 0.1429573 2558 0.1857412 2639 0.192291 1503 0.2289952 

384 0.2178359 63 0.1610387 736 0.1429571 1005 0.1857412 382 0.1922899 812 0.2289951 

2559 0.2178358 1996 0.1610386 527 0.1429570 2026 0.1857411 1063 0.1922899 448 0.2289950 

 

Table 5.9. Top-5 opinion leaders for Weibo-Net-Tweet dataset using GOLI model 

User id DC User id CC 
User 

id 
BC User id EC User id PR User id 

GOLI 

Reputation 

94534 0.1223454 39984 0.1445641 58254 0.1840643 1159002 0.1334523 47093 0.1006747 843514 0.2035639 

1403515 0.1223454 1045342 0.1445641 160036 0.1840643 263389 0.1334522 262363 0.1006746 5380 0.2035639 

843514 0.1223453 564509 0.1445640 483284 0.1840642 724373 0.1334522 504993 0.1006746 1489402 0.2035638 

201633 0.1223452 197846 0.1445640 35742 0.1840642 2903 0.1334521 925381 0.1006745 77381 0.2035637 

583862 0.1223452 1347568 0.1445639 765627 0.1840641 534490 0.1334520 1205994 0.1006745 1026185 0.2035637 

 

Further, in the social network, the user does not only portray like a recipient and the activity 

and behaviors play a major role in the evolution of network and information diffusion. 

Thus, one of the critical chores with the social network is how to measure the diffusion of 

information. A probability distribution function p used to measure the number of users 

influenced over time. In Fig. 5.6, we have illustrated the information dissemination process 

where the x-axis represents the time (in sec.) while the y-axis depicts the probability 

distribution function.  

     
  (a)                                                                        (b) 
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                                      (c)                                                                     (d) 

  
 (e)                                         (f) 

Fig. 5.6. Visualization of Information diffusion using GOLI model over time for (a) 

Slashdot, (b) Epinions, (c) LiveJournal, (d) Last.fm, (e) Bitcoin alpha, and (f) Weibo-Net-

Tweet dataset 

 

For instance, if the value of p = 1, i.e., all the nodes get affected, and information has been 

spread in the entire network. It is observed that the GOLI model needed lesser time for 

information dissemination over other SNA measures for all the datasets.  

 

5.5 Performance evaluation 

 

A variety of parameters are used to boost and scrutinize the performance of the GOLI 

model. To observe the model performance, essential performance evaluators put together 

data splitting, training accuracy, testing accuracy, and error percentage into consideration. 

Often, the best parameter value also affects the model's performance by overcoming the 

overfitting or underfitting problem [210]. So, approximately 60% of the total data used for 

training, 20% for validation, and 20% for testing operations.  In Fig. 5.7, visualization of 
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the GOLI model's training and testing accuracy for all six datasets is demonstrated. It is 

found that GOLI obtained around 91% training accuracy and 92% testing accuracy with an 

approximately 1% error rate.               

  
                                     (a)                                                                     (b) 

 
                                      (c)                                                                     (d) 

   

   (e)                                                                   (f) 

Fig. 5.7.  Training and Testing accuracy visualization for (a)Slashdot, (b)Epinions, (c) 

LiveJournal, (d) Last.fm, (e) Bitcoin alpha, and (f) Weibo-Net-Tweet dataset 

 

In Table 5.10, the discrete value of training accuracy, test accuracy, and the error rate is 

mentioned for all the experimental datasets.      
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Table 5.10. Training accuracy, Test accuracy, and Error rate for all the datasets 

Dataset Training accuracy Test accuracy Error rate 

Slashdot 0.91684 ± 0.00111 0.91881 ± 0.00152 ± 0.0226% 

Epinions 0.94738 ± 0.00019 0.94729 ± 0.00104  ± 0.0027% 

LiveJournal 0.90841 ± 0.00273 0.92267 ± 0.00084 ± 2.0244% 

Last.fm 0.91328 ± 0.00122 0.92027 ± 0.00042 ± 1.0028% 

Bitcoin alpha 0.91454 ± 0.00104 0.92829 ± 0.00128 ± 1.0819% 

Weibo-Net-Tweet 0.90492 ± 0.00016 0.91205 ± 0.00057 ± 1.0025% 

 

5.5.1 Performance metrics 

 

Various metrics are used to check the quality, productivity, and efficiency of the model. 

The grounded and most straightforward method is to calculate the Accuracy, Precision, 

Recall, and F1-score of the model [211], [212]. Next, based on the network's pre-defined 

ground truth information, the progressive comparative outcomes are found, as shown in 

Fig. 5.8. It is also observed that the GOLI model offered improved qualitative results over 

other SNA measures for all six datasets. The addressed GOLI model produced 

approximately 92% accuracy, 95.4% precision, 96% recall, and 95% F1-score over other 

SNA measures.   

(a)                                                             (b) 
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                                    (c)                                                                  (d) 

 

 (e)                                                               (f) 

Fig. 5.8. Performance metrics contrastive analysis between standard SNA measures and 

(a)Slashdot, (b)Epinions, (c) LiveJournal, (d) Last.fm, (e) Bitcoin alpha, and (f) Weibo-

Net-Tweet dataset 

Another issue that also impacts a model's performance and plays a vital role in the model's 

selection is time complexity. The model's training required a certain amount of time to gain 

knowledge about the nature of the network. The entire computation time included data 

preprocessing, data loading, model training, code execution, and result visualization. The 

whole execution time required for the other standard SNA measures and GOLI model is 

demonstrated and compared in Fig. 5.9.   
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Fig. 5.9. Time complexity comparison between standard SNA measures and (a)Slashdot, 

(b)Epinions, (c) LiveJournal, (d) Last.fm, (e) Bitcoin alpha, and (f) Weibo-Net-Tweet 

dataset 

 

5.6  Chapter summary 

 

In this chapter, the power of GNN is used to design the GOLI model for measuring the 

user’s reputation in the network. Initially, the latent features of the nodes measured and 

constructed the feature vector matrix. Further, the information is transmitted and 

aggregated by the neighbors to compute the node's reputation score. Based on the 

reputation score and trust, an anticipated trust network formed to fetch the network's 

trustworthiness. Next, at every layer of the model, reputation score and trust are aggregated 

as per the proposed method based on neighbor's information. Finally, to include the 

importance of in-degree centrality, a centrality settlement formulates to calculate the node's 

final reputation score. To end with, based on the highest reputation score, a list of user 

prepared and top-n(n=5) users declared as opinion leaders. The findings are compared with 

the other standard SNA measures for six real-world datasets to evaluate the model's 

strength. It is analyzed that the proposed model produced improved results w.r.t. evaluation 
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metrics (accuracy, precision, recall, F1-score, error rate, execution time) and achieved the 

precise opinion leaders.  

The applicability of the GOLI model is too significant for identifying critical nodes in 

various realm graph-related problems. Traditionally, opinion leaders' scope includes a 

broader range of domains such as online campaigns, advertising, marketing, healthcare, 

agriculture, pooling, recommendation system, finance, defense system, etc. As soon as the 

era and technologies change, opinion leaders' role and accountability also revolutionize 

significantly. The GOLI model's pertinence would also be appreciably helpful in the 

diverse other modern applications such as catalyst analysis in the chemical reaction, GIS, 

biological pattern, modern algebra, regression analysis, cloud computing, load balancing, 

distributed computing, and many more. 

The proposed model also has some limitations. The first restraint with the model is that it 

works on the static dataset, so we would like to experiment on the proposed model with a 

dynamic dataset considering user activities over time [213], [214]. As technology evolves, 

the new GNN-based model also comes into view for graph-based data. Therefore, the 

variant of GNN with the online social network would be further impactful and exciting for 

perfect opinion leader detection. Besides, we would also explore the more advanced deep-

learning-based models associated with other user's multi-relational characteristics such as 

user's response time, geographical location, the domain of interest, etc., as upcoming 

directives. 
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Chapter 6 

Applicability of opinion leaders to control COVID-19 

rumors in online social networks 

 

Since the last few time, the COVID-19 pandemic has spread across the world swiftly at an 

alarming rate. The disease is being considered a global crisis from the health and economic 

view. In this chapter, opinion leaders' applicability is introduced by controlling the 

COVID-19 rumors that pull human physical and mental health into risk. Section 6.1 covers 

the overview of the chapter. The entire proposed methodology has explained in section 6.2. 

A Reputation-based Opinion Leader Identification (ROLI) algorithm is also defined to 

discover the opinion leaders in the Twitter dataset. The complexity of the approach is 

discussed in section 6.3. Section 6.4 demonstrates the information about the datasets and 

experimental outcomes. The complete summary of the chapter is wrapped up in Section 

6.5. 

 

6.1 Overview 

 

On February 15, 2020, World Health Organization director-General Tedros Adhanom 

Ghebreyesus stated, "We're not just fighting an epidemic; We're fighting an infodemic," 

about COVID-19 in the virtual Munich Security Conference [215]–[217]. The term 

"infodemic" means to face complications to find out the answer to a problem due to an 

excess quantity of propaganda and rumors spread all over online and offline. So, the rumors 

lead to misinformation about the thing and produce mental fear, distress, and social 

disorder [218]. It deliberately makes agonize about the density of the COVID-19. In social 

media, COVID-19 rumors spread very rapidly without any authentication and legal 

verification. Even a single bit of illegal rumor outbreaks the entire society badly and 

instigates health consciousness [219], [220]. Eventually, WHO came forward has decided 
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to make their myth-buster that clarifies and diffuses most of the myth about the COVID-

19 [221]. It includes various public advice, videos, and preventive measures essential to 

control the disease. The various aspects that influence an individual to transmit the rumor 

are discussed, as shown in Fig. 6.1. 

 

Fig. 6.1. Factors influence COVID-19 rumors 

 

 Informative: If a particular rumor contains some new information regardless of its 

veracity, people think to spread that rumor rapidly to gain knowledge about the 

information. In the case of COVID-19, most of the rumors spread the cause of 

innovative concepts related to vaccine and avoidance. 

 Biasing towards belief: According to the research, people are relatively more partial 

towards their beliefs and values. They can readily admit and reciprocate the rumors 

generated by their nearby surroundings, family groups, and workgroups. So this is also 

the leading factor for the spreading of COVID-19. 

 Trusted sources: If multiple persons belong to the common community and received 

COVID-19 rumors generated from an outsider trusted source, it is likely to be possible 

that the same rumor is also be accepted or disseminated by the other members of the 

community. So it enhances the probability to spread the rumor fast. 

 Self-image: most of the time, people want to create their self-image among others in 

their social circle. Thus, due to this misconception, some COVID-19 rumors are 

drastically spread over social media. Once the people receive any rumor, they simply 

disseminate it and think that it would extend their self-image in their workgroup. 
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 Relief from panic: In some situations, it has happened that people spread the rumors 

so that others can take the befit of information embed in it because each rumor does 

not have misinformation. Some rumors about COVID-19 also have a small amount of 

information that can partially avoid the possibility of COVID-19. For example, 

lukewarm water or salted water can control the virus that causes COVID-19, but it can 

not kill them. 

 Social status: As per human psychology, If a person spreads any information as soon 

as received, it will enhance the social position in society. So this misconception is one 

of the root causes of most of the rumor transmission. Similarly, in COVID-19, people 

forwarded different types of messages and posts on various social media without 

checking their veracity.     

 Uncertainty: When people are uncertain about the rumor's integrity, they just spread 

it to know its trustworthiness. In the early stage, people were not sure about the 

symptoms and preventive measures of COVID-19, so they just forwarded it as they 

received it from another group through WhatsApp, Facebook, Twitter, etc.   

Social media plays a critical role in widespread public events and activities. Sometimes 

they provide the white side of the picture and sometimes unknowingly or deliberately 

promote an image's dark side [220]. So it is social media's rationale to decide whether to 

filter out the complete information or make it viral. They also provide the facility to access 

a vast amount of information to achieve a unified goal [222]. Whenever a specific 

emergency happens in the real world, different tweets, posts, and messages are moved 

around social media without knowing the integrity [223]. Even though the national 

government agencies are ready to face the crisis and support providing all necessary 

services, all such facilities are brought down and in suspicion because of various false 

rumors. The main reason behind the spreading of the rumor is blind trust without knowing 

the facts. Rumors spreading in those communities are very rapid. They align with the 

previously presented values, i.e., people already have trust to a certain degree in the 

community's other populace. So, when the people struggle for basic needs and the existing 

condition is crucial, such a situation stimulates the approval of rumors.   
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According to the sources, thousands of deaths occurred due to rumors and fake information 

in the universe's different regions. In various countries, numerous research and study 

groups are developed to identify the rumors spreading rate, misinformation, types of 

rumors, and measuring the impact of rumors during COVID-19 [224]. Some of the 

researchers seemed that SARS-CoV-2 is accountable for the spreading of COVID-19. Few 

people stated that COVID-19 is sent out through the 5 G network, and because of this 

rumor, a few of the 5 G towers were also destroyed by the people in some countries.  

Further, various rumors spread over social media regarding the different medical 

treatments such as alcohol, garlic, ginger, warm water, etc., that can help control COVID-

19. Nowadays, many rumors related to the COVID-19 vaccine are floating on social media 

[225], [226].  In a nutshell, some rumors have found that they are too active on social media 

as follow: 

 Garlic and high temp water both are proficient protectors. 

 Pneumonia immunizations/anti-infection agents help to secure. 

 It affects just more seasoned individuals; kids are insusceptible. 

 High temperature obliterates the infection. 

 Protection through Drinking liquor.  

 Thermal scanners are helpful to detect. 

 Pepper essence in the food can prevent COVID-19 infection. 

 Houseflies transmitted the COVID-19 virus. 

 Any kind of bleach or decontaminator on the body defends against COVID-19. 

 The mobile signals (5-G) transmitted COVID-19. 

 The sun heat or higher temperature guard from COVID-19. 

 If a person can hold the breath for ten or more seconds without any uneasiness, it 

means he/she is not affected by COVID-19. 

 Taking a hot shower will free a person from COVID-19. 

 The COVID-19 virus can be killed by the use of hand dryers. 

 Vaccines used for the treatment of pneumonia prevent the COVID-19 virus. 

 Paracetamol or any other antibiotics can cure COVID-19. 
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Thus, a practical method is needed to control the social damage from the COVID-19 

rumors and spread only likely to be positive information. During this research, it is 

observed that users have posted various rumors and misinformation related to COVID-19 

globally. In Fig. 6.2, the list of top-15 countries has displayed whose users have placed 

maximum numbers of Twitter posts. United States of America (USA) secured the top 

position with 51.61% of the total tweets posted while the United Kingdom (UK) and India 

clutch the second and third rank, respectively.     

 

Fig. 6.2. List of Top-15 countries' users posted the maximum number of COVID-19 

tweets  

 

The power of opinion leaders can modify the perception and awareness about the severity 

of COVID-19. They rigorously examine the integrity by measuring the source information 

and inspect the authenticity of the rumor. It is also essential to scrutinize opinion leaders' 

influence and information dissemination in the social network to triumph over COVID-19 

and potential epidemic outbreaks.  

In this researcher, the opinion leader behaves like a represser who control rumors from 

their skills and knowledge. Opinion leaders substantially impact and prevent their 

supporters and believers from any risk [55], [227]. So, suppose they follow any pattern or 

advice not to promote a particular object or material for society's benefit. In that case, their 

followers will most probably follow the same guidelines as shown in Fig. 6.3. When any 

users interact with either opinion leaders or rumor spreaders, it may be possible to change 

their viewpoint or consistent with their beliefs. 
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Fig. 6.3. Human influenced viewpoint representation  

 

Thus, a unique approach is developed that illustrates opinion leaders' power by controlling 

the COVID-19 rumors as much as possible. Initially, a large number of tweets has been 

extracted from Twitter social network related to COVID-19. Next, all the tweets are 

preprocessed by handling negations, punctuations, degree modifiers, word-shapes, 

emoticons, emojis, slang words, and sentiments-laden. Further, the reputation of each node 

is measured to figure out trust. The paramount significance of trust is to verify the trueness 

of the tweet so that if any user spread any information on the social network, the opinion 

leader can confirm the tweet's authenticity [143]. A ROLI algorithm is used to target the 

list of top-T opinion leaders who are responsible for controlling rumors [228]. Finally, each 

tweet's entropy is measured based on the probability that the other user responds to the 

tweets along with estimated trust. If the tweet's entropy is less than the pre-defined 

threshold value λ, it seems to a rumor, and a report is generated against it; otherwise, it has 

been transmitted in the network.  

 

6.2 Proposed methodology 

 

In the proposed system, three types of nodes are defined- oblivious node, diffuser node, 

and represser node that is acting as the main character in the network. When an individual 
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establishes a connection with a diffuser user, a rumor is transmitted from the diffuser to 

another. So the diffuser node is a user who propagates the rumor from one person to 

another. They have a serial connection with the other users and involve strongly during 

rumor diffusion. An oblivious node is a user who has neutral behavior during the rumor 

spreading,i.e., they do not take any action on the rumors and neither stop nor forwarded 

them. The represser node is a user who never transmitted it to others whenever they 

received the rumor and tried to stop the rumor's transmission.  

For example, consider the network, as shown in Fig. 6.4. There is three colors node; The 

grey color nodes indicate the oblivious node. A green node represents the diffuser nodes, 

while red nodes depict the represser nodes in the network. When the represser node 

influences the diffuser node by its intelligence, it becomes a represser node. In the same 

way, the fundamental knowledge about the rumor veracity transmitted in the network 

gradually. Sometimes, few nodes are not much influenced by the represser node and firmed 

on their decisions. Thus, it is very complicated to divert others' decisions through social 

media; Still, opinion leaders try to persuade others' attitudes through their expertise [55], 

[229]. 

 

Fig. 6.4.  Network representation with diffuser, represser, and oblivious node 

 

Many tweets are initially fetched from social media to discover the population's polarity 

and sentiments effectively in this research.  A VADER python library is used to find the 

tweet's polarity covering various features and opinions [230]. Further, each user's 

reputation is computed based on the polarity scores received from the neighbors and other 



Chapter 6: Applicability of opinion leaders to control COVID-19 rumors in online social networks 

 

 

164 

 

nodes. Next, trust is measured to validate the trueness of the posts. Finally, the reputation-

based Opinion leader identification algorithm is explored to find the top-T opinion leaders 

who check whether the posted tweet is a rumor or not. Thus, the proposed approach's 

overall structure and pseudocode are shown in Fig. 6.5 and algorithm 6.1, respectively. 

 

Fig. 6.5. Flow chart of proposed COVID-19 rumor controlling approach 

 

Algorithm 6.1: Opinion Leader based Rumor Detection (OLRD) Algorithm 
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Input: 

    1.   Rumor threshold λ 

    2.   Total m number of tweets posted by n number of users 

Output: Decision about rumor spreading 

Steps: 

1. Apply the ROLI algorithm to find the top-T opinion leaders. 

2. for ∀ t in m do 

   Preprocess t by removing iterating characters, hashtags, hashtags, and URLs. 

3. end for; 

4. for ∀ j in n do 

   Calculate the polarity-based reputation 𝑟𝑗(𝑡). 

   Compute the degree of trust 𝑇𝑗.  

5. end for; 

6. for ∀ t in m do 

    Measure the entropy Et(xi) of each tweet. 

    if (Et(xi) < λ) 

        Report the tweet as a rumor and discontinue the rumor spreading. 

    else 

                    Transmit the tweet normally. 

7.     end if; 

8. end for;    

 

 

6.2.1 Tweet Stage transition  

 

6.2.1.1  Diffusion stage 

 

In this stage, the diffuser user attempted to spread the rumor with the rate β in the network. 

The user finds the appropriate piece of information that is to be transmitted. Sometimes, 
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the diffuser may modify some of the information according to the current circumstances 

and spreads the indistinct information to its neighbors. If the nodes do not want to 

participate in the transmission or having no facts,  they simply ignore the transmission 

process. 

 

6.2.1.2 Recognition stage 

 

In this stage, the node decides whether to accept the rumor with the probability qd(t). If 

the degree of trust is very high on the other users, the node may accept the rumor and 

propagate it to its neighbors, but the node rejects the rumor if the degree of trust is low. 

 

6.2.1.3 Probability of retweet 

 

In the social network, millions of users posted various posts and retweets related to 

different events every second in a whole day with the rate of θ. Whenever the users refresh 

and reload the social media interface, the user finds various new posts. The user then 

decides to either read, forward, retweet, or ignore the posts. Let u1 is the total number of 

first-order followers and u2 is second-order followers of a user x. The second-order 

followers considered only those who retweet or read the posts read or retweet by first-order 

followers. Let, ud indicates the total number of followers in the individual network, and 

qd(t) depicts the probability to find the total number of followers who pursue, read, and 

retweet the tweet at level d after its posting within time t. We have assumed that most users 

who read and also retweet the post are equal to p. Let Rd(t) represents the total number of 

followers who read or retweet the tweets at level d after time t. Therefore, the value of 

Rd(t) can be computed using Eq.(6.1). 

Rd(t) =  ud(t)qd(t)p                                                        6.1) 

In this process, the occurrence of a total number of tweets and the appearance of the total 

number of l-order users are considered exponential. So, poisson distribution is used to 
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measure the total number of users who randomly read and retweet the posts at time t, 

represented using Eq.(6.2). 

∫ f(τ)dτ = 
t

0
∫ θ

t

0
e−θt dτ  = 1 − e−θt                                … (6.2) 

So, the probability q1(t)  for first-order users to retweet, can be represented using Eq.(6.3). 

q1(t) =  1 − e−θt                                                      … (6.3) 

Now, we have formulated the Poisson distribution for second-order users. Here, one 

interesting fact is that the second-order users only retweet the post that is already retweet 

by the first-order users on or after time t. Let, τ considered the time on or before the first-

order user read the tweets such that τ ≤ t. So, the probability q1(t − τ) for first-order users 

to retweet, the post between t and τ can be depicted using Eq.(6.4). 

q1(t − τ) =  1 − e−θ(t−τ)                                              … (6.4) 

So, the probability q2(t) for second-order users to retweet, can be represented using 

Eq.(6.5).  

q2(t) = ∫ θ
t

0
e−θt pq1(t − τ)dτ 

                                       = ∫ θ
t

0
e−θt p (1 − e−θ(t−τ))q1(t − τ)dτ 

                            =  p (1 − e−θt −   θte−θt)                                     … (6.5) 

Correspondingly, the probability q2(t − τ)  can be shown using Eq.(6.6). 

q2(t − τ) =  p (1 − e−θ(t−τ) −   θ(t − τ)e−θ(t−τ))                         … (6.6) 

Similarly, the probability q3(t) of retweet for third-order users is represented using 

Eq.(6.7). 

q3(t)  = ∫ θ
t

0
e−θt pq2(t − τ)dτ       

                                                               = ∫ θ
t

0
e−θt p2 (1 − e−θ(t−τ) −   θ(t − τ)e−θ(t−τ)) dτ 

                          =  p2 (1 − e−θt −   θte−θt − 
1

2
θ2t2e−θt )        … (6.7) 

Thus, the general formula to calculate the probability by the user at level-d is shown using 

Eq.(6.8). 

qd(t) =  pd−1  (1 − ∑ (
(θt)ue−θt 

u!
)d−1

u=0 )                                 … (6.8) 
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If an individual received a bit of information from the other users in the network, it depends 

on the degree of trust that the user perceives from the other user. So, qd(t) measures the 

probability of reading and retweeting the post that the other users published in the network.   

 

6.2.2 Tweet preprocessing and reputation calculation 

 

Generally, a tweet is significantly affected by the active user's response, environment, 

content, time interval, and domain. The other's user tweet also influences the content and 

the schism of the tweet over time. So, we have redesigned our dataset in which each tweet 

is represented by the tuple <#user_id, content, time>. To measure each tweet's polarity, we 

have used the VADER (Valence Aware Dictionary and sEntiment Reasoner) python tool 

that categorized each tweet into the positive, negative, and neutral categories. This tool also 

defines the potency of positive, negative, or neutral polarity based on character case 

sensitivity, emojis, punctuation, emoticons, and slang. The primary elements of the tools 

include degree modifiers, conjunctions, and n-grams. For measuring the reputation of a 

user in the social network, we just used the modified reputation measuring course of action. 

Thus the reputation 𝑟𝑥(𝑡) of the node x is measured using Eq.(6.9), Eq.(6.10), and 

Eq.(6.11). 

rx(t) =  
1

∂
∑  η(ri(t))

x−1
i=1 ∗  ri+1

other                                  … (6.9) 

Where, 

ri(t) =
∑ ∑ (σ(ps,m− ns,m)+τus,m )

q
m=1

p
s=1

∑ ∑ (ps,m+ us,m +ns,m)
q
m=1

p
s=1

                             … (6.10) 

η(ri(t)) = 1 − 
1

1+e−((ri(t)−d)/α))                                  … (6.11) 

In the above equations, ps,m indicates the positive polarity of the m-th tweet, ns,m indicates 

the negative polarity of the m-th tweet, and us,m indicates the neutral polarity of the m-th 

tweet. A constant 𝜎 is the weightage assigned to positive and negative polarity, and 𝜏 is 

another weightage constant allocated to neutral polarity. Again, α and 𝜕 are non-zero 

integer constants whose value lies between 0 and 1. 𝑟𝑖(𝑡) is the reputation of the user 

derived from a particular m-th tweet based on positive, negative, or neutral polarity, and  
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𝑟𝑖+1
𝑜𝑡ℎ𝑒𝑟 is the reputation of other users who retweet on m-th tweet. 𝜂(𝑟𝑖(𝑡)) is a moderating 

function to guarantee that the reputation of the authenticated user becomes robust against 

any forged post at level-d.  We have performed various tests to find the appropriate value 

of 𝜎, 𝜕, and 𝜏. So, for experimental purposes, we have used 𝜎 = 1, 𝜕 = 0.85, and 𝜏 =

 0.75. We practically found that the impact of these parameters affects the reputation of a 

user in the network.     

 

6.2.3 Trust computation 

 

Trust plays an essential role in the rumor spreading over time. Trust depicts the belief that 

users gain from other users by their activities and actions in the network [140]. The role of 

trust is significant for accepting or rejecting rumors. The representation of trust is 

complicated as the variations in the user's preferences and attributes. Most users have 

thousands of friends on social media, but only a few hold the user's trust. Reputation 

portrays an essential character for trust computation [231]–[233]. If a user has a high 

reputation, most probably the user would trust them; But only in few cases is the user's 

reputation independent of the reputation.  In the proposed approach, trust is calculated 

based on the reputation that a user achieves from neighbors and other users over time t in 

the network. We have computed the user y trust on user x by utilizing the user's reputation 

as shown in Eq.(6.12).   

Tx,y =  
exp(σ( ∑( rx (t)|×|ry(t)))

∑ exp(σ( ∑( rx (t)|×|ry(t))) zϵИ(x)U{x}

                                 … (6.12) 

Where rx , ry, and rz is the reputation score of user x, user y, and user z, respectively. N(x) 

is the set of neighbors of user x, σ is a normalization component with  0 < σ < 1, and |×| 

is a multiplicative operation. 

6.2.4 Tweet's entropy calculation 

 

A tweet's entropy signifies the importance and amount of information that a tweet perceives 

during the transmission. Promotion and advertisement-like tweets are having less entropy, 
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while news and informative-like tweets likely having more entropy. Generally, the user 

retweets or forwards only those tweets with some new and unique information or originated 

from some authorized source. There is a probability 𝑞𝑑(𝑡) to determine the chances of 

retweet on the post of user x  by other users. So, the user x, i-th tweet overall entropy Et(𝑥𝑖) 

at time t is calculated using Eq.(6.13). 

Et(xi)= −∑ Txy ∗ (qd(t) log(qd(t)))
z
y=1                                 … (6.13) 

 

6.2.5 Opinion leader identification  

 

The concept of the opinion leader identification algorithm came from product awareness 

in the field of product marketing. As a business strategy, the product manager's main 

motive is to promote the product by recognizing the group of users having a large number 

of followers on social media. The product managers try to attract only these information 

spreaders by providing them a few rewards or benefits. So it is a very classical problem to 

choose such a spreader that can maximize the total selling of the product regardless of 

network topology and other competitive business strategies. Hense such types of users are 

considered opinion leaders who have the power to control other nodes. Generally, most 

opinion leader identification approaches are based on degree centrality, closeness 

centrality, betweenness centrality, PageRank, and eigenvector centrality. Since the last few 

years, The PageRank-based procedure provides better outcomes in most cases and has 

received more deliberation towards solving the significant user identification problems.   

A new Reputation-based Opinion Leader Identification (ROLI) algorithm is proposed that 

identified the most important opinion leader in the network based on the highest reputation. 

A higher reputation in the network has more chances to get more votes from its neighbors. 

So, identifying the user's reputation is very critical and depends on the total no of tweets 

and retweets posted by the user's neighbors. The ROLI algorithm's general concept 

originated from the SIR epidemic model in which a user exists in any of the three stages: 

susceptible, infected, and recovered. A variety of researchers have observed that if the 

infection rate of disease is high compared to the recovery rate, it is complicated to eliminate 
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the illness that formed a pandemic. Every time an infected node attempted to spread the 

disease with the rate β to any of its neighbors. 

Similarly, a node can be recuperated with the rate γ over time. Hence, the ROLI algorithm 

is used in which a node voted to its neighbors based on their reputation score. Initially, 

each node's reputation is calculated based on their total degree, i.e., the absolute number of 

nodes. Most of the social networks follow the richer gets richer phenomenon, i.e., the most 

potent nodes tending to magnetize more other nodes in the network. So, in the real world, 

if a node is having a higher level of trust or weighted relationship with its neighbor or other 

nodes, they would prefer to vote for that node. In this algorithm, there is a need to choose 

the top-T opinion leaders; every player has a chance to vote t times. If a particular user is 

selected as an opinion leader in one round, that node will not participate in further voting 

rounds. This strategy's main reason is to avoid biasing among the nodes because the 

spreading power of the elected node may influence or affect other nodes' decisions. So as 

the elected node would not be involved in voting, the subsequent node's neighbors and their 

neighbor's power also shrink. Hence the selected nodes are separated from the entire 

process and can not use their control unnecessarily with the neighbors. Finally, after t 

number of rounds, top-T opinion leaders have been selected successfully. 

In this algorithm, a value pair (vsx, vx) is associated with every node, where vsx depicts 

the voting score received from the node's neighbors and vx indicates the node's voting 

ability, i.e., the total number of votes that the node can grant to its neighbors. Initially, all 

the nodes with the same capacity in the first round, i.e., one, to vote. Each node can offer 

a vote to its neighbors, and all neighbors can also give the option to the subsequent node. 

The voting score of the node is the collective aggregation of the votes that its neighbors 

have given, i.e., if a node receiving a total of five votes from its neighbors based on its 

reputation, the voting score of the node would be five. After each round, the node with the 

highest voting score would be declared as the opinion leader. It is also noticed that the 

elected opinion leader would not participate and set its voting score to zero in the 

subsequent round. All the nodes connected with the previous round's opinion leader have 

to update voting capacity in the following phase. The node  update its voting capacity by 
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(vx − f) until the value of  vx reach to zero. In this update mechanism, f indicates the 

diminishing variable whose value lies between 0 and 1. For simplicity, the variable f is 

measured as 
1

<𝑑>
, where < 𝑑 > in the mid-degree of the network. The same steps are 

iterated over the t number of times or until the required number of opinion leaders identified 

in the network. Thus, the entire structure of the ROLI algorithm is as follow: 

 

Algorithm 6.2: Reputation-based Opinion Leader Identification (ROLI) Algorithm 

Input: Load the total n number of users 

Output: Top-T opinion leaders 

Steps: 

1. Identified the initial reputation rx of each node 

2. Assign the value to (vsx, vx) ← (rx, 1) to each node x 

3. O[] ← Set of opinion leaders  

4. while( i ≤ T) 

5.    for x in A do 

6.       if x ϵ O: 

7.          set vsx← 0 and  vx ← 0 

      else if (x ϵ N(j) and j ← O) 

8.          set vsx ← ∑ rk
N(x)
k=1   and  vx ← (vx − f) 

      else:  

9.           set vsx ← rx  and  vx ← 1 

      end if; 

10.       find the node j with max(vsj) and set O ← O ∪ {j} and A ← A - {j} 

11.        i ← i+1 

    end for; 

end while; 

12. Find the list of top-T opinion leaders return by O 

13. end; 
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To understand the ROLI algorithm more clearly, considered the following network having 

a total of nine nodes. Initially, each node's voting capacity is set to be one, and the 

reputation of each node is calculated based on the aggregated degree. .i.e., the total no of 

links connected with nodes. Fig. 6.6(a) depicts the first round outcomes, and node #4 is 

elected as an opinion leader. In the next round,  all the nodes, i.e., 1,2,3,5, and 6, that are 

connected with node  #4 update their voting ability and voting score as per the mentioned 

rule. The average degree of the network is 2.22, so the value of f becomes 0.45. therefore, 

each connected node reduced its voting ability by the factor of f, and the new voting 

capability of the node becomes 0.55.  

 

                                         (a)                                                                  (b) 

Fig. 6.6. ROLI Algorithm illustration (a) network structure after the first iteration (b) 

network structure after the second iteration 

In the next round, the voting score and voting capability of node #4 become 0, and the 

reputation of all nodes is measured again. In this phase, node # 7 is selected as the opinion 

leader with a reputation score of 3.1, as shown in Fig. 6.6(b). the same procedure is carried 

out for the remaining successive rounds until the designated number of opinion leaders are 

identified.  

 

6.3 Computational complexity 
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The process of calculating the Opinion leader identification algorithm's time complexity is 

divided into three steps; The first step involved the time t1 required to measure the initial 

reputation and voting ability. The second step included the time t2 needed to select the 

node with the highest reputation score. The third step had the time t3 required to modify 

the reputation score. For measuring the initial reputation of each node, total O(n) time is 

requires. Similarly, the initial voting ability of each node is 1. So, only  O(e) time is needed 

to assign initial voting ability. Thus, the whole time complexity t1 is O(n) + O(e) ≈ O(e). 

If the optimal procedure is chosen to find the node with the maximum reputation score, the 

second step's time complexity t2 would be O(n). in the third step, the reputation score of 

only those nodes would be updated that are one or two units far away from the represser 

nodes that have been selected as the opinion leaders in the previous round. The mid-degree 

of the network is < 𝑑 >. Thus the time complexity of step 3 is O(<d>2)  ≈ O ( 
e2

n  ). If t 

number of opinion leaders are selected, the overall complexity would be O(e+t*n+t 
e2

n2). If 

the network is sparse, i.e., n>>e and n>>t, the time complexity of the algorithm might be 

O(n) for the network.  

 

6.4 Result analysis and performance evaluation 

 

6.4.1 Datasets 

 

6.4.1.1.Twitter dataset 

 

Since the COVID-19 pandemic outbreak, social media have practiced a large volume of 

data and comments. From the last few time, Twitter also plays an essential role in extracting 

information about the pandemic. This research has pulled many tweets from Twitter to find 

out the people’s opinions and sentiments. The main reason behind choosing Twitter is its 

popularity and usability that has been drastically increased during the pandemic. Some 
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unauthorized sources have posted different kinds of rumors and misinformation. Later on, 

Twitter has added the fact-checking tie with the tweets to check the tweet’s authenticity.  

So, in this research, we have also extracted Twitter’s tweets dataset for analysis purposes. 

We have used Twitter streaming API  to pull out the COVID-19 tweets. Twitter’s API 

supports access to tweets, users, messages, trends, links, and many more things. Due to 

memory and CPU constraints, we have collected a total of 65.3 M tweets that started from 

January 1, 2020, to March 30, 2020. We have used the five search keywords for obtaining 

the tweets. We have gathered the tweet in <Tweet, userId, time, country>  format to 

demonstrate the single tuple.  

 

6.4.1.2 Instagram Dataset 

 

Instagram is another widely used social media used by people for images, videos, and 

views sharing purposes. In this research, we also have extracted the Instagram posts related 

to COVID-19. An Instagram API is used for collecting the entire posts started from January 

1, 2020, to March 30, 2020. Initially, a token is generated, and POST and GET requests 

are built through HTTP. However, the total number of posts is relatively more minor than 

the Twitter data set but contains fascinating facts, rumors, and misinformation about 

COVID-19. We have collected around 9.8 K posts, and 37 K comments originated from 

the different validated user accounts.      

 

6.4.1.3 Reddit Dataset 

 

Reddit is an online discussion medium that integrates various things like news, posts, 

comments, conversations, views, images, and queries. Although the recognition of Reddit 

is not so wider, yet it covers more rich content and information. Reddit contains lots of 

communities that provide the information in a very creative and innovative way. We have 

used the python-based Reddit API to collect the content based on five searching words. We 
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have assembled around 15.7 K comments derived from the various user communities and 

specific posts. Thus, the statistical description of the datasets is shown in Table 6.1.  

 

Table 6.1. Twitter, Instagram, and Reddit dataset statistical description 

Dataset ( January 1-  March 30, 

2020) 

Statistics 

Twitter Instagram Reddit 

Total number of tweets 65.3 M 46.8 K 25.7 K 

% of the tweets in English 71.2% 89.3 % 96.4 % 

% of tweets in other and regional 

languages 
28.8% 10.7 % 5.6% 

% of verified accounts 8.4% 23.5 % 64.8% 

Total number of participating 

countries 
173 148 94 

Total number of searched 

keyword 
5 ('Covid19', 'coronavirus', '#2019-ncov', 

'#covid_19', '#pandemic') 

Density 0.00845 0.00591 0.0139 

Clustering coefficient 0.000614 0.000472 0.000863 

 

6.4.2 Analysis and visualization of the experimental result 

 

We have used Gephi, a Java-based network analyzer tool that is used to analyze the 

network. The tool supports finding out the relation among the users and measuring the 

network’s clustering coefficient.  Next, we have used the VADER  python library to get 

the sentiments of each tweet. We have classified each tweet into three classes: positive, 

negative, and neutral. Further, the reputation of each user is measured based on the 

aggregate polarity. Trust is also calculated to predict whether the users retweet, forward, 

or reject the message. 

Next, we applied the ROLI algorithm to find the top-T OLs in the network. We have found 

the list of those user’s IDs who have posted maximum tweets or posts about the COVID-

19, and other people also commented on those tweets in the network. These tweets contain 
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valuable information and provide a powerful direction towards the controlling from the 

COVID-19. These tweets are also liked, retweeted, and shared by thousands of users. 

Further, we have calculated the entropy of each tweet based on measured trust. Here, we 

have used filtering operation and discard those tweets whose user’s reputation score is 

relatively low. So this operation reduced the whole entropy processing time. Finally, we 

have obtained the record of users whose tweets are mostly retweeted using SNA measures 

and suggested reputation score along with their SNA measures as shown in Table 6.2, 

Table 6.3, and Table 6.4 for all three datasets. 

 

Table 6.2. List of top-10 opinion leaders along with their reputation score and other SNS 

measures for the Twitter dataset 

Node id DC Node id CC Node id BC Node id PR Node id EC Node id Reputation 

3782784 0.0353824 4882929 0.0099734 5781775 0.0504885 4938103 0.0038952 937482 0.0144372 758380 0.1276728 

1636273 0.0353823 837321 0.0099732 184773 0.0504883 5062765 0.0038951 4287292 0.0144372 4791216 0.1276728 

466738 0.0353821 3877392 0.0099732 2390202 0.0504882 3773291 0.0038949 837174 0.0144371 829252 0.1276727 

1046730 0.0353819 174992 0.0099731 734218 0.0504882 638383 0.0038948 84983 0.0144371 940251 0.1276726 

473721 0.0353815 1062525 0.0099730 78022 0.0504881 194482 0.0038947 2839290 0.014437 3936037 0.1276726 

5254646 0.0353811 494775 0.0099730 519287 0.0504880 2784929 0.0038946 3921043 0.0144369 7385 0.1276726 

904537 0.0353809 105829 0.0099729 3992801 0.0504879 574922 0.0038944 735622 0.0144368 84892 0.1276725 

3029229 0.0353808 2593920 0.0099728 1820378 0.0504877 1383092 0.0038942 1588391 0.0144367 5827403 0.1276725 

2372722 0.0353804 59201 0.0099728 3629048 0.0504876 292739 0.0038941 449293 0.0144367 1289504 0.1276724 

375981 0.0353804 429322 0.0099728 947324 0.0504876 5417321 0.0038941 814871 0.0144366 683692 0.1276724 

 

 

Table 6.3. List of top-10 opinion leaders along with their reputation score and other SNS 

measures for the Instagram dataset 

Node id DC Node id CC Node id BC Node id PR Node id EC Node id Reputation 

3056 0.0954829 8402 0.0703421 17392 0.0639235 19048 0.0418937 8592 0.0390783 4011 0.0838588 

10154 0.0954829 738 0.0703421 9387 0.0639235 7283 0.0418937 5308 0.0390783 21802 0.0838588 
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32537 0.0954828 21481 0.0703421 23817 0.0639234 33891 0.0418937 23973 0.0390783 9820 0.0838588 

2098 0.0954828 31412 0.0703420 5927 0.0639234 491 0.0418936 12094 0.0390783 17391 0.0838588 

812 0.0954828 1184 0.0703420 10042 0.0639234 9382 0.0418936 5909 0.0390782 11896 0.0838587 

22904 0.0954827 9823 0.0703420 22893 0.0639234 17495 0.0418936 32984 0.0390782 36003 0.0838587 

4929 0.0954827 37192 0.0703420 387 0.0639233 30874 0.0418936 973 0.0390782 6298 0.0838587 

1090 0.0954826 26177 0.0703419 31903 0.0639233 5983 0.0418935 128 0.0390782 25009 0.0838586 

25709 0.0954826 2017 0.0703419 2851 0.0639233 24981 0.0418935 31983 0.0390781 14892 0.0838586 

8341 0.0954826 18451 0.0703419 7389 0.0639232 13722 0.0418935 5582 0.0390781 439 0.0838586 

 

Table 6.4. List of top-10 opinion leaders along with their reputation score and other SNS 

measures for the Reddit dataset 

Node 

id 
DC 

Node 

id 
CC 

Node 

id 
BC 

Node 

id 
PR 

Node 

id 
EC 

Node 

id 
Reputation 

1906 0.1073821 369 0.0852855 4329 0.1019903 6525 0.0753870 9241 0.0726944 8033 0.1080275 

5648 0.1073821 6407 0.0852855 16132 0.1019903 12599 0.0753870 5481 0.0726944 7075 0.1080275 

21653 0.1073821 918 0.0852855 2621 0.1019903 3745 0.0753870 5575 0.0726944 11575 0.1080275 

1842 0.1073820 8212 0.0852855 11921 0.1019902 14492 0.0753870 942 0.0726943 18284 0.1080275 

13654 0.1073820 13734 0.0852854 20729 0.1019902 5999 0.0753869 8219 0.0726943 13057 0.1080274 

5608 0.1073820 6566 0.0852854 1022 0.1019902 20562 0.0753869 1926 0.0726943 5402 0.1080274 

4251 0.1073820 6962 0.0852854 3799 0.1019902 2224 0.0753869 21107 0.0726942 1099 0.1080274 

10648 0.1073819 19048 0.0852854 407 0.1019901 8974 0.0753869 1601 0.0726942 12056 0.1080274 

1149 0.1073819 1529 0.0852854 11089 0.1019901 10425 0.0753869 180 0.0726942 5148 0.1080273 

8457 0.1073819 8979 0.0852853 931 0.1019901 19616 0.0753868 12621 0.0726942 9236 0.1080273 

 

Once we identified the top-T(=10) OLs in the network, the next step is to choose the 

threshold value for the entropy. It is critical to select a particular threshold value λ for 
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declaring a tweet as a rumor. Therefore, after various analyses and experiments, we have 

chosen λ=0.95, i.e., if the entropy of the tweet is less than 0.95, the tweet would be reported 

as a rumor; otherwise, the OL may only forward or add their comments with the post and 

forward to the followers and other users in the network.  

 

6.5 Performance metrics for rumor controlling 

 

To evaluate the performance and effectiveness of the proposed approach for COVID-19 

rumor controlling, we have used the performance metrics based on the behavior of the 

oblivious node 𝑛𝑜, diffuser node 𝑛𝑑, and represser node 𝑛𝑟. As we have mentioned 

previously, the rumor spreading tendency is similar to the disease spreading behavior in 

the traditional SIR epidemic model. The authenticity of the proposed approach depends on 

how quickly it identifies and controls the total number of rumors in the network. Thus, we 

have used three metrics: diffuser degree, represser degree, and affected degree, 

respectively, for measuring the approach’s performance. 

 

6.5.1 Diffuser degree  

 

The diffuser degree explains the behavior of the diffuser node in the network. If the rumors 

spreading rate β is high, most of the nodes might be infected or influenced by the rumors. 

It is mandatory to transmit the correct information in the network as early as possible to 

avoid any crisis. So, The diffuser degree 𝑓𝑑(𝑡) is defined as the ratio between the total 

number of diffuser nodes and the total count of represser nodes, oblivious nodes, and 

diffuser nodes in the network at time t as shown in Eq.(6.14).  

𝑓𝑑(𝑡) =  
𝑛𝑑

𝑛𝑑+𝑛𝑟+𝑛𝑜 
                                               … (6.14) 

In Fig. 6.7, we can observe that as soon as the count of OLs increased, the diffuser degree 

reduced gradually; But due to some spreader nodes with a strong belief in the rumor, it is 

impossible to reach the zero level. Also, the proposed approach reduced the total number 

of diffusers 26% faster than other SNA measures as the number of OLs increased gradually.     
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Fig. 6.7. Visualization of diffuser degree for proposed approach and standard SNA 

measures for Twitter, Instagram, and Reddit  

 

6.5.2 Represser degree 

 

Represser degree states the control of the represser node in the network because eventually, 

the represser nodes are considered the OLs in the network. So, if the represser nodes 

identify the tweet’s trueness as soon as possible, they can help stop the rumor from 

spreading. Thus, represser degree 𝑓𝑟(𝑡) is defined as the ratio between the total number of 

represser nodes and the total count of represser nodes, oblivious nodes, and diffuser nodes 

in the network at time t as shown in Eq.(6.15). 

𝑓𝑟(𝑡) =  
𝑛𝑟

𝑛𝑑+𝑛𝑟+𝑛𝑜 
                                                   … (6.15) 

In Fig. 6.8, we can monitor the relationship between the represser degree and diffuser 

degree over time t. As soon as the represser nodes spread the actuality of the rumor with 

the rate γ, the represser degree increased, and the depressor degree decreased with time. 

Again, the proposed approach performed better and spreading veracity around 22% faster 

than other SNA measures.   
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Fig.  6.8. Visualization of represser degree for proposed approach and standard SNA 

measures for Twitter, Instagram, and Reddit  

 

6.5.3 Affected degree 

 

An affected degree is a scale that explains the effect of OLs in the network. It measures the 

total number of users who are influenced by OLs. The represser degree 𝑓𝑎(𝑡) is defined as 

the fraction between the total number of influenced nodes and the total count of represser 

nodes, oblivious nodes, diffuser nodes, and affected nodes in the network at time t, as 

shown in Eq.(6.16). 

𝑓𝑎(𝑡) =  
𝑛𝑎

𝑛𝑑+𝑛𝑟+𝑛𝑜+𝑛𝑎 
                                                  … (6.16) 

Where 𝑛𝑎 depicts the number of users influenced by the OLs. Further in Fig. 6.9, we can 

infer that as represser nodes spread the rumor’s actuality with the rate γ, the affected degree 

increases with time, i.e., more number of users influenced by the OLs. The proposed 

approach produced better outcomes and impacted the users approximately 23% faster than 

other SNA measures.   
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Fig. 6.9. Visualization of affected degree for proposed approach and standard SNA 

measures for Twitter, Instagram, and Reddit  

 

OLs are identified at different moments according to the approach, i.e., as soon as the time 

elapsed, the number of OLs also increased as well. Each OL has a different number of 

followers, and rumor spreaders are also presented in the network. So, the intensity to 

control the rumors among the general users varies and depends on the total number of 

followers and network structure.  

 

6.5.4 Performance metrics for ROLI algorithm 

 

In this research, we have proposed a novel ROLI algorithm for OLs recognition in OSN. 

To validate the ROLI algorithm’s performance, we have compared the results with the 

other SNA measures. We compared the impact of the proposed ROLI algorithm with the 

standard SNA measures, which are also used globally to find the prominent users in the 

network. we utilized the four performance metrics; Accuracy, Precision, Recall, and F1-

score, to ensure the reaching of the approach [234]. true-positive(TP), true-negative (TN), 
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false-positive(FP), and false-negative(FN) components help to compute these metrics. In 

Fig. 6.10, we have compared the outcomes turn out from the proposed ROLI algorithm 

w.r.t. mentioned performance metrics. We have observed that the proposed algorithm gave 

around 91% accuracy,93% precision, 95% recall, and 94% F1-score. For experiment 

purpose, we have set the value of β = 0.0055 and γ = 0.0085. So, all the results and 

experiments have been performed based on these parameters.   

 

 

(a) 

 

(b) 

 

(c) 

Fig.  6.10.  Analysis of Performance metrics between Proposed ROLI and standard SNA 

measures for (a) Twitter, (b) Instagram, and (c) Reddit dataset 
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Another significant aspect that also affects the importance of the algorithm is the execution 

time. In the previous section, we discussed the algorithm's complexity, which is almost 

equivalent to O(n). We have considered only that time that is consumed to find out the 

designated OLs from the network. Each method has its parameters to estimate the OLs are 

very materialistic. In Fig. 6.11, we have demonstrated the execution time required by each 

SNA measure along with the proposed ROLI algorithm. From the analysis, we examined 

that the proposed algorithm needed a shorter time that is comparatively lower than the other 

SNA measures for all three datasets. In our approach, we have also performed extra work 

to compute the reputation, trust, and entropy, which also needed additional time. Thus, we 

can strongly recommend that the proposed algorithm perfectly controls COVID-19 rumors 

and supports strong beliefs and reputation on the social network.      

 

 

Fig. 6.11. Execution time analysis of ROLI algorithm with standard SNA measures 
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6.6 Chapter summary 

 

In the present pandemic condition, the COVID-19 disease has been ultimately affected the 

whole world drastically. The role and power of social media are very vital regarding 

COVID-19 related rumors and misinformation propagation. Although the World Health 

Organization(WHO) and other official government organizations already circulated 

various guidelines and control measures to avoid the disease, different kinds of 

misinformation being spread by numerous sources in social media [235], [236]. Thus, it is 

essential to control such rumors and misinformation to save public health. Since Twitter's 

popularity is drastically increased after this pandemic, consumers have posted different 

kinds of information without checking the source authenticity.  

In this research, an innovative approach is addressed that can control the COVID-19 related 

rumors on social media up to certain limits as much as possible. First, many tweets are 

extracted from the Twitter, Instagram, and Reddit social networks for analysis purposes. 

After prepossessing the tweets, Real-time monitoring of tweets, rumors, patterns, trends, 

and misinformation is required to avoid any trouble. Such control may identify only the 

verified information and ensure that only verified and trusted information would be 

transmitted to control dangerous consequences.  
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Chapter 7 

Conclusion and future scope 

 

This chapter coats the complete summary of the proposed various approaches related to 

opinion leaders' identifications, power, and applications in online social networks. Sections 

8.1 cover the outline of all the methods; section 8.2 covers the limitations of the proposed 

methods. Section 8.3 explores the future aspects of the proposed work, and finally, the 

concluding interpretations of the research are wrapped up in section 8.4. 

 

7.1 Research summary 

 

This study about the opinion leaders presented unique and novel approaches to detect the 

opinion leader, explore their power for information diffusion, and demonstrate opinion 

leaders' applicability in the healthcare domain to prevent COVID-19 rumors in the online 

social networks. As per the literature, various studies found opinion leaders but have some 

constraints and limited accuracy. The social network's biggest challenge is the dataset's 

size and the unavailability of a specific and accurate dataset.  Although various SNA 

measures are used for comparative analysis and research purposes, no other benchmark 

methods are present to find the opinion leaders in the online social network. 

For fulfilling the need of RO1, two nature-inspired metaheuristic algorithms discover the 

opinion leaders. For many years, meta-heuristic algorithms can solve various real-world 

problems efficiently and effectively. The first approach is based on the nature-inspired 

Firefly algorithm. The concept of the algorithm is based on the global community and 

blinking actions of Firefly. The second approach is based on the Whale optimization 

problem. The meta-heuristic nature-inspired social network-based Whale Optimization 

Algorithm (SNWOA) is proposed. Each user behaves as the whale that tries to find out the 

other user having more reputation. The user has more importance considered prey, and all 
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the users wanted to connect to the user with more prominence. Both approaches are 

incredibly efficient in discovering the opinion leader with high accuracy. In some cases, 

the performance of whale optimization is better than the firefly algorithm. Chapter 2 covers 

the whole description of both the algorithms in detail.  

For achieving the RO2, two solutions have been proposed. In the first solution, a game 

theory-based approach is addressed that hypothesized each user like a player who wants to 

make coalitions with the other users in the network. Trust and centralities considered as 

attributes help to find the marginal contribution of a user in the game. Shapely value is also 

used to calculate the marginal contribution. Four different solutions are proposed to 

compute individual payoff. The proposed approach is convenient for information diffusion 

because companies collaborate for strategic growth and benefits. Another solution is based 

on Graph Neural Network that consists of the GOLI model utilizing the power of GNN to 

categorize the opinion leaders. The main target is to develop an approach that captures the 

hidden and latent information from the network. The accuracy of the deep learning-based 

proposed model is very high and can effectively support information diffusion. 

To attain the RO3, a new approach is delivered consisting of opinion leaders' applicability 

and power to stop COVID-related rumors in the online social network. In leading motive 

is to find out the relevance of opinion leaders through online social networks in healthcare. 

In the ongoing COVID-19 pandemic, people spread various COVID-19 related rumors and 

hoaxes, which incredibly negatively influences civilization. Due to these rumors, there are 

lots of mental illnesses, and anxieties arise. Thus, a rumor prevention approach is addressed 

in which opinion leaders are selected to validate the tweet's integrity based on entropy 

measurement and sentiment analysis. The proposed approach's performance is compared 

based on three metrics; diffuser degree, represser degree, and affected degree, respectively. 

 

7.2 Theoretical and practical implications of research 

 

7.2.1 Theoretical implications 
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Nowadays, most of the human decision-making process is influenced by social media 

activities. This research produces innovative and novel implications representing the 

identification of opinion leaders and the impact on information diffusion and controlling 

rumors. In the entire study, various statistical, mathematical, and scientific calculations are 

used, which support all the analysts and mathematicians to understand the power of graph 

theory. 

In the research, novel nature-inspired meta-heuristics algorithms, game theoric approaches, 

and centrality-based methods are used to identifying the opinion leader in the online social 

network. So this research is very significant for researchers interested in taking insight 

knowledge of nature-inspired algorithms and opening the new direction towards opinion 

leader identification.  

Opinion leaders' importance is vital and impactful for managing various rumors and 

misinformation transmitted over online social networks. In this research, we have explored 

the power of opinion leaders to control COVID-19 rumors. Thus, this research’s 

contribution is very significant in various domains to prevent rumors and hoaxes 

comprehensively. In previous studies, only limited approaches used reputation and trust to 

find opinion leaders in limited environments. The main essence of this study is the 

utilization of reputation and trust effectively. Also, the polarity of each tweet is measured 

to identify the sentiments of the population about the COVID-19 epidemic. 

In this study, we did not apply any data mining approach. Although data mining approaches 

outperformed well in real-world applications and produced improved outcomes, they are 

not appropriate for online social networks due to their dynamic nature. In this study, we 

have merely used software tools, statistical formulas, and methods to discover opinion 

leaders and validate the integrity of the post. One of the principal merits of this approach 

is that it is very beneficial for large datasets. As the number of users steadily increased in 

the network, more users would exchange their opinions and views. So, at that moment, 

each user can measure other users’ reputations, attractiveness, and degree of trust more 

accurately and precisely.  
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The proposed system’s complexity is straightforward and does not include any 

multifaceted structure and formulation.  For all operations, elementary strategies are used. 

Most of the previously developed methods involved complex, composite, and lengthy 

computations that are difficult to implement and understand. 

This study makes exceptional progress towards innovation in information science by 

exploring and demonstrating the power of opinion leaders to information diffusion and 

control COVID-19 rumors in the current pandemic. Also, the operational behavior of the 

proposed ROLI approach is analogous to the SIR epidemic model that shows the spreading 

of disease in the real world. Such types of research also support preventing a high amount 

of misinformation transition in online social networks. It is essential to identify the set of 

users who have an immense impact on their followers to improve the trustworthiness of 

online social networks. So this research contributes enormously to fulfill this objective with 

higher accuracy and effectiveness. 

 

7.2.2 Practical implications 

 

In this research, we have identified the top-N opinion leaders who can diffuse the 

information and control the transmission of rumors as much as possible. This research’s 

practical implication is very much in the real world because the diffusion of any negative 

news may develop the mystification related to COVID-19 treatment and diagnosis that 

affect human health and inner sentiment support system [237]. The influence of opinion 

leaders is limited to preventing misinformation or rumors and is very significant in various 

domains like education, agriculture, healthcare, defense, marketing, promotions, consumer 

behavior, and more. The practical implication of this research is broadly elaborated as 

follows. 

The research outcomes are highly improved w.r.t. accuracy, precision, recall, F1-score, and 

needed lesser execution time than other standard SNA measures for all the datasets. 

Previous studies also computed the opinion leaders based on different parameters. Still, 

only limited studies used the integration of reputation, centrality, trust, polarity, and 
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entropy to determine opinion leaders in online social networks. The impact of the proposed 

techniques is considerably picked up over other SNA measures, as presented in the 

previous section.    

Different types of datasets are chosen for analysis and evaluation purposes in this research 

because of their nature and dynamics. Twitter has a retweet facility that is not presented on 

Instagram. Instagram is an attention-based social network without any messy content. 

Reddit is a forum-based social network where a user can taste the essence of all kinds of 

information. The density of Reddit is higher than both of the networks but having a limited 

number of users. So, this work outperformed well for all kinds of online social networks. 

Previous studies used only datasets suitable to a specific domain or interest and did not 

cover various online social networks. 

Third, there are various real-world insinuations of this research. It is a unique approach 

supporting organizations and industries to identify their customer’s sentiments and 

opinions about a specific product through online social networks. In healthcare, opinion 

leaders can find healthcare experts, physicians, and advisers through online physician 

communities. In agriculture, opinion leaders can support farmers by providing advanced 

practices and propagating different pesticide information, leading to an enhanced 

sustainable agricultural system. Opinion leaders also help organizations differentiate 

between rumors and anti-rumor messages on online social network through the proposed 

approach by calculating the message’s entropy.  Similarly, the proposed system performed 

well for opinion leader detection and control rumors in multiple fields and provinces. 

     

7.3 Limitations of the work 

 

No one is perfect in the world, and often, each research has some limitations and barriers. 

This work also has the following restrictions:  

 One of the biggest challenges with the social network is the dataset's size because of 

the infinite amount of data recurrently posted by millions of users daily.  In this 
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research, only static data set is used for analysis purposes due to the unavailability of 

the dynamic data set [96], [238]. 

 The other limitation is that only elementary SNA measures are used for comparative 

analysis and evaluation. Some other SNA measures can also be used for analysis 

purposes due to the technological revolution and inventions. 

 Randon selection algorithm is used for choosing the opinion leaders as seed users for 

information diffusion.  

 Only limited vital words are chosen to extract the tweets due to space constraints for 

COVID-19 rumor prevention. 

 

7.4 Future aspects 

 

Following are the future perspective of the work. 

 Other nature-inspired metaheuristic techniques and measuring tools can be discovered 

to visualize and interpret opinion leaders' recognition techniques by analyzing a real-

time dynamic dataset [160], [239] .    

 Some more advanced deep-learning-based models are associated with other user's 

multi-relational characteristics such as user's response time, geographical location, the 

domain of interest, etc., as upcoming directives for computing [240], [241]. 

 The innovative computational intelligence techniques along with the evolutionary 

game theory approach can be used to detect the promising opinion leaders in online 

social networks [70]. 

 The applicability of opinion leaders might be explored in agriculture, defense, disaster 

management, medical, recommender system, and other critical domains [242]–[246]. 

 Some other variations of the SNA measure can be used for comparative analysis [247]. 

 A model can be designed that can supervise the tweets and their origin dynamically 

under the supervision of opinion leaders so that other people would be more aware of 

the COVID-19 rumors.  
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 The power of opinion leaders might be adequate to resolve the cold start problem in 

the recommender system [248]. 

 The work can be extended to find opinion leaders using user's posts like images, audios, 

videos, etc. 

 Other social networks, like Facebook, YouTube, Flicker, Instagram, etc. can also be 

utilized for extracting the dataset to find the opinion leaders [249], [250]. 

 

7.5 Chapter summary 

 

The applicability of the proposed methods is very extensive and useful. Nowadays, every 

organization wants to create wealth in the commercial market. Each company desires that 

the sale of its products would be high in the future. So opinion leaders have significant 

exposure to achieve this goal. In the global industry and the other fields as education, 

healthcare, agriculture, e-commerce, digital marketing, population controlling, and many 

more. Recently, lots of research has been developed to illustrate opinion leaders' 

felicitousness to solve many real-world problems. The pertinence of all the techniques 

would also be appreciably helpful in the diverse other modern applications such as catalyst 

analysis in the chemical reaction, GIS, biological pattern, modern algebra, regression 

analysis, cloud computing, load balancing, distributed computing,  and many more as an 

influencer, key leader, opinion booster, opinion miner, key miner, candidate user, change 

agent, and other deviated forms [251]. 
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