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Abstract 
 
Internet of things (IoT) is a continuous flow of information among many small power 
embedded machines that work based on the Internet to link with one another. It is anticipated 
that the IoT will be extensively installed and will find usage in numerous areas of life. The 
need for IoT has recently engrossed vast attention, and administrations are keen about the 
data generated from the devices by arraying such systems. On the conflicting side, IoT has 
several safety and confidentiality worries for the users that put a break on its rise. Outbreak 
and irregularity uncovering in the Internet of Things (IoT) setup are some of the mounting 
concerns in the area of IoT. With bigger usage of the Internet of things(IoT) everywhere, 
threats and outbreaks are also increasing. In our paper, we have used machine learning and 
deep neural models to detect different kinds of outbreaks and abnormalities on IoT machines. 
Results were based on the estimation of efficiency given by precision, accuracy, f1 score, 
recall, and ROC Curve. Our model resulted in 99.43% accuracy using a deep neural network. 
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Chapter 1 
 
INTRODUCTION 
In the modern era, the propagation of the Internet of Things has been extensively growing in 
this world. The figure of linked loT machines had already touched 27 billion in 2017 and the 
numbers will grow exponentially on request of the market, so it is been anticipated to touch 
about 125 billion in 2030 [1]. With the intensifying urgency and development in the Internet 
of Things (IoT), the IoT prototypes are getting complex each day. People are getting 
habituated to data-focused structure, and this is taking the study on ML techniques through 
IoT. There are many systems built on these two techniques that are currently used in many 
areas of human life presently. In medicine, it is used in disease detection with the help of X-
Ray, interpretation of ECG, pattern matching in genomic information. Moreover, these 
systems are useful in these services. The increasing complication in IoT substructures is 
nurturing uninvited susceptibility to its schemes. 
A usual message occurrence in the confined system is restricted to confined nodes or minor 
confined domains but the outbreak in IoT structure surges in excess to the greater area and 
shows shattering results on IoT data[2]. Therefore, it is necessary to have a safe IoT setup for 
safety from cyberattacks. The safety steps we are using turn into susceptibility to the 
susceptibility of IoT machines concerning time. Mostly for some investors and business 
persons, information is the currency for their profitmaking. Vulnerability in IoT devices 
makes an entrance for the invader to gather personal material from any significant union [3]. 
In signature built [4] technique, outbreaks and irregularity are formerly kept in a databank. 
Furthermore, this structure is verified at specific interval breaks alongside the databank. On 
the other hand, this procedure produces overhead in handling, and it can be exposed to 
unfamiliar concerns. The data analysis-centered method works efficiently compared to other 
methods and the difficulty that arises from unidentified threats can be overcome. Therefore, 
we will be using data analysis grounded methods. 
This research aims to develop a smooth, secure, and trustworthy IoT constructed setup that 
can experience its weakness, have a safe firewall in opposition to all attacks, and improve 
according to the situation robotically. We are using a Machine learning and Deep Neural 
Network constructed explanation that can sense and protect the device from an anomalous 
state that it can experience. 
 
 
1.1 MOTIVATION 
 
The concept of the noticeable Internet-of-Things (IoT) concept is intended to develop the 
value of current life. IoT resolutions, for instance, meaningfully improve the day-to-day 
habits of old and disabled folks, thus swelling their self-government and confidence. 
Implantable and wearable IoT gadgets record and extract necessary records to allow 
immediate emergency notifying to upturn patient's odds of existence. This developing 
expertise is also being leveraged to decrease reply epochs in responding to sudden fitness 
events such as unexpected toddler death syndrome during sleep. 
 
The security concern impacting the Internet-of-Things (IoT) archetype has lately concerned 
noteworthy responsiveness from the research community. To this end, numerous studies were 
put onward talking about numerous IoT-centric issues comprising threat modeling, intrusion 
detection systems, and emerging technologies. The main objective of the system is to detect 
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vulnerability so that our system can be smart, secured, and reliable. Here, Machine Learning 
and Deep Neural Networks-based explanations are suggested which can sense and defend the 
device when it is in the anomalous state. 
 
1.2 PROBLEM STATEMENT 
 
The chief aim of this project is to contribute to an understanding of different machine 
learning and neural network algorithms to classify the categories of the attack that occurs in 
an IoT network. We proposed a system that can detect eight different types of attacks. 
 
1.3 THESIS STRUCTURE 
 
This thesis is organized as follows: 

 Introduction (Chapter 1): This chapter highlights the importance of IoT and the threats 
IoT is facing. 

 Background (Chapter 2): This chapter discusses the previous work done in this field 
and the technologies used in this thesis. 

 Proposed Methodology (Chapter 3): This chapter discusses the dataset, the process 
used to develop the proposed model. 

 Result and Discussion (Chapter 4): This chapter discusses the results obtained by 
implementing different algorithms. 

 Conclusion and Future Work (Chapter 5): This chapter discusses the conclusion of 
results obtained and the future work that can be done in this field. 
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Chapter 2 
 
BACKGROUND 
 
2.1 RELATED WORK 
 
Pahl et al. [5] have primarily made a detector and firewall to detect abnormality in 
microservices of IoT sites. They used K-Means and BIRCH Clustering methods [9] for 
dissimilar micro-services in their work. 96.3%  accuracy was achieved by their model. 
 
An On and Off detector was proposed by Liu et al. [6] that detects a malicious node in 
industrial IoT sites. Here On and Off are the states of IoT networks. They used the light probe 
routing method to develop their model. They used Information Ratio to evaluate their model 
and achieved a .80 information ratio. 
 
Diro et al. [7] proposed the discovery of attacks using fog-to-things architecture. They made 
two models, one was a shallow neural network and the other was a deep neural network. 
They focused to classify four different classes of attack and anomaly. They achieved 98.27% 
accuracy for the deep neural network model and 96.75%  for the shallow neural network 
model respectively. 
 
Anthi et al. [8]  proposed an intrusion detection system for the IoT. Different Machine 
Learning classifiers were used to classify network scanning probing and Denial of service 
attacks. To produce the dataset, network traffic is taken for four successive days through 
Wireshark software. 
 
Pajouh et al. [10] proposed an archetypal for intrusion detection established on a two layer 
dimension reduction and two tier classification module. The prototype was aimed to classify 
malicious events for example Remote to Local (R2L) attacks and User to Root (U2R). 
Component and linear discriminate analyses were used for dimension reduction. NSL-KDD 
dataset was used for the research. Naive Bayes and the Certainty Factor type of K-Nearest 
Neighbor were used for detecting malicious events with the two-tier classification module. 
 
D’Angelo et al. [11] used U-BRAIN(Uncertainty-managing Batch Relevance-based Artificial 
Intelligence) on Real Traffic Data (from Fredrico II University of Napoli) and binary NSL- 
KDD dataset. The U-Brain is an active archetypal worked on numerous machines which can 
handle misplaced data.  
 
Ukil et al. [12] conferred the discovery of irregularities in health system analytics constructed 
on IoT. An archetypal of cardiac anomaly detection by using a smartphone was also 
presented in this research. For abnormality discovery in health systems, IoT devices, 
biomedical signal analysis, medical image analysis, and predictive analytics, and big data 
mining were used.  
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Table1. Previous Related Work Description 

 
2.2 KEY TERMS & CONCEPTS 
 
2.2.1 Machine Learning Algorithm 
 
Machine learning is the foremost important division of artificial intelligence. Its the 
knowledge of attaining systems to work without being explicitly automated [13]. It is so 
persistent nowadays that you undoubtedly use it loads of times a day. It’s a branch of 
artificial intelligence that offers a machine to repeatedly study and progress from knowledge 
[14]. The course of knowledge starts with interpretations of data, for example, direct 
experience, or instruction, to search for patterns in records and predict improved results in the 
upcoming samples that we provide [15,16].  
 
Supervised learning comprises each job in which the algorithm can use the input and output 
data. Input data is defined as the outside data that the algorithm can use, such as characteristic 

Author and Year 
 

Dataset 
 

Classification 
Type 

Method Used 
 

Evaluation Scheme 

Pahl.et.al.[5] 
2018 

Synthetic 
data 
 

Multiple 
 

K-Means 
algorithm Birch 
clustering 
 

Accuracy=96.3 
 

Liu.et.al.[6] 
2018 

Synthetic 
data 
 

Two 
 

Light Probing 
Algo 
 

Information ratio=.80 
 

Diro.et.al.[7] 
2018 

NSL_KDD 
data 
 

Multiple 
 

Neural Network. 
 

Accuracy=98.2 
 

Anthi.et.al.[8] 
2018 
 

Synthetic 
Two 
 

Naive Bayes 
method 
 

N.A 
 

Brun.et.al.[9] 
2018 

Own 
dataset 
 
 

Multiple 
 

Random Forest 
 

N.A 
 

Pajouh.et.al.[10] 
2016 

NSL_KDD 
 

Two 
 

K-means 
neighbor 
 

Information ratio = 
84.8 
 

D'Angelo.et.al.[11]  
2015 

NSL_KDD 
Real-time 
traffic 

Two 
 

U-BRAIN 
method 
 

Accuracy = 94.1 
Accuracy = 97.4 
 

Our Research DS2OS 
Multiple 
 

Deep Neural 
Network 
 

Accuracy= 99.4 
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data and metadata, although output data are the precise tags of the class attribute [17]. 
 
Additionally, machine learning models are usually categorized by their primary learning 
approaches, which are recognized by the number of implications the system can achieve. 
They are classified as: 

 Rote Learning defines the approach that old-style systems use. No inference is 
performed and it’s the responsibility of the programmer to directly implement all their 
knowledge because the model is not capable to learn or make any conclusions from 
the specified data[18]. 

 Learning from examples is mostly used for learning strategies as it gives more 
flexibility and gives a system to develop unknown skills or to predict patterns [16]. 
Learning from cases is a method that is frequently used in grouping and data mining 
jobs to forecast the class tag of novel information entries founded on an active set of 
recognized examples [18]. 

Following are the utmost used machine learning algorithms that we will concisely describe: 
 Support Vector Machine (SVM) 
 K-Nearest Neighbour (KNN) 
 Decision Tree (DT) 
 Logistic Regression (LR) 
 Random Forest (RF) 

 
2.2.1.1 Support Vector Machine (SVM) 
 
SVM is a supervised machine learning algorithm that is appropriate for regression and 
classification. However, it is commonly used to decipher classification glitches. In SVM, 
what we do is, examine and plot information in any n number of dimensional space (where n 
symbolizes the total features you have) value of a specific coordinate in space would be the 
value of each feature. Now to achieve classification we need to search for a hyperplane that 
can equally differentiate two classes, either class 0 or class 1, and the distance between the 
hyperplane and successive classes should be uniform that is the best classification hyperplane 
solution we would prefer to achieve that. 

 
Figure 1: Basic Structure Of SVM [18] 

 
In figure 1, the parting of A is much superior to B and C because it differentiates the dual 
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classes in an added specific way. Correctly SVM makes one or many hyperplanes in an n-
dimensional plane. The initial effort in the course of piercing the information is repeatedly, to 
attempt to linearly distinct the information into the equivalent tags. Steinwart and Christmann 
remark two chief worries, about this method [19]: 

 The records might not be linearly distinguishable or not linearly distinguishable at all. 
 The second worry is the likelihood of overfitting the SVM. To overcome this, 

information has to be pre-processed to classify defects and receive misclassifications. 
Else, the correctness morals of the SVM will be awed and result in more flawed 
arrangements for upcoming actions. 

  
2.2.1.2 K-Nearest Neighbor (KNN) 
 
K-Nearest algorithm Neighbour is considered as, an inactive learning process that classifies 
datasets in the context of their similarity with neighbors. K-Nearest neighbor process is an 
easy kind of supervised algorithm. Its method is for the situation, that after a novel training 
dataset arrives, it reviews a category of training information ordered in the structure and 
classifies them given a novel preparing example [8]. The only trouble with this approach is its 
great computational rate for classifying individually novel training information after arriving 
at the model. An additional downside is that the novel prototype will be observed as similar 
given the qualities of the novel training strategy that are considered similar and are earned. 
 
 
 

 
Figure 2: Basic Structure Of KNN [20] 

 
A number point is categorized by a mainstream division of its neighbors, with the number 
point being allocated to the course of greatest mutual between its K-nearest neighbors 
calculated by a distance purpose. The utmost public distance formula used in KNN is: 
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In this procedure, we get that entirely training information is in n-dimensional space. The 
adjacent neighbour separates among double points utilizing the normal order of the separation 
of two points [20,21]. 
 
 
 
2.2.1.3 Decision Tree 
 
A Decision Tree is an organization method that emphasizes a simply comprehensible picture 
form and it is a commonly used learning method. Decision Trees practice datasets that 
contain characteristic paths. A Decision Tree stands on iteratively piercing the dataset on the 
trait that splits the records possibly in the dissimilar present classes till a convinced halt 
principle is touched [22]. 

 
Figure 3: Basic Structure of Decision Tree [23] 

 
The main disadvantage of this decision tree technique is that if the exercise dataset must have 
numerous structures it will not offer decent performances [24, 25]  and overfitting is a 
drawback too. To escape the overfitting of the exercise dataset, two public methods are 
typically used: 

 Stop the training as soon as the classifier fits the data perfectly. 
 The most used process is to pre-prune the tree so that we can stop it from reaching its 

full size. Pruning of the induced decision tree. We can achieve it by a verge test for 
the feature excellence metric. 
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The chief benefit of using decisions is their clarity. The grouping of an example to a specific 
lesson is effortlessly comprehensible. One more feature is that the tree works well for definite 
structures. 
 
 
2.2.1.4 Logistic Regression 
 
Logistic regression is used for classification problems based on modeling possibility having 
binary likely results. It includes a reliance on a variable that is used to discover the likelihood 
of victory or failure of an occurrence. LR doesn't attempt to fit a hyperplane or straight line, 
the logistic regression model practices the logistic function (sigmoid function) to embrace the 
linear equation output between 0 and 1. It attempts to model the provisional chance of the 
class label to give its opinion. LR the utmost used Machine Learning algorithms for two-class 
sorting. It’s a simple process that you can practice as a routine model, it is easy to use and it 
will do sufficient enough in numerous jobs. Consequently, each Machine Learning engineer 
must be aware of their ideas [17]. 
 

 
 
 

 
Figure 4: Logistic Regression Example [26] 
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2.2.1.5 Random forests 
 
Random forest is "Ensemble Learning" which compelling the Decision Tree algorithm many 
epochs. RF is called the cooperative learning method since it customs numerous choice trees 
recognized as Forest and takes a decision based on majority. The decision tree regression 
algorithm splits the node based on the intensity level. The complete idea of the bagging 
method stands for overall results enhancement by the combined effort of all the learning 
models. 
 
Random forests are a mixture of tree forecasters such that every tree depends on the standards 
of a chance course tested self-sufficiently and by the similar delivery for all trees in the 
forest. The simplification mistake for forests meets a boundary as the number of trees in the 
forest develops big [27].  
 
  

 
Figure 5: Random forest Example [28] 
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2.2.2 Deep Neural Network (DNN) 

The basic components in deep neural networks [Figure 5] are the layers. There are three basic 
films in a neural network i.e. input layer, hidden layer, and output layer.  The input layer 
consists of neurons, which are equal to the number of inputs. There can be an extra hidden 
level that lets the neural network archetypal non-linear functions. . DNN is taught using a 
backpropagation learning algorithm. The number of outputs is based on the activation function 
applied on the output layer. In this paper, we have made a model, one having softmax as the 
activation function on the output layer and ReLU on input and hidden layers. 

 
 

 
Figure 6: Basic Deep Neural Network Architecture [29] 

 
Basics of Neural Networks 
 
It works like a human brain. A “neuron” in a neural system is a scientific task that gathers 
and categorizes data conferring to a precise manner. The network tolerates a robust similarity 
to numerical approaches by way of arc fitting and regression examination [30]. 

It contains interrelated nodules. Each nodule is a perceptron and is similar to numerous 
creased regressions. The perceptron headlongs the indicator shaped by a numerous lined 
reversion into activation purpose that might be nonlinear [30]. 

Application of Neural Networks 
 
Neural networks likewise increased pervasive acceptance in commercial requests such as 
predicting and advertising research answers, scam discovery and hazard valuation. These are 
mainly used with applications for economic tasks, creativity preparation, and creation care 
[30]. 
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A neural network assesses price statistics and extracts openings for creating trade conclusions 
grounded on information study. The links can differentiate refined non-linear 
interdependencies and arrays extra methods of practical examination cannot. It remains 
the process that substance. It is the well-prepared contribution information on the directed 
pointer that eventually controls the level of achievement of a neural network [30]. 

 

2.2.2.1 Rectified Linear Unit (ReLU) Activation Function 

ReLU function has developed efficiently in fast-tracking the size of the whole training task. 
Old-style neural networks have used Tanh or Sigmoid. However, the overhead activation 
functions are suffering from vanishing gradient problems [31]. ReLU is used as a replacement 
activation function that solves the problems confronted by the tanh or sigmoid activation 
functions. 

The activation state of a neuron is decided by using an appropriate Activation Function, 
which calculates a weighted sum of predictors and adds bias to it. ReLU is the very popular 
activation function in the current scenario of the deep learning platform and is a widely 
preferred choice in most CNNs. The idea of using activation is to add a non-linearity factor 
into the neuron output. 
 
 

 
Figure 7: ReLU activation function [29] 

 
The derivative, along with the function itself, is monotonic. The only issue arises in handling 
negative values, which output zero immediately and lower the ability of the model to fit 
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properly on training data. Hence, there is no appropriate mapping for negative values 
according to the nature of the ReLU function. 
 
2.2.2.2  Softmax Activation Function 
 
This task is applied by way of the activation function on the output level of neural network 
prototypes that forecast a multinomial possibility delivery. That is, softmax for more than 2 
class problem classification where a class association is necessary on more than two class 
labels. Since we are playing with probabilities here, the scores returned by the softmax 
function will sum up to 1. The class with the highest confidence score will be predicted. 
 

 
Figure 8: Softmax activation function [33] 

 
It a good activation function that fits records as logits in possibilities that equals to one. It 
produces a course that indicates the possibility allocations of a list of probable goods. It is 
also a crucial component in deep learning grouping jobs [34]. 
 
2.2.2.3 Adam Optimizer 
 
Adam optimizer is a self-adaptive learning degree optimization system that is been aimed 
exactly for teaching neural networks. Originally available in 2014, it was offered by a precise 
high-status conference for deep learning experts [35]. The research enclosed about 
encouraging figures and displaying enormous performance improvements in terms of rapidity 
of preparation a model [35]. 
The algorithms control the authority of the adaptive learning rate system to discover specific 
education amounts for each factor. The advantages of Adagrad [36], that works fine with 
situations with sparse gradients but brawls in nonconvex optimization of the neural network 
model and RMSprop that challenges to decide about the difficulties of Adagrad and suits fine 
in online situations [37]. 
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2.2.3 Keras 
 
Keras [14] is a high level API that is useful for making neural network models, established in 
python, that can sit on top of Tensor Flow. It empowers research at ease and quicker. In this 
research paper, Keras was used with TensorFlow for developing the anomaly detection model 
using the deep learning approach. 
 

2.2.4 Tensor Flow 
 
Tensor Flow [15] is an open source tool that allows safe construction and installing 
prototypes of machine learning and deep learning techniques. It is used with both the CPU or 
GPU backing and also chains connection with all the operating system mostly used. 
 
2.2.5 Learning Curves 
 

 Train Learning Curve: Learning curve calculated from the training dataset that gives 
an idea of how well the model is learning [41]. 

 Validation Learning Curve: Learning curve calculated from a hold-out validation 
dataset that gives an idea of how well the model is generalizing [41]. 
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Chapter 3 
 
PROPOSED METHODOLOGY 
 
3.1 FRAMEWORK AND DATASET DESCRIPTION 
 
The dataset was taken from Kaggle [38] which is an open-source by Pahl et al. [5]. They used 
a simulated IoT atmosphere by using DS2OS for creating artificial records. The structural 
design is a group of microservices that interconnect using the MQTT algorithm. The dataset 
contains 3,57,951 mocks and 13 features. The dataset is having 3,47,934 Standard data and 
10,016 irregulars data and includes 8 classes. Two feature, “Accessed Node Type” has 147 
missing data, and “Value” has 2049 missing value. The dataset description and type of 
attacks are shown in table 2 and table 3 respectively. 

 
Table 2: Description of Features in the dataset. 

SL .NO. Features. Data Types. 

1. Source ID. Text 
2. Source Address. Text 
3. Source Type. Text 
4. Source Location. Text 
5. Destination Service Address. Text 
6. Destination Service Type. Text 
7. Destination Location. Text 
8. Accessed Node Address. Text 
9. Accessed Node Type. Text 
10. Operation. Text 
11. Value. Continuous 
12. Timestamp. Discrete 
13. Normality. Text 
 

 
Table 3: Occurrence of attacks in the dataset. 

Attacks Occurrence in Dataset 
DoS 5780 
D.P. 342 
M.C. 889 
M.O. 805 
S.C. 1547 
S.P. 532 
W.S. 122 
 
1. Denial of Service (D.o.S): This outbreak is achieved by inundating the target appliance 
with traffic, or sending it data that activates a crash. The invader directs many indistinct 
packets so that the target gets overflow and the system gets into a deadlock state. 
2. Data Type Probing (D.P.): In this, an untrusted nodule composes dissimilar data types than 
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a planned data type.  
3. Malicious Control (M.C.): Due to software weaknesses at times the hacker can access a 
legal session or check the packets.  
4. Malicious Operation (M.O.): These are normally triggered by malware. Malware is used to 
getting access to personal information. 
5. Scan (S.C): Occasionally the information is picked up over the device by skimming, and in 
this practice rarely the information can get tainted.  
6. Spying (SP): Invader exploits the susceptibilities of the device, and a sideway door is used 
to get into the machine.  
7. Wrong Setup (W.S.): Sometimes due to the wrong setup, the records can also get 
corrupted.  
8. Normal (N.L.): Accurate records are known as Normal data.  
 

 
Figure 9: Proposed Overall Architecture 

 
The overall architecture (Figure 8) is an amalgamation of numerous autonomous steps. 

 Step1:  In this, the data was collected from open-source and was precisely perceived 
to discover the kinds of data.   

 Step2:  In this step, Data pre-processing was applied to the dataset that we got in 
Step1. There are various steps involved in this process. The first data is cleaned. After 
this, these features are made and vectors are made.   

 Step3:  Sampling of data is done in this step. Feature vectors are made by converting 
the data. After this two sets are made of eighty and twenty ratios into training and 
testing. 
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 Step4:  We used a training dataset to train our model, and a test dataset was used to 
test our model accuracy. 

 Step5:   Different evaluation metrics were used to test our model. 

 

3.2 DATA PREPROCESSING 

The primary job in this study was to style the dataset for our model. So to achieve this task, 
the chief task was to take care of missing data. In this dataset, two columns contain a missing 
value. Accessed_Node column and Value column have anomalous data because of 
irregularity upturned in data. Accessed_Node is having 148 rows with “NaN” data portrayed 
as, “Not a Number. Accessed_Node_Type, have a category feature, and removing these 148 
rows will affect the valuable data, therefore, the “NaN” value is replaced by some malicious 
figure. The value feature is also having unexpected data which are not continuous. These we 
have converted these altered values into substantial continuous data that will help improve 
the accuracy. Unpredicted values like True, Ten, False, none in the Value column are 
swapped by significant values 1,10,0,0 respectively. 
In the feature selection, the timestamp column has been removed from the dataset because 
there is a negligible correlation with the forecaster variable normality. In the feature 
engineering process, the first step is to find the feature type in the dataset. There are two 
kinds of data, Categorical and Numerical. Categorical Data has two values Ordinary and 
Nominal, whereas the Numerical dataset has two values Discrete and Continuous.  
Now the main step is to convert nominal category data into vectors. There are many 
processes to convert Category figures into vectors. The two famous techniques are Hot and 
Label Encoding. We have used the label encoding process in our experiment.  
 

3.3 NEURAL NETWORK MODEL ARCHITECTURE 

The proposed deep neural network model(Figure 9) comprises of total 4 layers. The initial 
layer is the input layer which is having 256 neurons. The input layer is followed by two 
hidden layers. The first hidden layer is having 128 neurons and the second one is having 64 
neurons. The last one is the output layer which will give us 8 different outputs. We have used 
ReLU as an activation function on input and hidden layers. For our output layer, we have 
used the Softmax activation function. We have used a dropout of 20% in our hidden layers to 
avoid overfitting. 
 
We have a total of 11 inputs that are passed to the first layer. As we have used 256 neurons 
for our first layer, therefore the total number of parameters becomes ((256*11)+256) which is 
equal to 3072 parameters. Now for the first hidden layer, the input is 256, therefore the total 
number of parameters for the first hidden layer becomes ((128*256)+128) which is equal to 
32,896. For the second hidden layer, the input is 128, therefore the total number of 
parameters for the second hidden layer becomes ((128*64)+64) which is equal to 8,256. For 
our output layer, the input is 64, therefore the total number of parameters for the output layer 
becomes ((64*8)+8) which is equal to 520. 
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Figure 10: Proposed Model Architecture 

 
3.4 TECHNOLOGY STACK 
 

 TEXT EDITOR - Text editors used: Google colab, Jupyter Notebooks 
 PROGRAMMING LANGUAGE  - Python 3.7 
 LIBRARIES/MODULES - Numpy, NLTK, Scikit-learn, Pytorch 
 OS VERSION - WINDOWS 10 

Google Colab is a free cloud administration, in light of Jupyter Notebooks for AI learning 
and research. It extends a platform for runtime completely configured to deep learning and 
complimentary access to a robust GPU. We can implement deep learning modules with 
Google Colab on the free Tesla K80 GPU, utilizing Tensorflow, PyTorch, and Keras. The 
utility of Google Colab for this project: 
1. Free GPU support. 
2. It provides common access to remote users & developers sharing Jupyter Notebooks and 
other files, likewise Google docs. 
3. Main Python collections, like Scikit-Learn, TensorFlow,  Matplotlib, etc. are pre-installed. 
4. It is developed on top of the Jupyter Notebook. 
5. It allows the training of deep-learning models free of cost from anywhere in the world. 
 
3.5 EVALUATION PROCESS 
 
Subsequently after the typical Feature Engineering, Selection, and, actualizing a model and 
attaining nearly yield in types of a likelihood or a course, the following stage is to discover 
how compelling is the model given some metric utilizing test data sets. Distinctive execution 
measurements are utilized to assess diverse Machine Learning Algorithms which are 
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 Confusion Matrix 
 Accuracy 
 Precision 
 Recall 
 F1-Measure 
 ROC-curve 

 
3.5.1 Confusion Matrix 
 
It is very conspicuous and the most naive metrics used for the conclusion of the correctness 
and precision of the algorithm. It is used for grouping issues wherever the outcome can 
remain between binary sorts of modules. The best method to judge the outcome of a machine 
learning model is the confusion matrix, also called contingency table that differentiates 
among true positive, false positive, true negative, and false-negative predictions [39]. 
It is used to predict the accuracy of a process. A 2-D array is made which helps to predict the 
correctness of a prototype on a dataset for which we know the true value. True Positive, False 
Positive, False Negative and True Negative is used to measure the accuracy for multiple from 
the calculated confusion matrix 

 True Positive (T.P.): If the example is positive and is categorized as positive. 
 False Negative (F.N.): If the example is positive but is categorized as negative. 
 True Negative (T.N.): If the example is negative and is categorized as negative. 
 False Positive (F.P.): If the example is negative but is categorized as positive. 

 Predicted Predicted 
Actual TP FP 
Actual FN TN 

 
3.5.2 Accuracy 
 
It is a metric for assessing grouping models. It is the portion of likelihoods that our prototype 
got accurate.  It indicates the fraction of precise findings with the complete network traffic. 
 

 Accuracy = ((True Positive + True Negative) / (True Positive + True Negative + False      
Positive + False Negative)). 

 
3.5.3 Precision 
 
Precision rate similarly known as positive predictive value is well-defined as the comparative 
quantity of properly classified as correct examples between all as true categorized examples 
[40]. A precision worth of 1 means that each client categorized truly uses the service and vice 
versa. It indicates the fraction of precise findings of irregularities with the total number of 
authentic records as an irregularity. 

 Precision = (TP / ( TP + FP) ). The ratio of a total of true positives equated to 
positives it states.   

 
3.5.4 Recall 
 
Recall value likewise known as sensitivity is well-defined as the comparative quantity of true 
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categorized cases among all true cases. It indicates the fraction of precise findings of 
irregularities with the total number of authentic records as an irregularity 
 

 Recall  = (TP/( TP + FN)). The ratio of positives in the prototype it rights equated to 
the real numeral of positives. 

  

3.5.5 F1 Score 
 
We would prefer not to carry both Precisions and Recall each period we build a prototype for 
deciding cataloging issues. So we can get a unique score using F1-Score that sorts both. 
Precision (P) and Recall(R). The F1-score wishes to syndicate the reports of recall and 
precision employing the harmonic mean amongst them.  
This is an important metric used for the calculation of interference discovery prototype 
representing Precision and Recall, 

 F1 Score = (2*True Positive /( 2*True Positive + False Positive + False Negative)). 
The average recall and precision is the F1 score. 

  

3.5.6 ROC curve 

A receiver operating characteristic curve also known as a ROC curve is a graph presenting the 
outcome of a category prototype at all classification thresholds. This curve plots two parameters: 

 True Positive Rate (T.P.R.) 

TPR= (True Positive /(True Positive + False Negative)) 

 False Positive Rate (F.P.R.) 

FPR= (False Positive /(False Positive +True Negative)) 
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Chapter 4 
 
RESULTS AND DISCUSSION 
 
We have used different machine learning algorithms and we proposed a deep neural network 
model for the dataset. We performed five cross-validations on machine learning algorithms. 
Figure 10,11,12,13 shows the accuracy results for the training and testing of machine learning 
algorithms. From the results obtained it can be concluded that Random Forest and Decision 
Tress performed slightly better than Logistic Regression and SVM.  
 
For test accuracy, we can observe that for Logistic Regression the accuracy was not good for 
the first two folds but the accuracy increased after the third fold. The test accuracy for SVM 
was slightly better than Logistic regression but after the fifth fold, it almost becomes equal to 
Logistic Regression.  
 
Test accuracy for Decision Tress declined in the second fold but after the third fold it started 
increasing and by the fifth fold accuracy was better than SVM and Logistic Regression. The 
accuracy of Random Forest kept on increasing by every fold. After the fifth fold, we can 
observe that the accuracy was nearly equal to the Decision Tree. 
 
 

 
Figure 11: Training and Test accuracy for Logistic Regression for 5 fold cross-validation 
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Figure 12: Training and Test accuracy for SVM for 5 fold cross-validation 

 
 
 

 
Figure 13: Training and Test accuracy for Decision Tree for 5 fold cross-validation 
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Figure 14: Training and Test accuracy for Random Forest for 5 fold cross-validation 

 
The statistics of Accuracy, Precision, F1-Score, and Recall for machine learning and deep 
neural networks are given in Figures 14,15,16,17. From the results obtained we can observe 
that our proposed model performed the best. Logistic Regression and SVM performed almost 
the same. Random Forest and Decision Tress performed better than Logistic Regression and 
SVM. 
 

 
Figure 15: Accuracy Statistics 
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Figure 16: F1-Score Statistics 

 

 
Figure 17: Precision Statistics 

 

 
Figure 18: Recall Statistics 
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Table 4 and Figure 17 shows the evaluation results that we got for our dataset. The table and 
figure show the performance evaluation of the dataset.  
 
Table 4: Evaluation metrics of Different Machine Learning Algorithms. 
Evaluation_Classifiers.    L.R.  S.V.M.  S.D.T.   R.F.  

Training.  Accuracy. .983 .982 .993 .993 
STD(+/-). .0012 .0015 .00081 .00081 
Precision. .98 .98 .99 .99 
Recall. .98 .98 .99 .99 
F1 Score. .98 .98 .99 .99 

Testing.  Accuracy. .983 .982 .993 .993 

STD(+/-). .0012 .0015 .00081 .00081 
Precision. .98 .98 .99 .99 
Recall. .98 .98 .99 .99 
F1 Score. .98 .98 .99 .99 

 
 
 
 

 
Figure 19: Evaluation metrics for the proposed model 

 
From table 4 and figure 17 we can conclude that our proposed model gave the best results as 
compared to other machine learning algorithms. 
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Table 5: Confusion Matrix of Logistic Regression 

  DOS.  DP.  MC.  MO.  SC.  SP.  WS.  NL.  
DOS.  775   0  0  0  0  0  0  403  

DP.  0  36  0  0  0  0  0  27  

MC.  0  0  164  0  0  0  0  5  

MO.  0  0  0  78  0  0  0  77  

SC.  5  0  2  0  125  0  2  171  

SP.  0  0  0  0  16  0  0  104  

WS.  0  0  0  0  0  0  28  0  

NL.  34  0  1  1  2  0  0  69533  

 
From table5 we can see that LR predicted 775 correct DOS results in and 403 were 
misclassified. 36 DP were predicted accurately while 27 were miss classified. 164 MC were 
predicted correctly while 5 were misclassified. 78 MO were predicted accurately while 77 
were misclassified. 125 SC were predicted accurately while 178 were misclassified. 0 SP 
were predicted accurately while 120 were misclassified. 28 WS were predicted accurately 
while 0 were misclassified. 69533 were predicted accurately while 38 were misclassified. 
 
 
Table 6: Confusion Matrix of SVM  
 
 DOS.  DP.  MC.  MO.  SC.  SP.  WS.  NL.  
DOS.  775   0  0  0  0  0  0  403  

DP.  0  0  0  0  0  0  0  63  

MC.  0  0  10  0  0  0  0  159  

MO.  0  0  0  33  0  0  0  122  

SC.  0  0  2  0  125  0  2  171  

SP.  0  0  0  0  16  0  0  104  

WS.  0  0  0  0  0  0  28  0  

NL.  34  0  1  1  2  0  0  69533  
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From table6 we can see that SVM predicted 775 correct DOS results in and 403 were 
misclassified. 0 DP were predicted accurately while 63 were miss classified. 10 MC were 
predicted correctly while 159 were misclassified. 33 MO were predicted accurately while 122 
were misclassified. 125 SC were predicted accurately while 175 were misclassified. 0 SP 
were predicted accurately while 120 were misclassified. 28 WS were predicted accurately 
while 0 were misclassified. 69533 were predicted accurately while 38 were misclassified. 
 
Table 7: Confusion Matrix of DT  

  DOS.  DP.  MC.  MO.  SC.  SP.  WS.  NL.  
DOS.  775   0  0  0  0  0  0  403  

DP.  0  63  0  0  0  0  0  0  

MC.  0  0  169  0  0  0  0  0  

MO.  0  0  0  155  0  0  0  0  

SC.  0  0  0  0  305  0  0  0  

SP.  0  0  0  0  0  120  0  0  

WS.  0  0  0  0  0  0  28  0  

NL.  18  0  0  0  2  0  0  69551  

 
From table7 we can see that DT predicted 775 correct DOS results in and 403 were 
misclassified. 63 DP were predicted accurately while 0 were miss classified. 169 MC were 
predicted correctly while 0 were misclassified. 155 MO were predicted accurately while 0 
were misclassified. 305 SC were predicted accurately while 0 were misclassified. 120 SP 
were predicted accurately while 0 were misclassified. 28 WS were predicted accurately while 
0 were misclassified. 69551 were predicted accurately while 20 were misclassified. 
 
Table 8: Confusion Matrix of RF  

  DOS.  DP.  MC.  MO.  SC.  SP.  WS.  NL.  
DOS.  775   0  0  0  0  0  0  403  

DP.  0  63  0  0  0  0  0  0  

MC.  0  0  169  0  0  0  0  0  

MO.  0  0  0  155  0  0  0  0  

SC.  0  0  0  0  305  0  0  0  

SP.  0  0  0  0  0  120  0  0  

WS.  0  0  0  0  0  0  28  0  

NL.  18  0  0  0  0  0  0  69553  
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From table8 we can see that RF predicted 775 correct DOS results in and 403 were 
misclassified. 63 DP were predicted accurately while 0 were miss classified. 169 MC were 
predicted correctly while 0 were misclassified. 155 MO were predicted accurately while 0 
were misclassified. 305 SC were predicted accurately while 0 were misclassified. 120 SP 
were predicted accurately while 0 were misclassified. 28 WS were predicted accurately while 
0 were misclassified. 69553 were predicted accurately while 18 were misclassified. 
 
Table 9: Confusion Matrix Of Proposed Model 

  DOS.  DP.  MC.  MO.  SC.  SP.  WS.  NL.  
DOS.  771 0 0 0 0 0 0 384 

DP.  0 70 0 0 0 0 0 0 

MC.  0 0 157 0 0 0 0 0 

MO.  0 0 0 140 0 0 0 0 

SC.  0 0 0 0 309 0 0 0 

SP.  0 0 0 0 0 105 0 0 

WS.  0 0 0 0 0 0 27 0 

NL.  16 0 0 0 0 1 0 69609 

 
From table9 we can see that our proposed model predicted 771 correct DOS results in and 
384 were misclassified. 70 DP were predicted accurately while 0 were miss classified. 157 
MC were predicted correctly while 0 were misclassified. 140 MO were predicted accurately 
while 0 were misclassified. 309 SC were predicted accurately while 0 were misclassified. 105 
SP were predicted accurately while 0 were misclassified. 27 WS were predicted accurately 
while 0 were misclassified. 69609 were predicted accurately while 17 were misclassified. 
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Figure 20:  Comparison of Training and validation loss of Proposed Model 

 
From figure 18 we can see, both the curves converge and have no gap between the two lines. 
The validation loss curve is stable. Hence we can predict that it is a good fit.  
 

 
Figure 21:  Comparison of Training and validation Accuracy of Proposed Model 
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Figure 22: ROC of LR 

 

 
Figure 23: ROC of  SVM 
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Figure 24: ROC of SVM 

 

 
Figure 25: ROC of RF 
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Figure 26. ROC curve of Proposed Model 

So after looking at all these results we can conclude that our proposed model that is based on 
deep neural networks has produced the best results as compared to machine learning results. 
The accuracy was also maximum as compared to other models. 
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Chapter 5 
 
CONCLUSION AND FUTURE WORK 
 
5.1 Conclusion 
 
Based on the full study we can conclude that for machine learning techniques Random Forest 
performed better than other techniques. Our proposed model that is based on a deep neural 
network performed better than machine learning techniques. We achieved an accuracy of  
99.43% which is better than all other techniques used. By looking at the confusion matrix, we 
can conclude that our proposed model accurately predicts the attack as compared to other 
machine learning techniques. 
 
 
5.2 Future Work 
 
In this research work, our study is grounded on simulated atmosphere data. In the event of 
real-time information, there might be some other complications. More experiential research is 
required on this issue concentrating on real time datasets. In the IoT system, micro-services 
perform inversely at dissimilar intervals which may cause abnormalities in common 
performance in IoT services, therefore, producing an irregularity. Additional research is 
required to understand these difficulties in an additional detailed way.  
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