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ABSTRACT 

 
 

PQ events have become a serious concern for the power system operations. 

Literature in this thesis revolves around different signal processing and classification 

techniques for recognition of PQ events. Volterra series based techniques are the most 

suitable choice for non-linear and non-stationary signal leaving behind all other techniques 

based on basis functions like Fourier transform, STFT, S-transform and Wavelet transform 

etc. Therefore, this work revolves around Volterra analysis of PQ events in the power 

system. Then features are extracted which act as input to the interval type-2 fuzzy based 

classifier and finally the results are compared with other methods which show high 

accuracy of proposed novel technique for detection and classification of power quality 

events. 

A novel technique of   adaptive finite element method based on sparse features 

based approach explored for analysis of   power quality events. The role of adaptive finite 

element method is to generate a unique feature set and type-2 fuzzy system for the purpose 

of classification of power quality disturbances with minimum error. The concept of 

stiffness matrix is applied on power quality events. The type-2 fuzzy system utilizes the 

concept of membership functions to classify the single and multiple power quality events 

and then the proposed method is compared with other methods and finally with traditional 

type-I fuzzy logic approach for classification of power quality events. The results revealed 

that the novel methodology of adaptive FEM can reduce the computation time significantly 

with high accuracy. 

 
In today’s time, maintaining the power quality (PQ) in the electrical system is a 

major issue between the end user and the utilities due to increase in demand of sensitive 

microprocessor based controllers, heavy non-linear loads and solid state  equipment 

attached to the grid. To deal with this issue an intelligent system is designed based on Long 

Short-Term Memory (LSTM)-Convolution Neural Network Based Hybrid Deep Learning 

approach for Power Quality events monitoring. LSTM is a part of deep learning, 

proficiency of training data and computational power makes deep learning efficient on 

complex pattern recognition and power-quality disturbances analysis. Therefore, one 

section in this thesis is devoted to detection and classification of PQ issues by using LSTM. 
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This work has tailored an initial layer of CNN; the next stage is max pooling which 

performs the task of finding low level dependencies in layers. To develop a concise feature 

map, the features extracted in the first stage are applied as input to subsequent layers of 

CNN and max pooling layers. The event information is extracted through a two stage 

feature extraction process to bring out a high dimensional feature set to achieve correct 

classification of PQ events with less complexity and minimal time using convolution neural 

networks. 

 
Thus, this work addresses the detection and classification issues of single and 

multiple PQ events in power systems. The three main issues addressed in this thesis, first 

detection and classification of multiple power quality events under noisy and noiseless 

conditions and another is to develop adaptive intelligent systems which will change the 

mesh size of finite element methods so that memory size for monitoring can be optimized. 

Then finally the work explored the possibility to join two methods and to develop new 

techniques which have good features of both the techniques. 
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Chapter 1 

Introduction 

 

1.1 Background 

 

 

Electrical Power has now become the life line of this digital world.  It is considered as a   main 

indicator of the stage of development in a country. The overall development of power resources in 

terms of quantitative and qualitative plays an important role for the power utility. In the 

competitive power market, consumer demand of quality in power is a prime concern. Electrical 

Power quality is any change in the nominal value of the voltage and current. The issue of 

disturbances in power signal effects both transmission and distribution of power. From a customer 

point of view, power disturbances are defined as any change in voltage, current and phase that 

results in disoperation of appliances. Power quality is of prime concern in the present scenario; as 

most of the solid state devices and non-linear loads are sensitive to the quality of supplied power. 

Industrial loads and home utility appliances are severely affected with power quality disturbances 

such as sag, swell, harmonics, transients and interruption. 

 

The power quality disturbance sag is considered as most disastrous one for the industrial loads. 

The cause of voltage sag or dip is overload and short circuit which results in reduction of rms 

voltage between 10 to 90 percent of normal voltage. The duration of voltage sag may be half cycle 

to a seconds and long duration sag is called as sustained sag. When voltage sag occurred with a 

duration less than 100 ms and   dip of 75 percent of normal voltage then material loss of thousands 

of US dollar happened in semiconductor industry [1]. Voltage Swell disturbance creates over 

heating effects and severely   affects motor drives in industrial setup. The swell is totally opposite 

to sag, cause of swell is switching off heavy load which results in momentary increase in voltage. 

Harmonic disturbance badly affects electronic equipment as control function of equipment, as 

depends on peak value and crossing of the power signal, which is distorted to due to harmonics. 

The higher order harmonics cause heating effect in the conductor and misfiring can also occur in 

speed drives, so limiting of higher order harmonics is the main issue of power quality. Interruption 

is also a decrease in voltage of power supply up to 90 percent of normal voltage with duration of 

few seconds, the cause of interruption is closing and opening of circuit breakers with short delay. 
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The duration of interruption depends on functioning of protective device that is how fast closing 

of circuit breaker occurs when interruption faults comes into picture, limiting of interruption up to 

30 cycles can easily be done with high quality circuit breaker. When heavy loads are periodically 

turned on or off into the system then flicker disturbance may occur in power supply. The voltage 

fluctuations appear in power supply when short circuit network in the distribution system is not 

working properly. Voltage flicker appears when heavy loads are regularly turned on and off in a 

weak distribution system. When heavy loads such as large motor starts then power supply voltage 

decreases, this affects the lighting circuit connected to same supply voltage in the form of 

fluctuations in the light.  Mostly the area near to industry is severely affected with flickering or 

blinking in light. Most of the electronic equipment is very sensitive to flickers because it distorts 

the stability of voltage which affects functioning of these devices. This is main reason why flicker 

is of prime concern for computerized system.  The transient disturbance appears in the form of 

spikes for a very short duration which may be in the form of voltage, current and energy spike. 

The effect of this disturbance is to abrupt rise in current for a very short duration which results in 

malfunction of appliances operation. For analysis of these PQ events and losses that occur in 

appliances/instruments, monitoring of single and multiple power disturbances has now become 

prime area of research. Literature of PQ disturbances has two main steps-first is recognition of 

power quality events and then second step that is classification. In literature, research work has 

been mainly carried out for the detection and classification. Various techniques based on renowned 

transforms, machine learning, neural networks and other techniques have been utilized in earlier 

work. 

 

1.2 Motivation 

 

The utility of quality in power has dramatically increased due to increasing use of programmable 

logic devices, non-linear loads and solid state devices. Furthermore, demand of electric power is 

increasing sharply every year; with this growth, focus on the quality of power is also a main goal. 

Additionally, the technological advancement, new innovations in other fields also require 

disturbance free power for efficient operation and long life span of components. Industry is facing 

huge loss due to power quality disturbances that come randomly within every short duration and 

even long duration disturbances also cause losses but relatively less, so the main focus is on the 

short duration disturbances because they are severe in terms of maloperation or malfunctioning of 
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devices. Therefore, PQ urgently needs to be analyzed within appropriate time with accuracy so 

that corrective measure should be decided quickly for further action within short duration. 

Finding a fast and accurate system for recognition and classification of power quality 

disturbances is the major objective of this work. The analysis system should be capable enough 

for whatever the disturbances, i.e., single and multiple; come into the system can be easily handled 

quickly. It should lead to a system that ensure disturbance free clean power. Providing accurate 

analysis of disturbances and isolating these disturbances from the main grid has to be dealt with 

intelligent system. 

 

1.3 Literature Survey 

 

In most of the earlier state-of-art literature, the common steps of detection and classification 

comprise of pre-processing of input power signal, then feature extraction, and after that selection 

of unique features and finally feeding these features as an input to the classifier which takes 

decision for final output on basis of algorithm applied. First, the synthetic or real time disturbances 

are pre-processed, then unique and novel features are extracted and then efficient features are 

chosen and fed to classifiers for accurate classification. The basic block diagram of PQ analysis 

system is shown in fig. 1.1. The input power signal is applied to pre-processing block where 

normalization and segmentation is done followed by feature extraction stage. Feature extraction 

block includes numerous PQ detection techniques based on different methodology. Feature 

selection and optimization are also a part of this block which reduces the dimension of feature 

space that helps in improving the accuracy of classification. The selected features act as input to 

Classifiers and then final decision is totally based on algorithm explored in classifier.  

 

 

Figure 1.1: Overview of Power Quality Analysis System. 

Monitoring of PQ events starts from pre-processing in form of normalization and segmentation 

followed by feature set extraction by applying some signal processing tools such as Fourier 

Transform (FT), Short Time Fourier Transform (STFT), Wavelet Transform (WT), Hilbert 

Transform(HT) and S-transform and finally the classifiers such as Neural Networks(NN), Genetic 
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Algorithm (GL),Fuzzy Logic (FL) and Support vector machine etc. for the purpose of accurate 

classification.  

Most of the work in the area of power system research covers well-known transform based 

techniques, separate the unique features, and do the further analysis by choosing any classifier. 

Some research work is further extended in search of optimization of feature set and tries to explore 

the effect of optimal features set on classification accuracy. PQ literature provides optimal feature 

selection method for classification but fails when multiple power quality events come into picture. 

Detailed analysis of each and every step is done in the subsequent sections. 

The pre-processing step covers the input power signals segmentation and then 

normalization so that redundancy of data can be reduced up to some extent. In the analysis of PQ 

disturbances, it is useful to divide the input signal into segments. Segmentation is a process in 

which event information size is reduced and only relevant part of the event is further processed in 

next stages. In other words, the input power signal is converted into disjoint segments so that the 

analysis of information becomes effective. Input sequence can be categorized into two part, first 

transition segment and second is event segment [1]. The event segment is placed between transition 

segments. The step of normalization converts disturbance parameters into scale function, this is to 

be done by dividing power signal by RMS value of parameter under consideration, i.e., in the form 

of per unit (p.u) [2]. Pre-processing is the main step to reduce the memory space requirement, as 

only pre and post cycle of disturbance are only considered for analysis, while others are irreverent, 

as disturbance duration is very short in the most of cases. It minimizes the processing time 

requirement of system. In real PQ data set, addition of noise is important otherwise it will difficult 

to generate actual power signal disturbance scenario [3, 4, 5, 6]. But this kind of noise severely 

affects the performance of classifiers, as misjudgment can be happen in noisy environment. Now 

the role of filters comes into picture to mitigate the effect of noise. 

Power setup has three main step, i.e., generation, transmission and distribution to provide 

electricity to home utility. From PQ point of view, discussion of disturbances in transmission and 

distribution system is important because environmental (lightening strokes) and load conditions 

strongly affect these two. The analysis of PQ disturbances starts from pre-processing in form of 

normalization and segmentation followed by feature extraction by applying some transformation 

such as FT [7], STFT [8], WT [9, 10, 11], HT [12] and S-transform [13]. 
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Figure 1.2: Feature extraction by various signal processing method. 

 

The fig. 1.2 shows numerous signals processing methods whose mathematical representations are 

shown in table 1.1. Each and every event has slightly different feature set which act as a base for 

detection of disturbances. Therefore, the task of feature extraction in earlier state-of-art literature 

has been done by various transforms. FT is commonly used technique for the frequency domain 

analysis of the signal, it segments the disturbances into a number of sinusoids with different 

frequencies. FT is suitable for analysis of voltage sag and swell, but in case of transients and 

harmonics, it is unable to give correct information about fluctuations. The variations in power 

signal are often aperiodic and time-varying so, FT is not adequate choice for these non-stationary 

signals. STFT has fixed window size and can deal with non-stationary signals. The size of window 

in STFT is much smaller than fluctuation rate of the signal. STFT and other techniques are used 

for extraction of spectral information of a signal [14] but fixed window size is drawback of this 

transform [15]. The time windowed technique such as Windowed-FFT, can set the width of 

window as the size of disturbance under consideration [16]. Voltage disturbances are analyzed 

with DTFT and STFT respectively [17, 18]. DTFT only has frequency information which is not 

sufficient for the accurate detection and classification of power quality events.  
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Table 1.1: Mathematical Representation of different transforms. 

 

S.No Transform Mathematical Representation Description 

1 FT 
𝐹(𝑤) =  ∫ 𝑚(𝑡)𝑒−𝑗𝑤𝑡

∞

−∞

𝑑𝑡 

 

m(t)= input 

2 STFT  

𝑆𝑇𝐹𝑇𝑚(𝑡, 𝑤) =
1

√2𝜋
∫ 𝑚(𝑡)𝑤(𝑡

∞

−∞

− 𝜏)𝑒−𝑗𝑤𝜏𝑑𝑡 
 

𝑤(𝜏) is the window function 

3 WT  

𝑊𝑇𝑚(𝑝, 𝑞) =
1

√|𝑝|
∫ 𝑚(𝑡)

∞

−∞

Ѱ (
𝑡 − 𝑞

𝑝
) 𝑑𝑡 

 

p= scaling function, 

 q =translation 

function,Ѱ (
t−q

p
) =mother 

wavelet 

4 HT 
𝐻𝑇[𝑚(𝑡)] =

1

𝜋
𝑃 ∫

𝑚(𝜏)

𝑡 − 𝜏

∞

−∞

𝑑𝜏 

P is the Cauchy principal value 

HT convolutes a monotone 

signal m(t ) with (1/πt) & 

shifts each frequency 

component of m(t ) by ±90 

degree 

5 ST 
𝑆𝑇𝑚(𝜏, 𝑓) =

|𝑓|

√2𝜋
∫ 𝑚(𝑡)𝑒

(𝑡−𝜏)2𝑓2

2

∞

−∞

𝑒−2𝑗𝑓𝑡𝑑𝑡 

 

f= frequency, t, 𝜏 = time, 

𝑒−2𝑗𝑓𝑡= oscillatory 

exponential kernel 

6 GT 
𝐺𝑇𝑚(𝜏, 𝑓) = ∫ 𝑚(𝑡)𝑒−𝜋(𝑡−𝜏)2

𝑒−2𝑗𝑓𝜋𝑡𝑑𝑡
∞

−∞

 

 

𝑒−𝜋(𝑡−𝜏)2
= Gaussian function 

as a window 

 

Wavelet transform has mostly been used in earlier state-of-art literature as time-frequency analysis 

tool to extract spectral features of power quality events [19]. But, WT has drawback that it is 

sensitive to noise, so to avoid this drawback, selection of mother wavelet and number of 

decomposition levels are the main parameters to efficiently utilize the power of WT. The family 

of WT is developed on the basis of properties such as compact support properties, vanishing 

moments, regularity and orthogonality. Daubechies wavelet is generally used in earlier state-of-art 

literature due to high energy compaction ratio and low computational overhead in comparison of 

Morlet, Haar, and Coiflets. The various properties of wavelets are represented in tabular form in 

table 1.2. The major drawback of WT is that there is no specific criterion for selection for mother 

wavelets which affects the final accuracy of feature selection and to increase accuracy, if number 

of levels increases, computational overhead will increase up to large extent. Application of wavelet 
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to analyze power quality events has been explored with comparison to research works employing 

wavelet transform for analysis of PQ events [20]. 

 

Table 1.2: Wavelet transforms and their properties 

Property Coiflets Symlets Daubechies Morlet Haar Mexican 

Hat 

Compactly supported 

orthogonal 

Yes Yes Yes No No No 

Symmetry No No No Yes Yes Yes 

Arbitrary regularity Yes Yes Yes No No No 

Infinitely regular No No No Yes No Yes 

Crude No No No Yes No Yes 

Arbitrary number of 

vanishing  moments 

Yes Yes Yes No No No 

Asymmetry No No Yes No No No 

Near Symmetry Yes Yes No No No No 

Biorthogonal analysis Yes Yes Yes No Yes No 

Existence of scaling 

function 

Yes Yes Yes No Yes No 

Orthogonal analysis Yes Yes Yes No Yes No 

Exact reconstruction Yes Yes Yes No Yes Yes 

Vanishing moments for 

scaling function 

Yes No No No No No 

Explicit expression No No No Yes Yes Yes 

Fast algorithm Yes Yes Yes No Yes No 

FIR filters Yes Yes Yes No Yes No 

Discrete transform Yes Yes Yes No Yes No 

Continuous transform Yes Yes Yes Yes Yes Yes 

 

WT breaks signal in terms of scaled and translated form and then Multi resolution analysis (MRA) 

technique is explored [21]. In MRA technique, PQ signal is segmented in the form of low 

frequency and high frequency components by using low and high-pass filters respectively, and the 

process is repeated until desired information is extracted with high accuracy. On every iteration, 

amount of information is reduced up to large extent [22, 23]. The band pass filter extracts high 
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frequency information with the disturbances such as transients and spikes and other sudden 

switching disturbances are detected, on the other hand low frequency components, the disturbance 

like harmonics can easily be detected. 

In [24], DWT and ANN are used for recognition and further the classification of 

disturbances and comparison of results with other wavelets were also done. WT is also utilized in 

three phase system for analysis of voltage dip [25]. Furthermore, Multiwavelet transform applied 

for extraction of unique features and then Dempster-Shafer algorithm explored for classification 

purpose [26]. 

Hybrid approach of DWT with FFT and HST is explored in [27, 28]. The time-frequency domain 

analysis WT is applied for localization and recognition of power quality disturbances [29, 30]. 

Classification of power quality events with rule based method hybrid with wavelet packet based 

HMM and Dempster-Shafer algorithm is explored [31, 32, 33]. Various features are extracted 

using WT and then optimization is applied to achieve minimum feature set [34, 35, 36]. In [37], 

under noisy conditions WT is applied and by self-learning approach classification is done. 

Automatic analysis of PQ events is proposed in real time condition using 2D representation of 

wavelet components [38, 39]. 

The concept of de-noising is also proposed in WT to increase the efficiency of recognition 

of PQ events [40]. To further extend the concept of de-noising in WT, the intra-and inter- scale 

dependencies using least mean square method is proposed with two set of layer, i.e., sub network 

and adaptive probabilistic layer [41, 42]. The capacitor switching based specific PQ events 

detection is also proposed with DWT technique and self-organizing mapping network for detection 

and classification of PQ events [43]. Various wavelets such as semi orthogonal, orthogonal and 

bi-orthogonal are proposed for PQ events detection and classification purpose in [44] and concept 

of multiwavelet transform is also suggested for PQ events analysis[45, 46], other authors also 

proposed hybrid concept and multiwavelet and Dampster-Shafer technique[47,48]. The PQ events 

have been simulated by using parametric equations then applied to DWT, as a feature extractor 

and probabilistic neural network as a classifier is proposed. A comparison is proposed between 

STFT and WT, experimental results declared WT as a superior technique for analysis of power 

disturbances [49,50]. ELM technique with DWT is utilized for recognition of power quality events 

[51]. A classification method for different types of disturbances in a high power transmission line 

is presented with help of WT [52]. The features such as WT energy entropy and weights are utilized 

for classification of events with NN method. In [53], WT based technique is developed which is 
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event specific can be identify and classify harmonics and transients. The application specific 

voltage dips are considered by authors to avoid false alarms in electrical networks [54]. In [55], 

PQ events detection based on WT and Principle Components Analysis (PCA) is proposed, but 

proposed technique has limitation of invariant scale, which causes misinterpretation in decision 

making. 

S-transform (ST) is a generalized form of variable windowed STFT or an extension to WT 

or a mixed form of WT and STFT [56]. This is based on time-frequency analysis of signal, 

commonly used in geosciences and power system engineering [57]. A frequency dependent 

resolution is provided in ST by decreasing the width of analysis window with frequency. ST and 

WT are similar except the phase correction as well as amplitude and phase spectrum. In [58], S-

transform is applied for localization of PQ events. For the detection of complex PQ events, S-

transform with decision tree based classifier is used. But in case the non-stationary power signal 

accompanied with transient, then accuracy of S-transform is severely affected. The S-transform is 

used for feature extraction from distorted PQ signals [59-62]. In [63], S-transform and ELM are 

used for detection and classification of PQ events. Eristi et al. [31] apply S-transform and ELM 

technique to automatically recognize the causes of PQ disturbance. In [64], S-transform which 

extracts instantaneous frequency of PQ events then Parseval’s theorem is utilized for classification 

purpose. S-transform with modified Gaussian window technique is utilized for localization and for 

classification of PQ disturbances is done with decision-tree based classifier [65] and adaptive 

particle swarm optimization technique with fuzzy c-means is also utilized for analysis of PQ 

disturbances in [66]. A fast adaptive discrete generalized S-transform algorithm based on 

frequency scaling, window cropping and adaptive window frame estimation of the time varying 

PQ indices is described [67]. 

 

In [68], HST, MM technique hybrid with TT-transform is applied to enhance the accuracy of 

detection of PQ disturbance and SVM is utilized for classification. The concept of WT is applied 

for phase correction and then S-transform combined with extended Kalman filter for short-duration 

power network disturbances. Multiresolution S-transform with a variable window width that 

changes with frequency by user defined function is used for detection of PQ events [69]. A fast S-

transform is proposed by the authors, which gives low computation time [70]. Another variant of 

S-transform, i.e., HST is used in pattern recognition scheme for PQ disturbances [71, 72] and for 

classification and localization of faults with radial basis function NN [73]. PQD and islanding 
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detection in hybrid DG system (PV, fuel cell, wind) is presented in [74]; features are extracted 

using WT and S-transform and a comparative analysis is presented between these two. S-transform 

is used in feature extraction for islanding and PQD in a grid connected DG system [75]. A Nordic 

32 bus model is used for wind and PV system based DG. HST is applied for feature extraction; 

SVM and decision tree are used as classifiers [76]. Hardware is implemented to generate event 

patterns for a 400 V, two linear loads and one non-linear load electrical system. A voltage sensor 

is used for capturing the voltage waveform and a dSPACE 1104 kit is used for digital conversion 

and for interfacing with computer to extract features of multiple power quality events using S-

transform and classification with decision tree algorithm [77].For the detection of phase fault and 

islanding, the concept of TT transform and pattern recognition is applied in [78]. The main 

advantage of S-transform is MRA which have capacity to detect exact phase of all frequency 

components present in the PQ events. However, for some other disturbances such as harmonics, it 

gives inaccurate results. In some of the earlier state-of-art literature the concept of Hilbert 

Transform (HT) is also explored for detection of power quality events, where HT work as linear 

operator to find analytic form of signal under consideration[79].    

Other techniques are also explored by researchers for detection and classification of power quality 

events such as Prony analysis method is used for the analysis of signal and extraction of its model 

information like frequency, phase shift, damping and magnitude. Prony based optimal Bayes fault 

classification technique is presented by Faiz et al. [80]. Prony analysis and recursive algorithm are 

proposed [81-84]. Higher order cumulants technique used for feature extraction is given in [85, 

86]. Feature extraction in time-frequency domain using parallel computing is explained in [87]. 

Another multi-core algorithm for WT/WPT is proposed for harmonic analysis and compression. 

The parallel processing of the algorithm reduces the computation time [88].The authors present 

HT and Clarke’s transformation [89]. In [90], authors suggested a method which combines Gabor 

transform and kernel based type-2 fuzzy-SVM technique for analysis of PQ disturbances. Kalman 

filters [91-95], GT [96], digital filters [97], Time-Time transform [98], curve fitting [99], EMDRA 

method [100], hybrid HT and WT with frequency shifting [101], fractal based method [102], 

covariance analysis, HOS [103, 104], change point approach [105] and ADALINE method [106] 

have been proposed in the last decade. Slanted transform with FPGA hardware containing analog 

to digital converter AD976A, Xilinx Virtex-E XCV600E FPGA chip and digital to analog 

converter AD669AN is used for PQ disturbance detection [107]. 
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The PQ disturbance (such as voltage sag and swell) analysis is based on HOS features. Any change 

in the parameter value shows presence of a disturbance [108]. In [109], a methodology is presented 

for voltage sag studies in Brazil. Here, authors make a cluster of different distribution substations 

and apply PCA to find the similar characteristics among the clustered substations. Goswami et al. 

[110] propose an analytical expression based method for voltage sag analysis. Balanced and 

unbalanced faults are taken into consideration and proposed analytical method is compared with 

method of critical distance. 

Table 1.3: Comparison of various feature extraction techniques 

S. No Technique Pros Cons References 

1 STFT Easy to implement for 

stationary signals 

Inaccurate for non-

stationary signals 

[15, 16, 17, 18] 

2 WT Resolution of time and 

frequency components  is 

high 

Not suitable under 

noise 

[ 21, 22,25, 29] 

3 S-Transform High accuracy in  case of 

time localization 

Not suitable for 

harmonics 

[56, 59, 60, 62] 

4 HT Good for instant phase and 

frequency calculation of 

signal 

suitable for short 

disturbances only 

[79] 

5 Kalman Filter High signal to noise ratio Both time-frequency 

localization is absent 

[91-95] 

6 GT Resolution of time and 

frequency components  is 

high 

Not suitable for high 

frequency disturbances 

[96] 

7 Filter bank Complexity is less Inaccurate for 

harmonics 

[106] 

8 TT Transform Highly accurate for non-

stationary signal 

High computation [98] 

9 HOSA Highly accurate for 

transient detection 

Low resolution [103, 104] 

 

The disturbance (like voltage sag) detection method by dq transformation and mathematical 

morphological technique presented in [111]. Three-phase voltage is converted to dq axis and is 

passed through MM filter to find other parameters such as phase angle change and distortion in 
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magnitude. A method to detect voltage sag is presented by the authors [112]. By using the envelope 

of the system voltage, voltage dips are calculated and simultaneously phase shift is calculated to 

find the type of the voltage sag. In [113], authors presented a novel detection and classification 

technique based on voltage sag types, characteristics and zero sequence components of the voltage 

signal. Two indices, i.e., phase-to-phase voltage index and phase-to-neutral voltage index are 

proposed for characterizing the event. Various techniques of feature extraction are compared in 

table 1.3. 

 

 

Figure 1.3: Classification techniques of PQ disturbances 

 

Artificial Intelligence (AI) or the knowledge based techniques are adopted as the substitute to the 

classical techniques for PQ event classification [114]. AI techniques are used to solve complex 

problems, decision making and classification. AI is the capability of the machines to take 

intelligent decisions like a human being. AI includes reasoning, knowledge, planning, learning, 

natural language processing (communication) and perception. The techniques like Support Vector 

Machine (SVM), rule-based systems, Artificial Neural Network (ANN), fuzzy models, Genetic 

Algorithm (GA) and swarm intelligence etc. as shown in fig. 1.3, lie under AI. 

Neural Networks (NN) works the same way as human brain neurons works, it is just a learning 

tool utilized as a classifier work as information transfer system form one point to another. In [115-

117], authors propose the automatic detection and recognition of single PQDs using WT and NN 

classifier [118, 119]. S-transform based PNN [120] is compared with feed forward multilayer NN. 
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LVQ based NN is employed for classification of PQD [121]. A feed forward neural network 

classifier is used for detection of PQ events using demodulation [122]. Talaat et al. suggest 

subtractive cluster feature based ANN for PQ classification; this method considers data point as a 

cluster center and calculates likelihood of each data point [123]. Transient level detection by using 

HOS and competitive layer based NN is presented [124].  

Enhanced wavelet probabilistic network is proposed [125]. Self-adapting ANN is presented [126] 

and dynamic structural NN approach is described in for detection and classification of PQD [127]. 

Manke and Tembhurne [128] presented NN with feed forward structure and modified Fisher’s 

discriminant ratio kernel. A chaos synchronization based detector for detection of PQD in power 

system is proposed by the authors. Here, dynamic error equations are used to extract features and 

PNN classifier is used for classification [129]. In [130], PNN classifier is used for classification of 

voltage such under three different real time scenarios. In DG, ANN is used as a classifier for 

detection of islanding event in non-detection zone [131]. Flicker recognition technique is presented 

for wind turbines; WT and S-transform are used for feature extraction; relief feature selection 

method with PSO for optimization and PNN is used for classification [132]. Total PQ index is 

presented by the authors for PQ deviations analysis on a specific site. MLPNN is used for the 

classification purpose and input signal is selected through expert system questionnaires [133]. 

SVM is having advantages over above said ANN because of its learning strategies. SVM is a 

binary classifier utilized to separate two different classes of data, i.e. used as a statistical tool. In 

[134], authors propose SVM classifier for PQ disturbance identification by using SVMs for 

identification of   PQ disturbances. In [135-138], SVM is explored for efficient classification of 

power disturbances. Authors presented application of SVM in PQ disturbance analysis based on 

HOS by using geometrical pattern establishment for automatic classification [139]. Automatic 

recognition of PQD with kernel based SVM clustering is proposed where a modified immune 

optimization algorithm is used for improvement in compactness of clusters and in classification 

accuracy by refining the center of SVM clusters [140]. Different multiclass SVM algorithms such 

as k-SVM, fuzzy SVM and directed acyclic graph SVM are compared [141]. Authors present 

islanding and PQD classification in grid connected power network in DG [142] while [143] 

classifies transients due to power transformer and PSO is used for tuning SVM parameters. In 

[144], SVM classifier is explored for recognition of power quality events. A hybrid method of 

priori algorithm with least square SVM is explored for feature section and identification of PQ 

disturbances [145]. Gunal et al. use an experimental setup for detection of PQ events. They 
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emphasize on the optimal feature set by comparing seven feature selection techniques and 

classification performance is compared with Bayes and SVM classifier [146]. In paper [147], SVM 

is used for PQ disturbance classification after being optimized with GA and SA.In [148], islanding 

and identification of PQ events in real grid system is explored with MPNN and SVM. Firstly, S- 

transform is used in feature extraction and then MPNN and SVM are trained separately followed 

by the classification of disturbances. Wind energy and PV based DG system are presented [149]. 

Here, PQ disturbance due to effect of load changing as well as change in solar insolation and wind 

speed is discussed. MPNN, SVM and LS-SVM classifiers are used for PQ disturbance 

classification. The training of SVM affects its accuracy due to dependency on training data. There 

is no need of training in the fuzzy systems. Fuzzy logic is based on degree of truth instead of true 

and false and depends on multivalued logic. It provides a rough estimate just like human thinking 

or the hypothesis. 

The concept of Genetic algorithm is based on search engine with natural selection. It is 

mostly used in classification and optimization problems. Multi-objective GA and decision tree for 

PQD’s pattern recognition are presented [150]. GA is used to find feature set with minimum 

classification error and minimum size of tree. Application of LVQ-NN combined with GA is 

proposed [151]. In [152], concept of pattern recognition is explored with NN and GA based 

technique for detection and classification purpose. BGA method is used by Yusran for optimum 

placement of distributed generation in power system network [153]. Wang and Tseng present a 

WT and extended GA based method for PQ analysis [154]. Optimum location and number of PQ 

monitors required for PQ analysis are given [155, 156]. For PQ disturbance classification in a wind 

and PV based DG system, HST is applied for feature extraction, SVM and decision tree are used 

as classifiers [157]. For an optimum feature selection, GA is used and effect of noise is also 

considered for checking the robustness of the proposed system. 

The technique of fuzzy logic is multi-valued logic that gives approximations and its truth value 

ranges in between 0 and 1. Zhu et al. [158] present wavelet based fuzzy reasoning approach in 

which features are extracted by wavelet and on the basis of these features, rule base is generated 

to draw inference for final decision of classification. The fuzzy logic technique is explored for 

classification of power quality events [159, 160]. The technique of Kalman filter and fuzzy logic 

is combined to enhance the accuracy of classification of PQ events. In [161], fuzzy clustering 

based on chemo-tactic differential evolution and bacterial forging optimization is explored for fast 

and accurate classification of power quality events. In [162, 163], fuzzy C-means algorithm and 
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data mining techniques are used by the authors respectively and PSO is used for optimization of 

parameters and performance. The PSO technique is also explored with fuzzy for automatic 

classification of power quality events [164]. R. Kapoor and M. Saini [165], presented hybrid 

technique of WT and fuzzy for classification of PQ events. In [166], analysis of PQ events on the 

basis of fuzzy logic is proposed. For the analysis of voltage sag and current harmonics, fuzzy logic 

controller is used in unified PQ conditioner. FL controlled unified PQ conditioner effectively 

mitigates the voltage sag and bounds harmonics in an acceptable limit in grid connected wind 

power system [167]. The data set of fuzzy system is fixed, so, it is not useful for detection of new 

problems and fuzzy logic rules also are not robust. Hence, for analysis of combined PQ problems, 

it is advantageous to use neuro-fuzzy systems. 

Neuro-fuzzy systems are the combinations of ANN and FL. These are primarily based on fuzzy 

systems; the learning algorithm to train these systems uses NN theory. The DG system based PQ 

disturbances are detected and classified with adaptive neuro-fuzzy and modified ADALINE is 

explored for feature extraction [168]. In [169], PQD detection and classification is proposed; 

voltage is converted in three-dimensional (3D) space, then PCA is used for feature extraction from 

eigenvalues of each disturbance and after that neuro-fuzzy classifier is used for automatic 

classification of PQDs. ANFIS based representative quality power factor is presented [170]. 

Displacement power factor, transmission efficiency power factor and oscillation power factor are 

considered for linear, non-linear, sinusoidal and non-sinusoidal cases with lagging and leading 

power factors. Ref. [171] presents automatic disturbance recognition based on neuro-fuzzy system. 

In [172], noised affected PQ disturbances are classified with neuro fuzzy based approach. Data 

compression techniques are discussed with adaptive neuro-fuzzy technique [173]. Islanding 

detection for grid connected inverter based distributed generation is presented [174]. Authors 

describe a two way technique, i.e., recognition of disturbances at distribution level and stability at 

generating stage [175]. Non-linear transients’ identification is proposed by [176] in a pilot 

refrigerator plant. In [177], authors propose a probabilistic wavelet fuzzy NN controller. This 

controller works in dual mode for active and reactive power control in three-phase grid connected 

PV system at the time of grid faults. The main advantage of neuro-fuzzy system is that the 

combination of these two overcomes the drawbacks of individual techniques. In [178], faults are 

classified by applying WT and expert base rule. The expert rules classify four types of fault events 

on the basis of magnitude of the waveform. The concept of filter bank is explored for detection of 

power quality events with based ruled based approach for classification [179].An expert system is 
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proposed which contains optimized NN combined with DWT and FL for PQ events classification. 

DWT, NN and FL are used for feature extraction, processing and post processing respectively 

[180]. For classification of voltage dip events and their causes, i.e., fault induced, transformer 

energization and induction motor starting and transients (due to fault or non-fault), an expert 

system is proposed [181]. 

Table 1.4: Comparison of PQ classifiers 

S. No Technique Pros Cons Reference 

1 SVM Best suited for quadratic 

optimization and fast 

learning 

Accuracy affect with large 

training data set 

[140, 134, 139, 138] 

2 GA Suitable for dynamic 

systems 

Slow computation [150, 152, 151, 153] 

3 FL Best for complex systems Classify only on the basis of 

training data set. 

[162,159, 247, 160] 

4 ANN Suitable for real systems Noise affect  the performance [202-207] 

5 ES Performance is 

independent of data set 

size 

slow and costly [181,182] 

 

An event specific method is developed by hybrid approach of Fourier linear combiner for feature 

selection and fuzzy expert system for classification [182]. Adaptive boosting algorithm is proposed 

in the multi-machine distribution system for the detection of islanding event [183]. Decision tree 

is used for classification of single and complex PQ problems with noisy signals [184]. MM and 

HHT are used for PQD detection, where MM is also used for noise suppression [185]. Digital 

filters are used for decomposition and classification of disturbances [186]. HMM based on WT, 

WPT and vector quantization is presented [187-189]. A recursive implementation of MUSIC 

algorithm is presented for mitigation of power disturbances occurring due to arc furnace in noisy 

and noiseless conditions [190]. The implementation is based on experimental setup which consists 

of DSP board TI-320LF2407, a voltage source converter, hysteresis current controller, 

programmable AC power source and a current transducer. An experimental setup is used for 

transmission line fault classification using systematic fuzzy rule base [191]. A transmission line of 
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100 km length, voltage sensor and dSPACE 1104 kit with computer are used for practical model. 

A hybrid approach is developed with PNN and SVM to analyze PQ events in DG system.  

 

Table 1.5: Comparison of various methods of PQ detection and classification 

S.No Reference Detection 

method 

Classification 

method 

Power Signal Accuracy 

1 Eristi and Demir 

[ 04] 

WT SVM Simulated and 

noise less/noisy 

With noise 

95.81 and 

without 99.71 

2 Reaz et al. [180] WT NN+Fuzzy Real without noise 98.19 

3 Masoum et al.[05] WT NN Real noisy 98.18 

4 Meher and 

Pradhan[197] 

WT Fuzzy Simulated and 

noise less/noisy 

With noise 

96.87 and 

without 98.95 

5 Alshahrani et 

al.[213] 

WT ANN Simulated and 

noiseless 

90 

6 Jayasree et al. [214] HT RBF Simulated and 

noise less/noisy 

With noise 94 

and without 97 

7 Salem et al.[200] ST ES Real without noise 99.44 

8 Behera et al.[199] ST ES Simulated and 

noisy 

99 

9 Uyer et al. [210]` ST NN Simulated and 

noisy 

99.56 

10 Parez et al.[108] HOS - Real without noise 83 

11 Huang et al.[195] WT FSCL+LVQ Real without noise 93.76 

12 Zhu et al.[158] WT Fuzzy Real with noise 95.31 

13 Hu et al[193] WT SVM Simulated and 

noiseless 

98.5 

14 Abdoos et al.[203] ST+WT PNN Simulated and 

noise less/noisy 

With noise 

97.44 and 

without 99.22 

15 Biswal et al.[215] WPT LVQ Simulated and 

noiseless 

99.14 

16 Lee and Sheen 

[216] 

ST+TT 

transform 

MLP Simulated and 

noise less/noisy 

With noise 

97.20 and 

without 98.10 

17 Zhang et al. [207] Modified ST ELM Simulated and 

noise less/noisy 

With noise 

96.85 and 

without 99.99 

18 Khokhar et al.[114] DWT MPNN Simulated and 

noise less/noisy 

With noise 

88.75 and 

without 97.68 

19 Hajian et al.[72] DWT+HST SVM+NN Simulated noiseless 99.38 

20 Ferreira et al.[103] HOS NN Simulated noiseless 100 
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Two 9kVA alternators and a 5kW load are used for demonstration of wind energy conversion 

connected to grid. Tran et al. [192] propose an application of transient current in induction motor 

fault diagnosis which is based on Fourier-Bessel expansion. Data set is generated using an 

induction motor, pulleys, shaft and fan with changeable blade pitch angle. Table 1.4 represents the 

pros and cons of PQ classifiers explored in earlier state-of-art. In table 1.5 various methods of 

detection and classification are compared. For improving performance and execution time, various 

feature selection methods or optimization techniques is utilized by the authors. The results claimed 

by authors are based on selected PQ events and the classification performance is significantly high. 

A lot of research works rely upon WT for excellent time-frequency domain analysis of PQ signals 

[193-198]. WT facilitates effective feature extraction from PQ signals using a variety of wavelet 

functions depending upon PQ signal. Another customarily used signal processing technique is S-

transform which gives signal representation in time-frequency domain and accurately localizes the 

occurrence of PQ disturbances [199-201]. In the classification domain, ANN rules the field of PQ 

in one or another form. There are many variants of ANN like ELM, of feature space and complexity 

of the system; consequently, computation time is also reduced [202-207]. Hybrid methods for the 

feature extraction and classification give comparatively better results than individual techniques. 

Many algorithms are formulated by various authors to attain fast response and to get rid of noise 

effects. Many researchers have proved the robustness of their proposed techniques by using the 

noisy PQ signals [209-212]. In the earlier state-of-art most of techniques are developed for single 

PQ events, so there is need to develop a technique that can easily analyze multiple power quality 

events. 

 

1.4 Research Gaps 

 

Based on the literature survey, following research gaps were identified: 

1. Limited multiple power quality events detection techniques are available, and there is scope 

to develop new techniques for multiple power quality events detection & classification. 

2. Most of detection and classification techniques are events specific, so this opens a scope to 

identify new strategies for real time monitoring for power quality. 

3. Classification techniques may be explored for further improvement in accuracy. 
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4. All types of detection techniques may be worked upon to detect disturbances with low SNR 

value. 

 

1.5 Objective of Research 

 

The objective of this research is to investigate the most harmful multiple power quality 

disturbances. Most of the power disturbance aspects, such as: recognition, characterization and 

classification issues have been addressed. 

1. To efficiently recognize and classify multiple power quality events. 

2. To classify disturbances even in heavy noise and low SNR conditions. 

3. To develop an intelligent system for power quality events analysis for real time 

applications. 

4. To design and develop a hybrid technique for fast and automatic detection and 

classification of power quality events. 

 

1.6 Thesis Overview 

 

The thesis proposes fast detection and classification of multiple power quality events with high 

accuracy and low computation complexity. In chapter 1, the concept of PQ disturbance is briefly 

explained and then literature survey is conducted to find research gaps and then research objectives 

were decided on this basis of research gaps. Rest of thesis is organized as follows: 

Chapter 2: This chapter introduce the detection and classification of power quality events, 

which includes extraction of relevant features of PQ events such as kurtosis and spectral entropy 

and then these features acts as input to classifier, which is Interval type-2 fuzzy logic system 

(IT2FLS) and comparative analysis of results under three different SNR condition, and finally 

discussion of results is done. 

Chapter 3: The objective of this chapter is to develop an intelligent system for power 

quality events analysis for real time applications based on sparse feature based Adaptive Finite 

Element Method (FEM). They key ingredients in this chapter cover comprehensive study of sparse 

features with adaptive discretized triangular mesh used for calculation of stiffness matrix. Results, 

discussion and comparison with earlier state-of-art works are also presented. 
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Chapter 4: The objective of this chapter is to design and develop a hybrid technique based 

on Long Short Term Memory-Convolution Neural Network (LSTM-CNN) for fast and automatic 

detection and classification of power quality events. The key ingredients in this chapter include 

the comprehensive study of hybrid approach for analysis of power quality events, results, 

discussion and comparative analysis of results with non-hybrid approach is done. 

Chapter 5: This chapter sheds light on conclusions drawn from this study on the basis of 

work reported either experimentally or theoretically and covers the future research scope in the 

field of power quality disturbances. 
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Chapter 2 

 

Volterra Series based Power Quality Disturbance Analysis 

 

This chapter introduces the detection and classification of power quality events, which includes 

extraction of relevant features of PQ events such as kurtosis and spectral entropy and then these 

features act as input to classifier, which is Interval type-2 fuzzy logic system (IT2FLS). 

Comparative analysis of results under three different SNR conditions, and finally discussion of 

results is done. 

 

2.1 Introduction 

 

   The study of power quality disturbances has become crucial from last few decades due to 

increase in use of non-linear solid state devices.  The competitiveness and open access power 

market insists for better quality of servicing. The power quality disturbances include voltage sag, 

swell, harmonics, transient, interruption and flickers, Some of these disturbances act in 

combination. The main causes of disturbances are heavy inductive loads, capacitor switching, Ac 

motor drives, unbalanced loads and poor power factor. To address these issues, detection, 

localization and classification of disturbances is the main task so that necessary corrective action 

can be taken in appropriate time limit. The objective of this chapter is to present a new approach 

for multiple power quality events analysis i.e., Volterra series for feature extraction and   interval 

type-2 fuzzy logic system (IT2FLS) for classification of PQ events. The Volterra series is 

represented in the form of infinite power series with memory which provides convenient and 

strong platform for representation of input-output relationship for non-linear systems. IT2FLS uses 

the concept of membership functions to perform classification of multiple PQ events. When supply 

power is distorted by additive noise where SNR is low and uncertain, IT2FLS has shown improved 

performance over SVM, neural networks, probabilistic neural network and type-1 fuzzy logic 

system classifiers, which makes an interval type-2 fuzzy logic system favorable for real time 

applications. Therefore, the concept of type-2 fuzzy logic is utilized here for the purpose of 

classification of single and multiple power disturbances so that whatever the disturbances come 

into system, these can be analyzed easily. 
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2.2 Proposed Methodology 

 

Power quality events taken as input and data base is formed for detection for classification of 

power quality events then Volterra series methodology is applied for detection and extraction of 

features of power quality events then IT2FLS is trained based on features extracted from Volterra 

series, i.e.,  spectral entropy and kurtosis. The next step is rule based fuzzification to classify power 

quality events then classified events are obtained based on rule designed with the help of extracted 

features as shown in fig 2.1.  

 

Figure 2.1: Workflow diagram of proposed framework. 

The planned state-of-art uses limiting methodology to handle the lengthy calculations of IT2FLS. 

The results obtained based on the above mentioned methodology are discussed in the subsequent 

sections. 

 

2.3 Volterra Series Basics 

 

A discrete-time and causal nonlinear system with input signal x[n] and output signal y[n]. The 

Volterra series representation of x[n] is given by:  
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  In (2.1), hb[a1, a2,..., ab] is known as the b-th order Volterra kernel of the system; without any 

loss of generality, the kernels can be assumed to be symmetric. In general any kernel hb [a1, a2,..., 

ab] can be replaced by symmetric one by simple setting. 
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Where s is set of all permutations of a1, a2,...,.ab. The Volterra series is a power series with memory. 

This can be checked by changing the input by a gain factor d so that the new input is dx(t). By 

using (2.2), the new output is 
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This equation 2.3 is a power series with amplitude factor f. The integrals are convolutions it shows 

that series having memory [217]. As an effect of its power series features, it can detect signal in 

very less computational overhead and doesn’t require so many samples for training. The trained 

samples of PQ events are implemented as input in kernel of Volterra series in the next section. 

 

 

2.3.1 Exponential Method for Kernel Estimation (Volterra Series) 

 

 

The various methods are available to resolve the kernels or the associated transfer functions of 

Volterra series. In between, the method of exponential inputs precisely picked for calculating 

Volterra kernel in this work. Let’s consider the Volterra series expansion of a nonlinear system of 

the form 
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Let the input x(t) be a sum of exponentials 
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Where s1, s2, … sg   rationally independent. This means that there are no rational numbers 

 γ1, γ2, … . γgsuch that the sum γ1s1 + γ2s2+ ⋯ γgsg  is rational. Then (2.4) becomes 
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If each si occurs 𝑠𝑔1…….𝑠𝑔𝑎
 , vi times, then the ratio becomes 
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Then (2.4) can be written in the form 
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In equation 2.5, v under the summation sign indicates that the sum includes all the distinct 

vectors(𝑣1, 𝑣2, … . 𝑣𝑔) such that  ∑ vi = b
g
i=1 . If 𝑣1 = 𝑣2 = ⋯ = 𝑣𝑔 = 1  then the amplitude 

associated with the exponential term exp(sg1+⋯sga)t is g! Hg(s1, … . sg). Now, calculation of 

Volterra series kernel is possible, just calculating the transfer function of the system [218]. Volterra 

series find application in numerous fields of engineering and physics and essentially classified into 

two different categories, within the first classification, a model of an observed dynamical 

phenomenon is framed using Volterra series and the estimation of Volterra frequency response 

function requires experimental and numerically generated data. On the other hand, second 

classification includes the analysis of dynamical systems that are already represented by an 

analytical model, such as differential equation in mathematics. The harmonically stimulated 

nonlinear systems behavior is explored more suitably using Volterra series representation. 

 

2.4         Volterra Series Based Feature Extraction  

 

The single and multiple power quality events have been taken into consideration and 

corresponding results are obtained. The detection of power quality events involves exploiting 

Volterra series response on non-stationary PQ events represents  deviation in output in contrast to 

pure power signal. Generally a stationary process is a stochastic process whose joint probability 
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distribution does not change when shifted in time. The parameters such as mean and variance, if 

they are present, also change over the time in case of non-stationarity. Although stationarity is an 

assumption underlying many statistical procedures used in time series analysis, non-stationary data 

is often transformed to become stationary. The most common cause of violation of stationarity are 

trends in mean, which can be due to either the presence of a unity root or of a deterministic trend.  

 

 
 

(a)                             (b) 

 

Figure 2.2: Volterra series output for (a) Sag  (b) Swell 

 

The event sag refers to decrease in rms voltage or current to between 0.1 and 0.9 pu at the power 

frequency for durations of half cycles to one minute. Swell causes an increase in rms voltage and 

current to between 1.1 pu and 1.8 pu at the power frequency durations from half cycle to one 

minute. At the time of starting electric motors draw heavy current, starting an electric motor can 

be a major cause of voltage sag. Harmonics in an electric power system are due to non-linear 
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electric loads. Harmonic frequencies in the power grid are a frequent cause of power quality 

problems.  Although the effects of sag are more prominent but the effects of a voltage swell are 

often more destructive. It may cause burning of components on the power supplies of the 

equipment, though the effect may be a gradual and aggregating. While during the no disturbance 

response of Volterra Series is approximately linearly vary with time, but in condition of sag it is 

totally different as shown in fig 2.2. 

 

 
(a) (b) 

 

Figure 2.3: Volterra series output for (a) Transient (b) Harmonics 

 

During swell PQ event, Volterra series output lies over the pure sine wave output and in actual 

case when swell overs then sag events comes, therefore the output of Volterra series for sag event 

lies below the pure sine wave output of Volterra series. In fig 2.3, when transient event arises by 

cause of switching action in power system, at that instant the Volterra series output shows 

inconsistency in output due to disturbance. Usual solution of transient is to adopt controlled 
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switches in the setup. The PQ event harmonics that cause voltage waveform distortion can change 

the amplitude of signal 0-20 percent from its actual value. The output response of Volterra series 

is completely different for harmonics, having multiple curves in response which represents the 

presence of multiple frequencies in the power signal..  

 
 

(a) (b) 

  

Figure 2.4: Volterra series output for (a) Harmonics (b) Swell with Harmonics 

 

In fig 2.4, when sag with harmonics arises as a disturbance within the system, then Volterra series 

output clearly find the harmonics with totally different curve for various harmonics. Just in case 

of swell with harmonics, the event swell and harmonics each detected with different curves within 

the Volterra series output plot. When momentary interruption event comes due to Very short 

planned or accidental power loss duration of milliseconds to second in the power line then the 

Volterra series output a vertical line appears as shown in the fig 2.5, represents the detection of 

interruption event in the power signal. The multiple events interruption + harmonics comes due to 
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Switching operations attempting to isolate an electrical problem then in the Volterra series output 

a vertical line with multiple irregular plots which shows the harmonics event with interruption 

appears as shown in the fig 2.5. These results are used for feature extraction that helps in 

classification of PQ events. In this study, features extraction phase is different from that inspected 

in literature, attributable to the fact that two features, namely spectral entropy (SE) and kurtosis 

requires less process overhead.  

 

 
 

(a)                                             (b) 

 

Figure 2.5: Volterra series output for (a)interruption  (b)Interruption + Harmonics 

 

The spectral entropy (SE), i.e., frequency domain feature and time domain feature, kurtosis are 

selected to classify events; these specifically extracted features are used for classification using 

Interval type-2 fuzzy logic system. The spectral entropy analyzes complexity and inconsistency in 

spectrum and also a measure used to characterize signal spectrum flatness. The estimation of SE 
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needs the spectrum β(𝑤𝑖) of PQ events. Now calculation of the power spectral density ( α(wi)) is 

done by squaring its amplitude and normalizing the power spectral density between (0, 1), in order 

that it can be treated as a probability density function 𝑝𝑖. The calculation of SE is possible using 

common formula for entropy. 
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In this work, SE is implemented for the purpose of feature extraction of PQ events for classification 

of PQ events. The SE is calculated for each and every event. This SE based information is 

employed as input in interval type-2 fuzzy logic system for classification of power quality 

disturbance. In fig 2.6, Spectral entropy values for numerous PQ events are plotted, for every event 

the value of SE is totally different. 

 

 
 

Figure 2.6: Spectral Entropy of PQ events. 
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Kurtosis has ability to outline the pattern of random variable’s probability distribution. It can 

measure peakedness or flatness of samples into consideration. There are various methods of 

computing it for an analytical distribution and corresponding steps of evaluating it for the data 

samples from a population, wholly depends on individual measure of kurtosis.  There are three 

sorts of kurtosis, mesokurtic, platykurtic and leptokurtic. For the calculation of kurtosis, standard 

normal distribution taken as a reference. The standard normal distribution encompasses a kurtosis 

value three. If the data samples have kurtosis value near to three, then the graph is about to be 

normal and said to be mesokurtic. When the kurtosis value is under three, then the distribution said 

to be platykurtic, also referred to negative kurtosis. If the kurtosis value comes out to be larger 

than three, then the distribution is Leptokurtic, which has positive kurtosis. Calculation of kurtosis 

is done by moments and is given by (2.10) in the subsequent formula: 

 

𝐾 =  
1
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[
1

𝑁
∑ (𝑐𝑖−𝑚𝑒𝑎𝑛)2𝑁

𝑖=1 ]
2               (2.10) 

 

Here 𝑐𝑖 is random variable and kurtosis that is represented by K may be treated as ratio of fourth 

moment to the second moment. 

  

 
                                               

                                                Figure 2.7: Kurtosis value of PQ events 
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In fig 2.7 kurtosis value for numerous PQ events are plotted, when sag event appears then it has 

kurtosis value in between 1.5 to 2. The disturbance swell shows decrease in kurtosis value up to 

1.3, interruption event takes the kurtosis value 1. Both harmonics and transient events lie in range 

of 1.5-2 value of kurtosis but having significant difference in kurtosis value, multiple events sag + 

harmonics, swell + harmonics and interruption + harmonics  also have some different value of 

kurtosis.   

 

 

 
 

Figure 2.8: Spectral entropy vs kurtosis of PQ events. 

 

 

In fig. 2.8, once the plotting of SE Vs Kurtosis done then its shows the distinction clearly between 

the various PQ events on the bases of extracted features from Volterra series output. This analysis 

notifies that any disturbance in power will simply be detected by Volterra series with 

straightforward computations. Volterra series takes terribly less time to spot disturbances in power 

quality signal as compared to other techniques such as S-transform, wavelet transform which 

consume massive time, large computing overhead and enormous memory. In order to classify the 

detected single and multiple PQ events, interval type-2 fuzzy logic system approach has been 

implemented in the next section. 
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2.5  Interval Type-2 Fuzzy Logic System (IT2FLS) 

 

The role fuzzy logic in several scientific and engineering applications is crucial, particularly in 

controlling systems. The fuzzy sets were first used by L.A. Zadeh in 1965 to process data and 

information affected by un-probabilistic uncertainty. The information that is used to formulate the 

rules in a fuzzy logic system (FLS) is completely uncertain [219]. Antecedent and consequent 

uncertainties regenerate into uncertain antecedent and consequent membership functions. In type-

2 FLSs, antecedent and consequent membership functions are type-2 fuzzy sets, and can simply 

handle rule uncertainties. The conception of type-2 fuzzy sets was introduced as an extension of 

the concept of a standard fuzzy set, i.e., a type-1 fuzzy set. The grades of membership function in 

type 2 fuzzy are itself fuzzy. A type-2 membership grade will be any subset in (0, 1) and it's 

referred to as primary membership [220, 221]. Corresponding to each primary membership, there's 

a secondary membership (also be in (0, 1)) that defines the chances for the primary membership. 

A type 2 fuzzy is a special case of type-1 fuzzy that completely represented by membership 

function as shown in fig. 2.9, with triangular membership function [222, 223].  A type-2 FLS 

includes fuzzifier, rule base, fuzzy inference engine, and output processor as in type-1 fuzzy 

[224,225]. The output processor includes defuzzifier and type-reducer, it generates a type-1 fuzzy 

set output or a crisp number. 

 
 Figure 2.9: Type-2 fuzzy membership function. 

 

Principally If-then rules are used to characterize type 2 fuzzy logic, however its antecedent or 

consequent sets are now type-2.  If membership function in type 2 fuzzy logic represented in the 
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form of interval then type 2 fuzzy logic become “interval type 2 fuzzy logic”. Interval type-2 fuzzy 

set, Ĩ, can be represented  as: 
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In (2.10)  μĨ(a, u) is the IT2FLS membership function, which vary as 

0 ≤ μĨ(a, u) ≤ 1. 

𝐼, can be calculated as 
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In (2.11)  ∫∫ represents union over all acceptable a and u. Ja is primary membership of a, For each 

primary membership value, there's a secondary membership value that explains the chance for 

primary membership value. The secondary membership function can take values in the interval of 

(0,1) showing in fig. 2.10. The specification of MFs is one of the foremost tasks in design of type 

2 fuzzy logic system. The option of style of MF (Gaussian, triangular etc.), therefore the selection 

of their certain parameters directly affects the performance. A range of strategies to mitigate this 

issue are researched for interval type-2 FLSs. These techniques are usually based on the utilization 

of expert knowledge, genetic algorithms, neural networks etc. However, there is still scope in this 

area to standardize and abridge the selection of explicit MFs. Interval Type-2 fuzzy logic 

techniques are applied in varied field of engineering and science, because of additional 

practicableness within the computations. If the position of membership functions might not make 

sure accurately, then in such cases, the membership degree cannot be chosen as a selected range 

in (0, 1), then the utilization of type-2 fuzzy sets is preferred over type-1 fuzzy sets. In fig. 2.9, the 

membership function doesn’t have a unique value for a selected value of A. The values on the 
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intersection of vertical line and also the region of membership function don’t want all to be 

weighted same. The three-dimensional membership function of type-2 fuzzy logic that indicates 

the features of a type-2 fuzzy set is generated if all a ∈ A have attributed to its own distribution. 

The union of all primary memberships is alleged to be the finite region that expresses the 

uncertainty in the incipient memberships of a type-2 fuzzy set termed as footprint of uncertainty 

(FOU)[22]. Each higher membership function and a lower membership function may be taken as 

two type-1 membership functions that are the constrained for the footprint of uncertainty of a type-

2 fuzzy set.  

 

Figure 2.10: Membership function showing grading 

During proposed analysis, interval type -2 fuzzy logic system (IT2FLS) is implemented for 

classification of multiple power quality disturbances. It will handle higher degrees of uncertainty 

as compared to type-1 fuzzy logic. One extra dimension in type-2 fuzzy logic systems give a lot 

of degrees of freedom for better analysis of uncertainty compared to type-1 fuzzy sets. IT2FLS is  

helpful in circumstances wherever it's tough to see the precise membership function for a fuzzy 

set. Interval type-2 FLS provides the potential of handling a higher level of uncertainty and 

provides variety of missing elements that have held back successful deployment of fuzzy systems 
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in human decision making [227]. The IT2FLS has various steps for classification, the main steps 

are fuzzification and rule evaluation discussed in the next section. 

 

2.6 Classification Results and Discussion 

 

On the basis of rules designed in below table 2.1, based on analysis done by Volterra series, 

classification is done simply for instance in fig 2.11. If kurtosis is low and SE is also low then 

event classified surely be swell, once kurtosis is moderate and SE having higher value during this 

case event is sag. If kurtosis is high and SE is low then harmonics are the reason behind 

disturbance. This model provides a systematic approach and helps in speeding the classification 

process in single event case as shown in fig 2.11(a) and fig. 2.11(b). If type-1 fuzzy logic is used 

as shown in fig 2.11(a) then some of events of swell are classified as sag but in type-2 fuzzy 

classification is done clearly without overlapping of events. 

Table 2.1. Rule Editor for IT2FLS 

Kurtosis/SE Low Moderate High 

Low Swell Swell+ Harmonics None 

Moderate Interruption Transient Sag 

High Harmonics Interruption+ Harmonics Sag+   Harmonics 

 

The rules designed for classification of multiple events like sag plus harmonics and swell plus 

harmonics are also displayed in table 2.1. During this case if kurtosis is high and SE is also high 

then multiple events sag plus harmonics occur as disturbance in power quality. In another case 

when kurtosis is low and SE is moderate then disturbance classified is going to be swell + 

harmonics. In fig 2.12(a) & fig 2.12(b) classified events shown as surface of type-1 fuzzy and type-
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2 for multiple events. If type-1 fuzzy is used then some of transient events classified as sag+ 

harmonics shown in fig 2.12(a) but this is not the case in type-2 fuzzy classifier.  The type- 2 fuzzy 

logic can simply classify PQ events on the basis of rule design for the fuzzification, this novel 

technique will classify multiple events without ambiguity. 

 
 

Fig 2.11(a). Classification Results type-1 fuzzy (sag, swell and harmonics) 
 

 
 

Fig 2.11(b). Classification Results type-2 fuzzy (sag, swell and harmonics) 
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Fig 2.12(a). Classification Results type-1 fuzzy (transients and sag + harmonics)      

 

 
 

Fig 2.12(b). Classification Results type-2 fuzzy (transients and sag + harmonics)      
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Fig 2.13(a). Classification Results type-1 fuzzy (interruption and interruption+ harmonics)     

  

 

 
Fig 2.13(b). Classification Results type-2 fuzzy (interruption and interruption+harmonics)    

 

In fig. 2.13(a) and fig 2.13(b) classification surfaces of type-1 and type-2 fuzzy logic have been 

shown for interruption and interruption+ harmonics. In type-1 fuzzy surface some of interruption 

events are classified as normal; this creates error in classification as shown in fig 2.13(a) but type-

2 fuzzy classifies events without any error. In fig. 2.13(b), if vertical surface shows classification 
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of interruption event and upper horizontal surface shows classification of multiple events i.e. 

interruption+ harmonics and below surface is for normal power signal. Now these classified events 

are tested in different conditions. In table 2.2 testing is done for calculation of efficiency based on 

Volterra series and IT2FLS. 

Table 2.2: Classification results type-2 fuzzy (Ideal Condition (Noise free)) 

 

Events Sag Swell Harmonics Transient Sag  +  

Harmonics 

Swell+  

Harmonics 

Sag 
100           

Swell 
  100         

Harmonics 
    100       

Transient 
      100     

Sag+ Harmonics 
        100   

Swell+ Harmonics 
          99 

Classification 

efficiency in % 
100 100 100 100 100 99 

classification error 

in % 
0 0 0 0 0 1 

Overall efficiency 99.83 

 

 

Table 2.3: Classification results for type-1 fuzzy ( Ideal (Noise free)) 

 

Events Sag Swell Harmonics Transient Sag +     

Harmonics 

Swell+          

Harmonics 

Sag 100           

Swell   100         

Harmonics     100       

Transient       98     

Sag+ Harmonics         91   

Swell+ Harmonics           90 

Classification 

efficiency in % 
100 100 100 98 91 90 

classification error 

in % 
0 0 0 2 9 10 

overall efficiency 

96.57 
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When classification of power quality events is done in  ideal condition, i.e., no noise within the 

system then IT2FLS system classifies most of the single event sag, swell, harmonics, transient 

events with 100 percent classification efficiency however multiple events sag+ harmonics and 

swell+ harmonics events having classification efficiency 100 and 99 percent respectively in table 

2.2. 

 

Table 2.4. Classification results type-2 fuzzy SNR 30 dB 

Events Sag Swell Harmonics Transient Sag +     

Harmonics 

Swell+          

Harmonics 

Sag 100           

Swell   100         

Harmonics     100       

Transient       100     

Sag+ Harmonics         98   

Swell+ 

Harmonics 

          96 

Classification 

efficiency in % 

100 100 100 100 98 96 

classification 

error in % 

0 0 0 0 2 4 

overall efficiency 99 

 

Table 2.5. Classification results type-1 fuzzy SNR=20 dB 

Events Sag Swell Harmonics Transient Sag +     

Harmonics 

Swell+          

Harmonics 

Sag 100           

Swell   98         

Harmonics     97       

Transient       98     

Sag+ Harmonics         89   

Swell+ Harmonics           91 

Classification 

efficiency in % 

100 98 97 98 89 91 

classification error 

in % 

0 2 3 2 11 9 

overall efficiency 
95.48 
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In case of multiple events such as sag plus harmonics and swell plus harmonics then average 

efficiency comes out to be 99.5 percent in table 2.2. Overall efficiency in ideal signal condition is 

99.83 percent that shows that this system will classify most of events with more than 99 percent 

efficiency respectively as shown in table 2.2. In table 2.3 classification done with type-1 fuzzy 

with ideal condition. When classification done under certain noise condition i.e.  SNR 30 dB in 

table 2.4. Then IT2FLS classifies sag, swell, harmonics and transient with 100 percent efficiency, 

remaining events multiple events like sag plus harmonics and swell plus harmonics  having 

average efficiency  97 percent; as shown in table 2.4, overall efficiency during this case is 99 

percent this shows that given classification technique is additionally  applicable for real time 

scenario. 

Table 2.6: Classification results for type-2 fuzzy SNR 20 dB 

Events Sag Swell Harmonics Transient Sag +     

Harmonics 

Swell+          

Harmonics 

Sag 100           

Swell   100         

Harmonic     99       

Transient       98     

Sag+ Harmonics         98   

Swell+Harmonics 

          98 

Classification 

efficiency in % 
100 100 99 98 98 98 

classification 

error in % 
0 0 1 2 2 2 

Overall efficiency 

98.83 

 

In table 2.5 classification done with type -1 fuzzy with SNR 20dB. Then single events like swell, 

transient and harmonics also having ambiguity in classification but this is not the case in type -2 

fuzzy classification as shown in table 2.6. If classification performed under SNR 20dB then 

IT2FLS classifies sag, swell harmonics with good efficiency of around 99 percent; remaining 

events transient and remaining multiple events also have efficiency 98 percent as shown in table 

2.6. Overall efficiency in this case is 98.83 percent.  
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2.7 Comparison of Results  

 

To justify the robustness and practicability of the proposed technique, a comparison of results in 

forms of PQ events classification efficiency has been presented as given in table 2.7. In the 

proposed technique, six types of PQ events have been taken into consideration and simulated in 

broad range. In case of 20dB SNR wavelet transform and S-transform are implemented for feature 

extraction in ref.[228,229] and classifier utilized in each case is support vector machine(SVM) 

with classification potency of 96.33 and 98.11 percent respectively. 

 

Table 2.7: Comparison of proposed technique with other methods. 

 

 

Ref. 

 

 

Method 

 

 

Parameter 1 

 

 

Parameter 2 

 Efficiency in %  

Ideal SNR   

20dB 

[230] WT +     NN Wavelet entropy Normal entropy 95.7 89.9 

[231] WT+    PNN Mean value of WT 

Coefficient 

Energy value of WT 

coefficients 

99.2 97.4 

[228] WT+    SVM Standard deviation 

of WT coefficients 

Mean value of disturbances 

energy 

98.9 96.3 

[229] ST+      

SVM 

Energy of the 

magnitude 

contour. 

Standard deviation of phase 

contour. 

99.7 98.1 

3[232] WT+   

FUZZY 

Energy of detailed 

coefficient. 

Energy of approximate 

coefficient. 

97 95 

[233] WT+  

FUZZY 

Average  value of 

WT Coefficients 

Maximum of the wavelet 

coefficients 

97.7 92.6 

 Present 

work 

VS+   

IT1FLS 

Spectral entropy Kurtosis  96.6 95.5 

 Present 

work 

VS+   

IT2FLS 

Spectral entropy Kurtosis  99.8 98.3 

 

In Ref. [230,231] wavelet transform [WT] for feature extraction and neural network [NN] and 

probabilistic neural networks [PNN] are implemented for classification of PQ events which gives 

out efficiency of 89.92 & 97.44 percent respectively with 20dB SNR. In earlier state-of-art 
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[232,233] WT for detection of PQ events and type-1 fuzzy logic simulated for classification 

purpose; in this scenario, efficiency was 95 and 92.56 percent with the noise of 20dB SNR. 

 

2.8 Conclusion 

 

This work proposes a PQ event detection and classification scheme utilizing a Volterra series based 

feature extractor and a classifier based on interval type-2 fuzzy logic system. The proposed method 

can reduce the quantity of extracted features of distorted signal without losing its characteristics 

and thus, requires less memory space and computation time. The performance of classifier is tested 

under three conditions i.e. ideal, SNR 30 and SNR 20 dB for effective classification of PQ events. 

It is observed that IT2FLS correctly classifies the PQ event with high accuracy and IT2FLS gives 

the best performance as compared to neural network based classifier and SVM & type -1 fuzzy 

logic. Therefore, the proposed method can be used in real time analysis of PQ events. The overall 

classification efficiency of IT2FLS is 99.27 percent; if we take average of all three condition 

mention in this chapter. The simulation results show that IT2FLS has higher performance than 

NN, PNN and support vector machine. The performance of the hybrid approach is successfully 

verified. The future work includes hardware implementation of hybrid technique of VS+IT2FLS 

so that this novel hybrid technique may be applied in real time detection and classification of power 

quality events. 
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Chapter 3 

 

 

Sparse Features with Adaptive Discretized Triangular Mesh for Detection of Power 

Disturbances 

 

 

The objective of this chapter is to develop an intelligent system for power quality events analysis 

for real time applications based on sparse feature based Adaptive Finite Element Method (FEM). 

They key ingredients in this chapter covers comprehensive study of sparse features with adaptive 

discretized triangular mesh used for calculation of stiffness matrix results discussion and 

comparison with earlier state of arts. 

 

3.1 Introduction 

 

In this chapter, a novel technique of   adaptive finite element method based on sparse features 

based approach explored for detection and classification of power quality events. The function of 

adaptive finite element method is to extract features and type-2 fuzzy system for the purpose of 

classification of power quality disturbances with minimum error. The adaptive finite element 

method utilized to find stiffness matrix for analysis of power quality events. The type-2 fuzzy 

system utilizes the concept of membership functions to classify the single and multiple power 

quality events and then the proposed method is compared with other methods and finally with 

traditional type-I fuzzy logic approach for classification of power quality events. The results 

revealed that the proposed method can reduce the computation time significantly with high 

accuracy. 

 

3.2 Proposed Methodology 

 

The proposed novel methodology utilizes sparse signal decomposition for extraction of disturbed 

part, i.e. power quality events from input power signal so that desired disturbed part is separated 

from pure disturbance free power signal part. Then process of discretization is done so that it can 

easily be deal for further processing, after that novel  adaptive finite element  method is applied to 

form triangular mesh to find stiffness matrix based features for the analysis of power quality 

disturbances then classification of disturbances is done with artificial intelligence based renowned 
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technique of fuzzy logic. The prime utility of FEM is that it has capability to break down large 

complex equations into smaller parts which can be solve in much easier manner.  The solutions 

from each of the broken parts can then be combined to make a complete and entire solution. With 

FEM, sag, swell, transient, harmonics and combination of sag, swell with harmonics is analyzed 

and   broken down into a set of smaller regular signals such that when the sub-signals are fitted 

together, that closely approximate the actual signal.  

 

 

Figure 3.1: Flow diagram of proposed method. 

 

 Each of the sub-signals can be treated as a separate signal. Equations can be applied to the sub-

signals to approximate how it will respond over time.  Once the reaction of one sub-signals is 

computed in the form of stiffness matrices, then it is possible to compute how it will react with its 

neighbors.  This process is repeated until the entire power signal disturbance has been computed.  

Various approaches are available to process   power quality patterns but Galerkin method is best 

suited for non-stationary power quality events as this method gives best approximation, i.e. error 

in the system is minimized. 

 

3.3 Sparse Signal Decomposition (SSD) 

 

The sparse signal decomposition is utilized for extraction of PQ disturbances with over complete 

hybrid dictionaries (OHDs). The PQ disturbances extracted from both detail and approximation 

signals are used for extraction of single and multiple PQ disturbances. Let’s consider that the power 

signal p is sparse in an A × B OHD matrix 𝜑 ∈ 𝐶𝐴𝑋𝐵, A> B that contains hybrid elementary 

waveforms from different analytical functions. For a predefined OHD matrix φ with A > B, B×1 

signal p can be expressed as   𝒑 = 𝜑𝛽 = ∑ 𝛽𝑛𝜑𝑛
𝑁
𝑛=1  here 𝛽 = [𝛽1, 𝛽2,  . . . . . . 𝛽𝑛] are sparse 

coefficients calculated with the help of OHD, which is totally different from time-frequency 

analysis based on   single basis matrix. The sparse coefficients calculated with the help of spectral 
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and temporal information of power signal under consideration. When all the  coefficients of OHD 

has been evaluated then it will better represents the complete composite signal whether it is 

stationary or non-stationary for this role of adaptive nature of OHD is important to set the training 

samples. 

 

 

Figure 3.2: Power quality events extraction and discretization 

In fig. 3.2, power quality event sag generated with actual industrial data set and elements are 

selected where disturbances comes with the help of finite element method based novel technique 

for power quality events detection. After extraction of PQ disturbances with SSD technique then 

discretization is done with finite element method then further applied Galerkin approach to 

calculate stiffness matrix.  

 

3.4 Galerkin Approach 

 

While multiple ways to evaluate the values for the finite elements in an FEM problem, the Galerkin 

Approach has become most common for complex patterns. This approach is exploited here for the 

single and multiple power quality events. The most important thing that will be shown here is the 

relations between the different variables and representations of various parts of equations. Various 

relational equation of  Galerkin method is shown below[234]. 

 

( )

0

T T

T

n n

Y A dx A dx

dx G





 
 


 

     

     

  

 
                            (3.1) 
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In  (3.1), the ( )  represents the strain function of a finite element, Y represents elastic 

modulus,   is the body force and A is area of cross section and G is the axial load. The   term 

is the absolute strain of the finite element.  The element is actually a function Θ(x) which 

represents the virtual displacements function. It approximates the actual displacement of a 

certain node of the object under analysis. In (3.2) and (3.3) show other forms of Θ(x) and ( )  

 

( )x M                             (3.2) 

 

( ) P                            (3.3) 

 

The  element represents the specific node displacements of the particular element ∆.  It can also 

be describe as 1 2[ ]T  .  Additionally,   represents the overall virtual displacements at the nodes 

and is written as 1 2[ ]T

M   for M nodes. Further steps make the four separate parts of the 

Galerkin equation into a convenient form.  In (3.4), (3.5), (3.6) and (3.7) it show the corresponding 

representations of the various parts of the Galerkin relational equation. In (3.4) r is the axial force. 

( )T TY A dx z r 


                     (3.4) 

 

T TA dx   


                                 (3.5) 

 

                   T Tdx   


                                      (3.6) 

 

 n n n nG G                                         (3.7) 

 

Equation 3.8 gives the final altered equation and its simple form in equation 3.9.    

 

 0T T e T

n nz r G     

   

             (3.8) 
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( ) 0T ZR W  
                                  (3.9) 

 

The three matrices that is of interest in the above equation: z ,   , and   [235,236]. These 

matrices are explained on every finite element for element ∆. These matrices called stiffness matrix 

of structure, force and mass of element, when power quality event occurs in the system.  Equations 

3.10, 3.11 and 3.12 explain each of these matrices [237]. 

 

         
1 1

1 1

Y A
z



  



 
  

 
                             (3.10) 

 

           
1

12

A  
   

 
  

 
                                   (3.11) 

 

                
1

12




  
  

 
                                        (3.12) 

In each and every case, the superscript ∆ represents the value of different variables for the finite 

element indicated by ∆ [238,239].From (3.9), we find that four matrices are required for solution 

of  FEM problem. Some of the matrices have already been explained in (3.9):  and R; the 

remaining two matrices Z and W  require explaining.  These two are called the stiffness matrices 

of structure and force respectively, (3.13) show the overall structure assemblage (3.14) shows the 

force.  Note that the final Z stiffness matrix assumes that Y1 = Y2 = Y3 = Y4 = Y [240,241]. 

 

             
1 1 2 2

1 2

3 3 4 4

3 4

1 1 0 0 0 0 0 0 0 0

1 1 0 0 0 0 1 1 0 0

0 0 0 0 0 0 1 1 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 1 1 0 0 0 0 0 0

0 0 1 1 0 0 0 0 1 1

0 0 0 0 0 0 0 0 1 1

Z z

Y A Y A

Y A Y A

 

 







   
   
 
   
     
   
   
      

   
  
  
   
  

   
      










               (3.13) 



 49 

              

1 1

1 1

1 1 2 2

1 1 2 2

3 32 2

2 2 3 3

3 3 4 4

3 3 4 4

4 4

4 4

0 0 0

0 0

0 0

0 0

0 0 0

A A

A A A A

A AA A
Z Y

A A A A

A A

 

   

   

   

 

 
 

 
  
    

  
 

 
     
  
 

  
    

  
 

 
 

           (3.14) 

 

The assemblage of the overall force matrix is shown in (3.15) and the final matrix is shown in 

(3.16). 
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These matrices are used in analysis of power quality events. 

 

3.4.1 Novel Methodology of Adaptive FEM 

 

Let’s consider a continuous function f which denotes finite element mesh of triangular shape 

where: σ→ R, interpolating axial displacement u by a constant piecewise function FN over ΨN . 
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Given σ = (0,1), a partition  ΨN = {pi}n=0
N  . Consider that‖f ′‖L′(σ) = 1, a non-decreasing function. 

Let   0 = p0 < p1 < ⋯ pn … … . < 𝑝N = 1 here p be a particular sample with total N samples of 

power quality disturbance. 

 

Θ(p) = ∫ |f ′(t)|
p

0
dt                                                            (3.17) 

 

It satisfy Θ(0)=0 and  Θ(1)=1. Consider that ‖f ′‖L′(σ) = 1 be the subdivision given by 

 

∫ |f ′(t)|
pn

pn−1
dt = Θ(xn) − Θ(xn−1) =

1

N
                    (3.18) 

 

Now for p ∈ [pn−1, pn]  

 

|f(p) − f(pn−1)| = |∫ f ′(t)
p

pn−1
dt| ≤ ∫ |f ′(t)|

p

pn−1
dt ≤ ∫ |f ′(t)|

pn

pn−1
dt =

1

N
.         (3.19)    

 

 

Figure 3.3: Finite element method triangular mesh 
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Figure 3.4: Adaptive FEM triangular mesh. 

 

From the above equations, it is find that in case of adaptive FEM rate of convergence of N^(-1) 

for variable step size of samples is same as normal FEM under the condition ‖f^' ‖ L^' 

(σ)<∞.Sampling method is mainly explored to simplify complexity in structure by providing a set 

of random samples from posterior distribution at the desired space under consideration. Suppose 

that R is the observation of certain parameters at different discrete time instants; the probabilistic 

information for the prediction of the future responses R at different time instants is contained in 

the robust predictive PDF which is given by the well-known Total Probability theorem 

(P(R/D)=P(R/E)P(E/D)d[E]). Total probability theorem depends on the posterior distribution 

function which cannot be easily solve by analytical method  due to the dynamic nature of power 

quality events as the parameters are regularly updating consequently , sampling techniques, such 

as Markov chain Monte Carlo method, is employed to predict the updating parameter distribution. 

Consider a set of N random parameter vector drawn from a pdf P(E/D) the expectation value of 

any observed function R can be easily estimated. An algorithm is designed for adaptive mesh so 

that mesh size will change with change in disturbance size. Figure 3.3 and 3.4 shows uniform and 

adaptive mesh of finite element method. 
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3.4.2 Adaptive FEM Algorithm 

 

Given a power signal as input then feature vectors can be constructed as follows: 

Step 1: Extraction of disturbed part with help of SSD technique from input power signal 

Step 2: Extraction of prominent points on the boundary of the disturbed part. 

Step 3: Prominent points are given as nodes to the adaptive finite element method. 

Step 4: PQ events are discretized into finite triangular elements where nodes act as vertices of 

the triangle. 

Step 5: Each triangular element is represented by three nodes displacement vector (U) of the 

triangle. 

Step 6: Structured stiffness matrix (z) of each triangle is calculated 

Step 7: Stiffness matrices of force and mass are calculated for each triangle with the help of 

displacement function ( )x .  

Step 8: Complete the Stiffness matrix of the SSD extracted part is created by combining stiffness 

matrices of all possible triangles of the SSD component. 

Step 9: Stiffness matrix is represented as one-dimensional feature vectors 

Step 10: Feature vector is calculated for meshes of PQ events under consideration 

Step 11: The type-2 fuzzy Classifier is utilized for classification.  

 

 

 

Figure 3.5: Detection of PQ events with Adaptive FEM 
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Now this adaptive approach is used for analysis of disturbed part of power signal, and further 

calculation of extraction of features based on stiffness matrix Z, W and   coefficients is done 

which is given in Fig. 3.5 by using equation 3.13, 3.14, 3.15 and 3.16. These feature values of 

stiffness matrices Z, W and be used for classification purpose of power quality events with the 

help of type-2 fuzzy logic. 

 

Table 3.1: Comparison of Uniform and Adaptive Mesh 

 

Mesh Details Uniform Mesh Adaptive Mesh 

Number of elements 1580 1050 

Number of nodes 832 617 

Number of sides 4340 2772 

Error                            3.045905e-03 1.217424e-03 

 

In table 3.1 we find that in case of adaptive mesh as in fig. 3.4 number of elements required is less 

so that less processing and computation time is requires in adaptive finite element method. 

 

3.5 Classification Results and Discussion 

 

The proposed method of type-2 fuzzy system extends type-1 fuzzy system logic with more 

capability to handle uncertainty. In type 2 fuzzy the grades are itself fuzzy, subset in set (0, 1) and 

termed as primary membership .The probability of each primary membership function is defined 

by secondary membership function. A specialized case of type 1 fuzzy system i.e type-2 fuzzy 

system that entirely  represented with rectangular, triangular membership function, square cubic 

and Gaussian membership function etc. [242,243].  A type-2 fuzzy system includes   fuzzifier, rule 

base designing, fuzzy inference engine, and output processing system [220]. The output processor 

incorporate defuzzifier and type-reducer, it generates a type-1 fuzzy system output or a crisp 

number [244,245]. For the classification purpose with type-2 fuzzy, extracted features of power 

quality events based on FEM Z,  W̅ and   matrix now these extracted features are tested for the 



 54 

optimization purpose. In the next step tested features of power signal disturbances trained for type-

2 fuzzy logic for classification as shown in fig. 3.1. Further step comprises of rule design for the 

objective of fuzzification based classification of events as shown in table 3.2. The type-2 fuzzy 

classifier do the job of classification with the help of inference engine and output processor and 

rule designed. When Z is low 𝑊 takes moderate value and   also lie in moderate range then the 

classified power disturbance is sag, repeat the process for all the events as in table 3.2. 

 

Table 3.2: Rule Editor for Fuzzy Logic 

 

Events        Z 𝐖           

Sag Low  Moderate Moderate 

Swell Moderate Low Low 

Transient Moderate Moderate Low 

Harmonics High Moderate Moderate 

Sag + Harmonics Moderate High High 

Swell + Harmonics High High Moderate 

. 
 

  
Figure 3.6: Classification of sag, swell and sag + harmonics. 
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Figure 3.7: Classification Results transient, harmonics and swell+ harmonics           

 

The classification rules for type-2 fuzzy system shown in table 3.2. When Z is moderate,  and 

W both takes high values results in sag in combination with harmonics occur as disturbance in 

power disturbance. If Wand Z both are high takes moderate value then event classified appeared 

to be swell with harmonics. Classification results shown in shown in fig. 3.6 and 3.7. In table 3.3, 

investigation is done under ideal condition for performance analysis based on adaptive FEM and 

type-2 fuzzy system. Now finally classified results examined with two hundred samples under 

three different conditions first in idealistic condition, second and third conditions having SNR 30 

and 20 dB respectively in table 3.3 and 3.4. In idealistic condition with no noise in power system 

then type -2 fuzzy classify all the single disturbance classified with maximum efficiency of 100 

percent and multiple events classified with average efficiency of 99.75 percent. Idealistic scenario 

having comprehensive efficiency of 99.91 percent so in this case whatever the disturbance comes 

will be classified with 99.75 percent which is approximately equal to maximum efficiency. In 

second case of   SNR 30 dB condition in table 3.4 overall efficiency is 99.08.When performance 

analysis with SNR 20 dB shown in table 3.5, got overall accuracy of 98.91 %. To check the 

reliability of proposed novel hybrid technique, performance is compared with earlier state of art 

as shown in table 3.6. 
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Table 3.3: Performance Analysis in Idealistic Condition 

Events Sag Swell Harmonics Transient Sag+ 

Harmonics 

Swell+  

Harmonics 

Sag 200      

Swell  200     

Harmonics   200    

Transient    200   

Sag+ Harmonics     200  

Swell+Harmonics      199 

Classification 

efficiency in % 

100 100 100 100 100 99.5 

classification 

error in % 

0 0 0 0 0 0.5 

Overall efficiency 99.91 

 

Table 3.4: Performance analysis with SNR   30 dB 

Events Sag Swell Harmonics Transient Sag+ 

Harmonics 

Swell+ 

Harmonics 

Sag 200      

Swell  200     

Harmonics   200    

Transient    197   

Sag+ Harmonics     196  

Swell+ Harmonics      196 

Classification 

efficiency in % 

100 100 100 98.5 98 98 

classification error 

in % 

0 0 0 1.5 2 2 

overall efficiency 99.08 

 

Table 3.5: Performance analysis with SNR  20 dB 

Events Sag Swell Harmonic Transient Sag+ 

Harmonics 

Swell+ 

Harmonics 

Sag 200      

Swell  200     

Harmonic   199    

Transient    197   

Sag+ Harmonics     195  

Swell+ Harmonics      196 

Classification 

efficiency in % 

100 100 99.5 98.5 97.5 98 

classification error 

in % 

0 0 0.5 1.5 2.5 2 

Overall efficiency 98.91 
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Table 3.6: Performance Comparison with Previous Work 

REF. Approach Feature (1) Feature (2) Accuracy 

      (%)  

[246] Volterra        

+IT2FLS 

Power spectral     

entropy 

Standard deviation          93 

[247] GT+FPNN Max area of MGT Energy of MGT 94.56 

[233] WT+Fuzzy Average value of WT 

coefficients 

Maximum value of 

WT coefficients 

92.56 

[248] DWT+PNN Detailed coefficients Approximation 

coefficients 

96.47 

[229] ST+SVM Energy contained in 

magnitude contour 

Standard deviation of 

phase contour 

98.11 

[249] WT+PNN Energy of Detailed 

coefficients 

Standard deviation 

Detailed coefficients 

98.64 

[232] WT+Fuzzy Energy of Detailed 

coefficients 

Energy of 

Approximation 

coefficients 

95 

[250] WT+RBFNN Total energy of WT 

coefficients 

Average power of 

WT coefficients 

97.85 

[228] WT+SVM Standard deviation            

of WT coefficients 

Mean of disturbances 

energy 

96.37 

[251] ST+Decision 

Tree 

Skewness Kurtosis 98.5 

propos

ed 

AFEM+type-2 

fuzzy 

Sparse signal 

decomposition 

Stiffness matrix 98.91 

 

 
 

Figure 3.8: Computation time (ms) for Type-I fuzzy Vs Type-II Fuzzy.   
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Figure 3.9: Accuracy for Type-I fuzzy Vs Type-II fuzzy. 
 

 

Based on comparison done in table 3.6, fig. 3.8 and fig. 3.9, proposed methodology shows best 

results which justify the time efficiency as in comparison of type-I fuzzy the type-II fuzzy with 

256 samples takes 97.32 ms and type-I fuzzy takes 141.28 ms and accuracy of type –II fuzzy in 

case of 20 dB SNR is 98.91 percent and type-I fuzzy in same case having 89.72 percent accuracy 

in real time scenario of PQ events. 

 

3.6 Conclusions 

 

This work proposes novel methodology of adaptive recognition and classification of power signal 

disturbances and having advantage of less features for recognition of distorted PQ events results 

in less memory requirement and time efficient.  When performance analysis is done under three 

different SNR conditions then minimum efficiency is come out to be 98.91 percent and maximum 

efficiency is 99.91 percent. The performance of proposed method is much better than type-1 fuzzy 

system, support vector machine and artificial intelligence based classifiers. So, the proposed a 

novel methodology can be applied in actual real time situation monitoring systems. If we combine 

all the three condition of SNR i.e. ideal 30 and 20dB then the average accuracy comes out to be 

99.30 percent this shows that the proposed method having much better performance than RBFNN, 

PNN support vector machine and type-1 fuzzy based classifiers.  
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This chapter is based on following work: 

1. Rajiv Kapoor, Rahul, M M Tripathi “ Adaptive FEM based Detection and classification of power 

disturbances” Communicated in IEEE TRANSACTIONS ON INDUSTRIAL 

INFORMATICS.(Under review) 
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Chapter 4 

 

Deep Learning Based Automatic Detection and Classification of Power Quality Events 

 

The objective of this chapter is to design and develop a hybrid technique based on long short term 

memory –convolution neural network for fast and automatic detection and classification of power 

quality events. The key ingredients in this chapter include the comprehensive study of hybrid 

approach for analysis of power quality events, results discussion and comparative analysis of 

results with non-hybrid approach is done. 

 

4.1 Introduction 

 

This chapter presents novel method of deep learning for automatic selection of features and 

classification of power quality events. The power quality events analysis based on hybrid approach 

of long short-term memory - convolution neural network is proposed here to ensure reliability, 

security of supplied power. It is necessary to recognize and classify the power quality events. 

Power quality disturbance classification methods mostly based on unique feature extraction such 

as statistical behavior, spatial-temporal information, nonlinear and non-stationary characteristics 

of power quality disturbances. The concept of presented long short-term memory-convolution 

neural network is based on deep learning approach. Deep learning (DL), which is a robust classifier 

in scenario of massive data to train, is applied here for power quality disturbances data analysis. 

In comparison with earlier state of art proposed methodology takes the advantage of image file 

based classification in contrast with sampled database analysis techniques, sampled data of the 

power quality disturbances are not exercised here, but image files of the disturbances are used by 

utilizing the superiority of deep learning approach on image file based classification. As in PQ 

disturbances analysis, we are dealing with patterns such as voltage sag, swell, harmonics and 

flickers etc., DL is competent of analyzing these patterns in separate level of information. Each 

and every layer utilize previous layer data such as input and output for processing result in a large 

gain in the form of system’s capability to generalize power quality image data. Hence, the 

uniqueness of the proposed methodology is that, images of power quality disturbances are 

classified with high accuracy rather, classifying the sampled data strings of power quality events. 
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The developed model is novel for feature training and classification of various disturbances. 

Totally different from the conventional methods such as Support vector machine (SVM), fuzzy 

logic, probabilistic neural networks (PNN) and artificial neural networks (ANN). The achieved 

results show that the deep learning based classifier is more efficient than the earlier state of art. In 

addition, the proposed method can be efficiently used to classify the complex power quality events. 

 

4.2 Architecture of Proposed Methodology  

 

The input power quality events are applied to the first stage which is convolution layer, function 

of this layer is to overcome the complexity of power quality events image data set, i.e. it will do 

the job of  sharpening and edge detection. Now the filter data is compressed so that it can easily 

be applied to next layer which is maxpooling layer, which mixes the features extracted from the 

last layer in the form of edge detection and sharpening of power quality events. 

 

 

Figure 4.1: Work flow chart of proposed methodology 

 

 After the max-pooling layer again convolution is done to filter out irrelevant features so that the 

size of extracted feature set will be become shorter and further the complexity will reduce. The 

next layer is LSTM layer which is having memory cells. The LSTM layer finds large temporal 

dependencies and develops a more concise feature vector. Final layer having non-linear activation 

module termed as softmax, task is to evaluate the probabilities of accurate classification of power 

quality events. On the basis of output of this layer decision of classification of power quality events 

are taken. The classified power quality events are voltage sag, swell, harmonics and flickers. 
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4.3 Concept of Deep Learning  

 

Deep learning is a robust and time efficient technique in machine learning, artificial intelligence 

and data processing. Most of the machine learning algorithm works on extracted features, which 

needs tedious effort to extract the adequate features. Deep learning approaches are data dependent 

while feature extraction aspect is function specific. In artificial intelligence methods data are 

continuously generating and a stage will come where automatic extraction of feature is impossible 

but this is not the case in deep learning techniques. DL process combines training which includes 

interactive learning of data samples and inference step extracts the output from trained model. In 

training network, a huge data is decomposed into training and testing sets, and finally a validation 

module as well. A machine learning algorithm fed the given  training set data to review  some 

representation  that can be in terms of  function approximation of the given feature extraction or 

in the form of  decision sets based on the addition of each feature to others.  

 

 
 

Figure 4.2: Basic deep learning network. 

 

The role of validation comes into picture during training, in terms of method to validate the 

robustness of the training action, obtained results fed to tune learning module of the algorithm and 

revamp the concluding efficiency. The final test set then gives unobserved data set to evaluate the 

last accuracy of the training module, and is broadly the source of the obtained accuracy scores and 

other potentiality metrics. The role of inference mainly is to feeding a data set into a trained and 

executed machine learning module and results in inferred output. The initial small data fed into 
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the deep architecture are adequate to train features and to classify. A simple deep learning network 

has multiple deep layers to extract unique features of power quality disturbance’s data. The yield 

from previous layer is passed as input to next layer, and trains multiple levels of sparse data [252]. 

For instance, the first layer can extract information about voltage amplitude, and second layer can 

collect the information how much voltage dip occurred and the third give the information which 

portion have voltage sag in power signal and the final layer combines all the information from 

previous layers and takes decision regarding classification of power quality disturbance. A general 

deep learning model has an input layer, several hidden layers and finally output layers. In fig.4.2 

first blue layer is the input layer that takes the input data sets and then forward the information to 

multiple middle, yellow hidden layers and finally output grey layers classifies the signals on the 

basis of training data sets and inference system build up in middle hidden layers. 

 

4.4 Long Short-Term Memory (LSTM)-Convolution Neural Network 

 

LSTM is a specific type of recurrent neural network that solves the problem of vanishing gradient 

[17]. The block diagram of an LSTM module is shown in fig. 4.3. The main concept behind LSTMs 

is a memory cell network Mt which is capable to maintain state information for a long time, that 

can makes gradients to flow over entire sequences. The data set information going in and out of 

the memory cell network Mt is controlled by three gates: an input gate pt, a forget gate qt and an 

output gate rt. For every clock time instant, the LSTM cell collect input data of the present time 

yt and the hidden informationzt−1 from the previous state. The multiplication of input yt and 

hidden informationzt−1 is analyzed by passing over a tanh function: 

 

   dt = tanh (Wgyt + Ugzt−1 + bg)                                               (4.1) 

 

Here Wg, Ug and bg represents input weights, recurrent weights and bias, respectively. The role 

of forget gate qtis to decide which data should be erased from the memory Mt over an element-

wise sigmoid function: 

 

qt = σ(Wqyt + Uqzt−1 + bq)                                                        (4.2) 

 

However, the input gate takes a decision regarding which data will be saved in the memory cell 

Mtover an element-wise sigmoid function: 
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pt = σ(Wpyt + Upzt−1 + bp)                                                      (4.3) 

 

Further, the information in the memory is refreshed through fractional erasing of data saved in 

the last memory cell Mt−1through the following step: 

 

Mt = qt ∗ Mt−1 + pt ∗ dt                                                            (4.4) 

 

Here ∗stands for element-wise product operation of two constituent. Now the role of forget gate 

qtat this stage is to decide the extent to which previous data saved in Mt−1 will be clean up. The 

set qt having value in between 0 and 1. Ifqt → 0, the previous state data will be completely clean 

up and if qt  → 1, the previous data will be stored as it is in the memory. Finally, the output hidden 

state htwill be refreshed on the basis of evaluated cell state Mtas shown: 

 

zt = ot ∗ tanh(Mt)                                                                       (4.5) 

 

Here network input weights W{d,p,q,o}, bias b{d,p,q,o}and recurrent weights U{d,p,q,o} are computed 

through the training and inference process.  

 

 

Figure 4.3: CNN architecture for power quality disturbance. 
 

The CNN architectures made up of three main layers, first layer is convolution layer, pooling layer 

is second layer, and fully-connected layer is the last layer. The role of fully-connected layer is 

same as in the general neural networks and convolution layer do the job of convolution on the 

previous layer many times [253]. The task of down sampling is assigned to pooling layer, 

maximum of each stage of the previous layer. The stacked network of three layers makes complete 

CNN architecture as shown in fig. 4.3. A convolution neural network (CNN) is a generalized form 



 65 

of recursive neural network (RNN). In case of RNNs, iteration process is executed to recursively 

restore the weights of the neurons based on the loss function obtained after each learning stage. In 

the architecture of CNN, alternating convolution and pooling layers are combined before fully 

connected layer.  The task of convolution layers is to filter out huge multidimensional matrices 

[254]. The function of pooling layer is to spatially shorten the size of the feature vectors into a 

smaller and more feasible matrix. In abstract, the convolution layers overcome the complexity of 

the power quality disturbance image by some filtering operation which do the job of sharpening 

and edge detection and the pooling layers performs crucial task of compression of filtered data. 

Role of multiple filters are generally to extract parallel and comprehensive features. 

 

4.5 Detection and Classification of PQ Disturbances 

 

In this work, to enhance the efficiency of power quality disturbance classification by learning some 

supplementary features, hybrid architecture of LSTM-CNN is implemented here as shown in fig. 

4.4, many steps involved in the novel hybrid architecture. The proposed architecture comprises of 

an initial layer of CNN then next stage is max pooling which perform the task of finding low level 

dependencies in layers. To develop a concise feature map, the features extracted in first stage are 

applied as input to subsequent layer of CNN and max pooling layers. The first CNN layer contains 

128 filters with a filter length of four for convolving input information. The next CNN layer has 

256 filters with length of four. The max pooling layer has normal size of 3, which mixes the 

features from last layer. The final combined feature matrix developed from max pooling layer are 

then applied to an LSTM layer having memory cells. The LSTM layer finds large temporal 

dependencies and develops a more concise feature vector. The LSTM-CNN novel architecture 

having 100 memory cells containing many gates and activation controllers. The final output of 

LSTM layer has passed to a last stage i.e. fully connected layer. Commonly, a feed-forward neural 

network layer performs the job of fully connected layer, which involves units conforms to the 

number of power quality events classification. The fully connected layer having non-linear 

activation module termed as softmax task is to evaluate the probabilities of accurate classification 

of power quality events.  
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Figure 4.4: Hybrid architecture of LTSM-CNN for PQ events classification 

 

For LSTM-CNN, the performance is totally relying on the number of filters used in the network. 

In the article two form of experiments performed with novel LSTM- CNN architecture and max-

pooling layer by changing the number of filters as 64, 128, 256 and filter length as 4, 5 and 6. The 

CNN model with number of filters as 128, each filter having a length of 4 has achieved the highest 

accuracy and hence these values are appropriate for detailed study of power quality disturbances. 

After setting the network parameters, experiments are performed to select the most suitable 

network model for all deep learning process.  

 

 

4.6 Results and Discussion 

 

 

In the proposed novel architecture of LSTM-CNN, power quality events such as voltage sag, swell, 

harmonics, flickers and transient events are taken into consideration for analysis. These events 
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then applied as a raw image data to the proposed architecture; first the various features are 

extracted by LSTM network. Features extracted in each layers are flowing through to next 

subsequent layer and last activation layer is capable to separate the data into different classes of 

power quality events and then extracted features fed as input to the CNN network which performs 

the function of classification for various power quality events. The results obtained for different 

PQ events are mentioned in table 4.1. 

 

Table 4.1. Comparison of Hybrid Approach Accuracy  

 

PQ EVENTS 

LSTM CNN LSTM-CNN 

TPR FPR TPR FPR TPR FPR 

SAG 0.91 0.098 0.91 0.098 0.097 0.007 

SWELL 0.97 0.003 1 0 1 0 

HARMONICS 1 0 0.99 0.098 1 0 

FLICKER 0.97 0.039 1 0 1 0 

TRANSIENT 0.99 0.05 0.94 0.099 0.98 0.006 

ACCURACY 0.956 0.97 0.989 

 

The LSTM model has attained an accuracy of 95.6 percent for five different power quality 

disturbances occurring in power system. The second model of CNN achieve the accuracy of 97 

percent little better performance than LSTM model, but proposed novel architecture of LSTM-

CNN model attained the highest accuracy of  98.90 percent. In comparison of conventional 

classifiers such as artificial neural network (ANN)[255] and probabilistic neural 

network(PNN)[256], support vector machine[256], decision tree(DT)[258] proposed novel 

methodology of LSTM-CNN achieved highest accuracy of 98.90 percent. The conventional PQ 

disturbance classification techniques are not time efficient mainly because of extraction of 

features. While the deep learning architecture has eliminated the stage of the feature extraction and 

that’s why the processing time is less than other methods. 

 

4.7 Conclusions 

 

 

In the proposed methodology, a deep learning based novel model is developed for five different 

power quality events such as voltage sag, swell, harmonics, flicker and transient. In contrast with 

the previously proposed techniques of PQ disturbances  sampled data set of the PQ events are not 
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utilized for feature extraction, but image files of the PQ disturbances are implemented by taking 

the advantage of the deep learning architecture on image based  classification. This justify, the 

novelty of the proposed method to classify PQ disturbances with 98.90 % accuracy, rather than 

classifying the sampled data set of PQ events with low accuracy. This reveals that the proposed 

novel approach generates a more inventive system with classification performance better than that 

of each and every approach discussed in table 4.1. This confirm that the proposed novel approach 

generates a more inventive system with classification performance better than that of earlier state 

of art which is using time-frequency based method for analysis of power quality events. 

 

 

This Chapter is based on following work: 

1. Rahul, Rajiv Kapoor and M M Tripathi “Long Short-Term Memory-Convolution Neural 

Network Based Hybrid Deep Learning Approach for Power Quality Events Classification 
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10.1007/978-981-13-3765-9_52. [260](Pub.: Springer)(Indexing –Scopus) 
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Chapter 5 

Conclusions and Future Research Scope 

 

This chapter falls the light on conclusions drawn from this study on the basis of work reported 

either experimentally or theoretically and covers the future research scope in the field of power 

quality disturbances. 

 

5.1 Conclusions 

 

The three major approaches of power quality disturbances recognition and classification are 

presented and these approaches are as follows: 

 In the first approach Volterra series(VS) is applied for feature extraction and interval type-

2 fuzzy logic based classifier is utilized for classification of power quality events. The most 

of similar work only detect single power quality events rarely detect multiple power quality 

events, this problem has been addressed here by employing: (a) Accurate  feature extraction 

through spectral entropy and kurtosis of Volterra series based patterns ; (b) Simple and 

minimum  effective  feature sets  are utilized  of power quality events detection; (c) Fast, 

accurate and simple classification of power quality disturbances  with type- 2 fuzzy 

classifier under noiseless and heavy noisy conditions. The effectiveness of the proposed 

method is tested on three different conditions, i.e. ideal, SNR 30 and 20 dB. The overall 

classification efficiency of IT2FLS is 99.27 percent if taken as the average of all three 

conditions mentioned in this chapter. The simulation results show that IT2FLS has higher 

performance than NN, PNN and support vector machines. The performance of the hybrid 

approach successfully verified. The future work includes hardware implementation of 

hybrid technique of VS+IT2FLS so that this novel hybrid technique may be applied in real 

time detection and classification of power quality events. 

 The second approach of power quality disturbances analysis is based on adaptive FEM 

based intelligent system for detection and classification of power quality events which 

enhances the PQ events detection accuracy with minimum error. The adaptive FEM 

algorithm automatically changes triangular mesh size based on size of power quality 

disturbances with the help of sparse signal decomposition based method. The features 
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based on stiffness matrix are extracted and fed as input to type-2  fuzzy  based 

classifiers.  The performance of proposed method is much better in terms of only three 

feature set are required for detection of power quality events   than  other signal processing 

based techniques such as Fourier transform, short time Fourier transform, wavelet 

transform and Hilbert transform, which requires at least five to ten features for detection 

of PQ events and  the performance of type -2 fuzzy based classifier is comprehensively 

compared in with type-1 fuzzy ,in terms of  type-1 fuzzy system, support vector machine 

and artificial intelligence based classifiers. If we combine all the three conditions of SNR 

i.e. ideal 30 and 20dB then the average accuracy comes out to be 99.30 percent this shows 

that the proposed method has much better performance than RBFNN, PNN support vector 

machine and type-1 fuzzy based classifiers. So, the proposed intelligent system developed 

in this work is capable of monitoring PQ events in real time scenario. 

 In the third approach hybrid technique is developed by combining long short-term memory 

and convolution neural network which developed totally different concept for detection 

and classification of power quality events in terms of image which is utilized the concept 

of edge detection and sharpening as a feature for fast and automatic classification of power 

of power quality disturbances. In contrast with the previously proposed techniques of  PQ 

disturbances  sampled data set of the PQ events are not utilized for feature extraction, but 

image files of the PQ disturbances are implemented by taking the advantage of the deep 

learning architecture on image based  classification. This justify the novelty of the proposed 

method to classify PQ disturbances with 98.90 % accuracy, rather than classifying the 

sampled data set of PQ events with low accuracy. This reveals that the proposed novel 

approach generates a more inventive system with classification performance better than 

that of earlier state of art which is using time-frequency based method for analysis of power 

quality events. 

 

5.2  New Innovations and Future Scope 

For the power industries point of view, this work is based on low memory requirements and 

subsequently it requires less computation time and enhances performance in terms of accuracy, 

speediness, reliability and lower cost. This work paves the path for early detection & 
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classification techniques of power quality events, with the existing methods S-transform, 

wavelet, neural networks and type-1 fuzzy. This study can further be extended by exploring 

new techniques with less computational overhead in detection and classification of power 

quality events with maintaining high accuracy. 

The concept of Non-dominated sorting genetic algorithm-III has been a reliable evolutionary 

algorithm (EA) inspired by Darwin’s theory of evolution but it has not been explored in the 

field of PQ disturbance monitoring. NSGA III algorithm and Directed Acyclic Graph –Support 

Vector Machine (DAG-SVM) based combined approach can be explored for recognition and 

classification of power quality events. The function of NSGA III is to extract features and 

DAG-SVM for the purpose of classification of power quality events with minimum error. The 

non-stationary and non- linear nature of power quality disturbances makes it a suitable choice 

for NSGA III as this algorithm is adaptive and can change shape and size of data set as per 

requirement by utilizing the concept of mutation and crossover probabilities. This technique 

will give unique Pareto-optimal solutions based on multi objective optimization. Considering 

equal priority for all the objectives, a fitness function is used to obtain the best solution set 

from the first Pareto front.  Non-dominated sorting sets a dominated count and assigns 

domination to each individual. Dominated count means the number of times an individual data 

point has been dominated by another data point. The obtained unique feature vectors are used 

for training DAG -SVM to classify the power quality disturbances. Therefore this combined 

approach may give good results for accurate and fast detection of power quality events. 

The design of new wavelets can also be possible in an alternative way so that effective features 

can be extracted for fast and accurate analysis of power quality events. Consequently, a new 

approach may be developed in the form of Hybrid Fuzzy Wavelet Neural Networks 

Architecture. This concept is a better option for improvement in time-frequency analysis of 

PQ events for the purpose of further optimization of feature sets. Based on the concept of fuzzy, 

wavelet, and neural network, new signal processing techniques can be further devised for 

analysis of PQ disturbances. 
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